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ABSTRACT 

 

DECISION AND CONTROL IN DISTRIBUTED COOPERATIVE SYSTEMS 

 

Prasanna Mohan Ballal, PhD. 

 

The University of Texas at Arlington, 2008 

 

Supervising Professor:  Frank Lewis 

 This dissertation presents novel matrix-based approaches for decision and control 

in distributed cooperative systems such as wireless sensor networks. A novel matrix-

based Discrete Event Controller has been implemented for task planning and resource 

dispatching in a network consisting of stationary ground sensors and mobile agents also 

known in the literature as mobile wireless sensor networks.  The use of shared resources 

in such systems can sometimes cause a phenomenon called system deadlock, where all 

the processes in the system come to a standstill. This work presents a new matrix-based 

algorithm that has been implemented for deadlock avoidance in a system with shared 

resources and dynamic resource assignment. The analysis of deadlock is based on certain 

Petri Net objects in such systems called critical siphons and critical subsystems.   

 The analysis of deadlock avoidance becomes even more difficult when routing of 

tasks and resources are involved. The critical siphons and critical subsystems have to be 

redefined. This dissertation presents a new matrix-based approach for deadlock 



 v 

avoidance in such systems. This is a generalized approach that can be used for systems 

with or without routing. This work also presents a method for tackling a certain 

pathological case called second order deadlocks.  

 In routing systems, dynamic decisions have to be made. In the presence of 

numerous agents which act as resources, a collective decision can be made based on the 

individual decisions of agents. This method is called data fusion. Dempster Shafer (DS) 

theory has been extensively used in the past for data fusion since it provides an excellent 

framework for conditions involving uncertainty. But the mathematics of computation 

involving DS belief functions is difficult to fathom because of the many summations over 

set inclusions and intersections. The equations are often difficult to comprehend and 

discourage readers due to their complexity, and are often difficult to implement using 

software. This dissertation provides a new matrix formulation for updating evidence and 

computing beliefs and plausibilities in DS theory. The work also shows how evidence 

theory can be used in routing systems for Condition Based Maintenance. 

 Finally, this work presents a framework for trust propagation and maintenance in 

a network of nodes or mobile agents that yields global consensus of trust under rich 

enough communication structure graphs.  This work considers the case where the graph 

structure is a time-varying function of the trusts based on the graph connectivity. This 

makes the trust consensus scheme bilinear. This trust consensus is incorporated into 

cooperative control laws that depend on local information from neighboring nodes, yet 

yield team-wide desired behavior such as flocking and formations. 
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CHAPTER 1 

INTRODUCTION 

1.1 Distributed Cooperative Systems 

Most of the systems and applications in real world are inherently distributed. 

This research considers distributed systems where autonomous participants pool 

together their local resources towards a global service. Such distributed systems provide 

extensibility, protection against failures, and an adequate architecture to cope with 

spatially distributed real-world applications. These systems are widely used in 

distributed databases, telecommunication, security, wireless sensor networks [7, 57, 65], 

and education. The challenge in developing cooperative distributed systems is in 

modeling and engineering the interactions between the entities of the system. 

Modern design of large complex systems requires cooperation among many 

agents (humans or computers) that may be physically separated and/or operating under 

diverse environments. Implementing a distributed cooperative system is a huge 

technical challenge. Cooperative control of distributed multi-agent systems is organized 

into four main themes of cooperative control: distributed control and computation, 

adversarial interactions, uncertain management and complexity management. 

Cooperation in distributed systems is very important since cooperation is not 

usually guaranteed by design and the result of non-cooperation could lead to a total 

system failure. Distributed cooperative systems make existing services better and 
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cheaper; the only gamble being that autonomy is such systems could imply lack of trust. 

In this research we consider distributed cooperative control and decision-making in 

wireless sensor networks as a case study.  

1.2 The Problem 

There has been increased research interest in systems composed of multiple 

autonomous agents such as mobile robots and stationary agents such as unattended 

ground sensors exhibiting distributed cooperative behavior. Emphasis has been put on 

developing wide area distributed wireless sensor networks with self-organization 

capabilities to cope with sensor failures, changing environmental conditions, and 

different environmental sensing applications. In particular, mobile wireless sensor 

networks hold out the hope to support self-configuration mechanisms, guaranteeing 

adaptability, scalability and optimal performance, since the best network configuration 

is usually time-varying and context dependent. This work provides solutions for task 

assignment and resource dispatching (i.e. supervisory control), deadlock avoidance, 

decision-making and trust establishment in mobile wireless sensor networks. 

Different techniques are available to coordinate the task assignment and 

resource dispatching in mobile wireless sensor networks such as decentralized and 

centralized techniques. In decentralized coordination, the robots and sensors only have 

information about their local neighbors and do not have complete information of the 

entire network, whereas, in centralized technique, a supervisor controls the coordination 

of the robots and sensors. In the decentralized approaches, robots possess similar 

functionalities, perform similar tasks and just one mission at a time is usually 
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implemented. To overcome the inherent limitations of decentralized approaches, 

supervisory (centralized) control techniques are preferred. Some significant results in 

supervisory control have also been obtained using Petri Nets (PN). Nevertheless the 

implementation of high-level mission specifications is not straightforward, the 

dynamical description of the system is incomplete and a new design stage, almost from 

scratch, is required if objectives or resources change. Thus, there is a lack of 

supervisory control and decision-making techniques, which can sequence different 

missions according to the scenario (adaptability) and reformulate the mission if some of 

the robots fail (fault tolerance) in a predictable way and using a high-level interface.  

Discrete Event Controller (DEC) was first used in manufacturing systems [30, 

32, 47, 50] in order to sequence the most suitable tasks for each agent according to the 

current perception of the environment. A novel matrix formulation makes the 

assignment of the mission planning straightforward and easily adaptable if agents or 

applications change. It represents a complete dynamical description of the system that 

allows computer simulation analysis. The matrices are direct to write down given the 

sequence rules for a given task. Priority rules for efficiently dispatching shared 

resources and handling simultaneous missions can also be easily taken into account. 

Note that this controller is centralized but there could be many sensors in the network 

which have same functionalities. Selection of an ideal sensor to do the job can be done 

in a distributed fashion. This leads to the problem of decision-making. This dissertation 

is mainly concerned with the decision-making and control which involves combining 

decisions coming from several experts.  
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Decision-making becomes difficult when uncertainty is involved. Mobile 

wireless sensor networks present a range of challenges as they are closely coupled to the 

physical world with all its unpredictable variation, noise, and asynchrony; they involve 

many energy-constrained, resource-limited devices operating in concert; they must be 

largely self-organizing, self-maintaining and robust despite significant noise, loss, and 

failure.   

In the case of shared resources, problems of deadlock can occur. Deadlock is a 

situation when all the tasks in a network come to a halt. Also, analysis of deadlock 

becomes difficult when routing of these shared resources is allowed. Routing of tasks 

and resources has to be done carefully, which again involves planning and decision-

making. 

Another issue in such systems is the establishment of trust among the nodes. In 

a distributed network, trust is interpreted as a set of relations among the nodes 

participating in the network activities. Trust establishment in distributed communication 

networks such as mobile ad hoc networks (MANETs), sensor networks and ubiquitous 

computing systems is considered to be more difficult than in traditional hierarchical 

structures such as the Internet and Wireless LANs centered on base-stations and access 

points. Given the presence of enemy components and the possibility of node 

compromise, a trust consensus must be reached by the network that determines which 

nodes to trust, which to disregard, and which to avoid. Trust algorithms for network 

nodes must be autonomous computationally efficient numerical schemes. However, 

existing schemes for control of dynamical systems on communications graphs (in the 
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style of work by [3, 23, 37, 52, 59, 60, 64]) do not take into account trust propagation 

and maintenance (such as work by [38, 86]). Yet it is a fact that biological groups such 

as flocks, swarms, herds, do have built-in trust mechanisms to identify team members, 

team leaders, and enemies to be treated as obstacles or avoided. Cooperative mission 

planning should involve decisions made in the context of the trust opinions of all nodes, 

and be based on performance criteria set by network team leaders. These performance 

criteria may change with time depending on varying mission objectives in the field. 

1.3 Objective 

The main objective of this research is to develop a matrix-based approach for 

decision and control in distributed cooperative systems with a case study on mobile 

wireless sensor networks. First, we develop a supervisory control for task planning and 

resource assignment using the DEC. Chapter 2 provides a brief introduction to Petri 

Nets (PN) and the DEC and shows how this matrix-based DEC can be used in 

distributed cooperative control. One can guarantee a smooth flow of logical operation in 

DE systems, including dynamic task sequencing and shared resource assignment, 

without blocking phenomena, including deadlock and others. 

Chapter 3 presents a novel approach to implement on-line deadlock-free 

resource assignment for multi-agent systems with multiple missions.  At each event 

occurrence, when resource changes are required, a greedy algorithm is first 

implemented by on-line updating of the resource requirements matrix [47]. The new 

resource assignment is accepted if it is compatible with a certain Maximum Work in 

Progress (MAXWIP) deadlock avoidance policy. Specifically, the discrete event system 
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representing the new mission plan has to satisfy two conditions:  After the 

implementation of the new resource assignment, it is necessary to guarantee that (1) the 

system is not already in deadlock and (2) the new system is regular in a sense described 

in chapter 3. In order to check the latter condition the regularity test proposed in [32] is 

launched every time a new resource assignment is proposed. Having produced an 

allowable assignment of resources, the DEC described in chapter 2 is run to assign the 

next tasks in the multiple missions based on priority assignment policies. 

Chapter 4 describes the deadlock avoidance scheme used in systems where 

routing decisions have to be made. The analysis of shared resources becomes even 

harder when choices are allowed for tasks. This means routing decisions have to be 

made [13]. These systems are called the Free Choice Multi-Reentrant Flow Lines 

(FMRF). FMRF systems are also known as S3PR (System of Simple Sequential 

Processes with Resources). In the case of FMRF, the known methods of deadlock 

avoidance provided for MRF do not work. There are many Deadlock Prevention (DP) 

methods for S3PR systems in the literature, but this work is mainly concerned with 

Deadlock Avoidance policies (online deadlock control). Certain objects such as Circular 

Waits, Critical Siphons, and Critical Subsystems have to be defined to avoid deadlock 

in FMRF [47, 50]. Chapter 4 describes how these objects can be computed for FMRF.  

Also, the chapter extends the matrix formulation in chapter 3 which can efficiently 

compute these objects for FMRF.  This matrix formulation allows fast and efficient 

numerical computation techniques to be applied to Petri Net analysis.  We show how a 

MAXWIP dispatching policy can be formulated for FMRF to avoid blocking 
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phenomena. Under this policy, deadlock in FMRF can be avoided by limiting the work 

in progress (WIP) in the Critical Subsystems of each CW. There is another type of 

deadlock called the second order deadlock [32, 50]. Chapter 4 provides a regularity test 

to find key resources in the FMRF systems that cause second order deadlocks.  

Chapter 5 deals with decision-making involved in systems where routing is 

necessary. It provides a novel method for job and resource dispatching for condition-

based maintenance using Free-Choice Petri Nets and Dempster-Shafer Evidence theory. 

In case of unreliable sensors in the system, there is uncertainty in decision-making. This 

uncertainty is modeled using Dempster Shafer Theory of combination (DS), which is 

used to decide which path to take in the event of choice decisions in the PN. The 

computations required in DS theory are difficult to perform due to the many required 

summations over set inclusions and intersections.  Therefore, a new matrix formulation 

is given herein for efficiently combining evidence and finding belief, plausibility, and 

other quantities in Dempster Shafer theory.   This, coupled with a previously developed 

matrix formulation for PN, makes it direct to implement the decision framework as a 

DEC using computer software. Examples are given showing how to apply the matrix 

formulation for decision-making in intelligent diagnostics.  

Chapter 6 presents a framework for trust propagation and maintenance in a 

network of nodes or mobile agents that yields global consensus of trust under rich 

enough communication structure graphs.  Most of the work in literature considers the 

graph to be static or have static weights. This chapter considers the case where the 

graph structure is a time-varying function of the trusts based on the graph connectivity. 
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This makes the trust consensus scheme bilinear. This trust consensus is incorporated 

into cooperative control laws that depend on local information from neighboring nodes, 

yet yield team-wide desired behavior such as flocking. Chapter 7 concludes the work 

with ideas for future research. 
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CHAPTER 2 

MATRIX-BASED DISCRETE EVENT CONTROLLER 

2.1 Introduction 

 The integration and cooperation of heterogeneous agents in a distributed system 

such as mobile wireless sensor networks is potentially very appealing, but requires a 

coordination supervisory controller suitable to sequence different missions according to 

the events and to the functionalities of the agents. In supervisory control, some 

significant results have been obtained using Petri Nets [40, 41], but the implementation 

of high-level mission specifications is not straightforward, the dynamical description of 

the system is incomplete and a new design stage, almost from scratch, is required if 

objectives or resources change. 

 In [32, 47] a matrix-based DEC has been proposed, proving to be very efficient 

in sequencing tasks in manufacturing environments [50]. The matrix formulation allows 

fast, direct design and reconfiguration of discrete event controllers. It provides a better 

dynamical description and a higher level interface than other popular tools for discrete 

event systems, such as Petri Nets. This chapter proposes the use of the matrix-based 

DEC as a central planner to produce high-level missions for a distributed network of 

stationary sensing units and mobile robots cooperating for a common goal. Its 

formulation allows one to switch between missions as priorities change or exception 

situations occur, and to accommodate node failures.  Before moving on to the matrix-
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based DEC, it is important to understand the concept of Petri Nets, Circular Waits, 

Marking Vector, Circular Blocking, Critical Subsystems and Siphons. 

2.2 Petri Nets 

 A Petri Net (PN)  a bipartite digraph (P, T, I, O), where P is the set of places, T 

is a set of transitions, I is the set of input arcs from places to transitions, and O is the set 

of outputs arcs from transitions to places [55].  One can represent I as an input 

incidence matrix which has I(i,j) =1 if there is an input arc from place j to transition i 

and O as an output incidence matrix which has O(i,j)= 1 if there is an output arc from 

transition i to place j.  The incidence matrix is defined as  

   W=O-I                                                                        (2.1) 

Given a node v (either transition or place), we define v•  as the pre-set of v (set of nodes 

with arcs to v) and •v  as the post-set of v (set of nodes with arcs from v).  Similarly, for 

a set of nodes S= {vi}, define }{ ivS •=• and }{ •=• ivS .   

The following assumptions allow one to represent a discrete event system by a Petri 

Net: 

1. There are no machine failures. 

2. No pre-emption.  A resource cannot be removed from a job until it is complete. 

3. Mutual exclusion.  A single resource can be used for only one job at a time. 

4. Hold while waiting.  A process holds the resources already allocated to it until it 

has all the resources required to perform a job. 
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2.3 Circular Waits 

 The following background is taken from [47, 48, 50]. We say resource ri waits 

for resource rj (denoted ri � rj) if the availability of rj is an immediate prerequisite for 

the release of ri, i.e., φ≠•∩• ji rr .  A wait relation digraph is defined as Gw = (R, A) 

where R is the set of nodes and A = {aij} is the set of edges with aij drawn if ri� rj (i.e.  

each aij represents a transition in •∩• ji rr ).  In Gw, define an R-path between ri and rk 

as a set of R-places such that ri�rj�…�rk.  Then ri is said to wait over an R-path for 

rk, denoted ki rr � , if there is an R-path between ri and rk.  A circular wait (CW) is a set 

of resources RC ⊂ , with |C|>1, such that for any ordered pair jrr C,}r,{r iji �⊂ .  A 

CW always contains at least one shared resource.   

 The simplest CW is a set of resources RC ⊂ , such that for some appropriate re-

labeling, one has 121 ... rrrr q →→→→ , with ji rr ≠  for qjiji ≤≤≠ ,1, .  This will be 

referred to as a simple circular wait.  A simple circular wait is a simple circuit in the 

graph and is a CW not containing any other CW.  Consider a wait relation graph Gw and 

a CW wGC ⊂ .  Then for every Cr ∈ , there exists at least one simple circular wait 

C⊂σ such that σ∈r .  A CW is a strongly connected sub graph in the digraph Gw and 

can be obtained by taking unions of non-disjoint simple CW.  

 Given a CW C= {ri}, one can partition the set of transitions ir•  as 

+•∪•=• iioi rrr , where ior•  = }|{ φ≠∩•∈ CxTx , the set of input transitions of ri with 

input arcs from some other Cr j ∈ , and +• ir = }|{ φ=∩•∈ CxTx , the set of input 
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transitions of ri with no input arcs from any other Cr j ∈ .  We loosely say that the 

transitions ior• are ‘in the CW C’. 

 The job set of CW C= {ri} is given by J(C) = )(
1

i

n

i

rJ∪
=

. Partition this as 

J(C)= 0)()( CJCJ ∪+ ,where },|)({)( 0 CrrpCJpCJ iio ∈•∈•∈= and

},|)({)( CrrpCJpCJ ii ∈•∈•∈= ++ .  

2.4 Marking Place Vector 

 A place POPIRJPp ∪∪∪=∈  is said to be marked when it contains a 

token, which depending on the place containing it indicates an ongoing job, the 

existence of an available resource, a part in, or a product out.  In a FMRF, the initial 

marking vector denoted as m0 assigns tokens only to R and PI-places.  It is assumed that 

the PO-places are always empty. 

 Given Pp ∈ , m(p) denotes the marking of p, i.e. the number of tokens in p.  

Given a set of places S, m(S) denotes the number of tokens in S.  A set of places is said 

to be unmarked or empty if none of its places has any tokens.  

 Given the set of places P, the PN place vector, or p-vector, p
�

 has dimension of 

P , and one element corresponding to each place.  Let the set of all places be 

},...,,{ 21 QpppP = .  Then the place vector has Q elements.  Any set of m places 

},...,2,1|{ mkPp
ki

=∈  can be represented as a |P|-vector p
�

 having m entries 1=
ki

p
�
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and zero entries otherwise.  The PN marking vector 
PT

Npmpmpm ∈= ])()([)( 21 �
�

, 

with the natural numbers N= {0, 1, 2...}, gives the number of tokens in each place.  

 Define the PN transition vector, or x-vector, x to have dimension of T , and one 

element xi corresponding to each transition.  Let the set of all transitions be 

},...,{ 21 LxxxT = .  Then the transition vector has L elements.  A set of m transitions 

},...,2,1|{ mkTx
ki

=∈  can be represented as an L-vector x having m entries 1=
ki

x  

and zero entries otherwise. 

The well-known PN marking transition equation [55], 

xWpmpm T+=
→→

+ )()(         (2.2) 

gives the new marking vector )(
→

+ pm  in terms of the previous marking vector )(
→

pm  and 

the transitions that have fired appearing as 1’s in x. 

A p-invariant is defined as a set of resources and places that is in the null space of W. 

i.e. 

Wp=0.          (2.3) 

Note that if p is a p-invariant, then )()()(
→→→

+ =+= pmpxWppmppmp TTTTT  so that the 

number of tokens in a p-invariant is constant. One type of p-invariant is given by any 

resource plus all of its jobs, )(rJr ∪ . 

2.5 Circular Blocking 

 A circular blocking CB is a circular wait that is empty and will always remain so 

[32, 47, 50, 92].  That is, for a CW C= {ri}: 
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1. m(C)=0, and 

2. no tokens will ever be added to C. 

 In this situation, one is said to have deadlock, where the resources in the CW are 

waiting for each other and will never again become available.  If a resource on a given 

part path is involved in a CB, then all downstream activity along that part path will 

eventually end.  That is, after some time, the downstream jobs on that part path will 

never again be performed. Let C ={Ci} be a set of disjoint CW. Then,C is said to be in 

CB if each CW Ci is in CB. 

2.6 Siphons 

 The analysis of CB and deadlock can be carried out formally using the notion of 

siphon.  A siphon is a set of places having the property that its input transition set is 

contained in its output transition set i.e.   

•⊂• SS          (2.4) 

A siphon has the key property that, once it is unmarked, it remains so. 

 A minimal siphon of a CW C is the smallest siphon containing the CW.  Define 

a critical siphon for a CW C as a smallest siphon which has the property that a CW is a 

CB if and only if the critical siphon is empty.  

 Next section defines a type of PN structure which is quite often used in wireless 

sensor networks for resource allocation and task planning, namely multiple reentrant 

flow lines. 
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2.7 PN Analysis of Multiple Reentrant Flow-Lines 

 A special case of PN is the multiple reentrant flow-line system (MRF), see 

figure 2.1.  For MRF systems, we partition the set of places, POPIRJP ∪∪∪= , 

with the places in J, R, PI, PO representing respectively, the jobs performed, the 

availability of resources, input of parts, and output of products.  Each part path starts 

with a PI-place and terminates with a PO-place.  We denote the set of job places J for 

part type j as Jj so that jj JJ ∪= .  Let the set of transitions along part path j be xj1, 

xj2,…,xjLj, with xj1 and xjLj being the initial and terminal transitions respectively.   

 R(p) is the set of resources needed by job p.  For any resource Rr ∈  define the 

jobs performed by r as )(rJ .  We partition the resource set R as Rs and Rns, with Rs being 

the set of shared resources, i.e. those needed for more than one job, and Rns being the set 

of non-shared resources.  Then, 1)( =rJ  if nsRr ∈ and 1)( >rJ  if sRr ∈ , with |S| 

denoting the cardinality of a set S (i.e. the number of elements). 

 We formally define MRF systems as a class of systems satisfying the following 

properties (φ  being the empty set): 

Properties of MRF 

1.  φ=•∩•∈ ppPp ,  

2.  on part path j,  xj1 φ=∩• JP \  and φ=∩• JPx jLj \  

3.  )(:, pRRpRpJp =∩••=∩••∈∀  with 1)( =pR  

4.  kijki ppkiJpp ≠≠∈∀ ,,,  

5.  φ=•∩•≠∈∈∀ lkjilkji ppljJpJp ,,,  
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7.  Rs φ≠  

 This means that there are: (1) no self loops, (2) each part path has a well-defined 

beginning and an end, (3) every job requires only one resource with no two consecutive 

jobs using the same resource, (4) there are no part path loops, (5) for any two distinct 

jobs on different part paths there is no assembly, i.e.  two part paths cannot merge into 

one, (6) there are shared resources.   

 According to property 3, RpRppR ∩••=∩••=)( , with the cardinality 

1)( =pR ;  Under the foregoing assumption, one has JrJrrJ ∩••=∩••=)( .   

 In MRF, one has 1=•p .  A transition •∈ px  is said to be a posterior 

transition of p.  A decision place has multiple posterior transitions, i.e. 1>•p . The 

resources used by decision places are called decision resources. 

 Figure 2.1 shows a sample MRF.  In figure 2.1, the part paths are independent 

and neither split nor recombine.  R1 is a shared resource along a single part path, and 

R2 is a shared resource between two part paths.   

 

Figure 2.1 MRF system 

 

    Pi1      t1   R1A   t2    R2A    t3    R1B   t4     R3A   t5    Po1  

                 R2                           

     R4                                 R6 

   Pi2      t6     R4A   t7    R2B   t8    R6A   t9     Po2 

                         R1                 R3 
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2.8 Matrix Formulation for PN Objects 

 PN provides great pictorial insight and mathematical techniques for analysis, but 

they have sometimes had the deficiency of not providing an efficient computational 

framework for simple computer-based analysis.  A matrix framework for computing 

structural objects of a PN can correct these deficiencies [47].  

 Commensurate with the partitioning POPIRJP ∪∪∪= with J, R, PI, and 

PO being the sets of job places, resource places, input places, and output places 

respectively, partition the place vector as Tpopirvp ][=
�

, with 

POpoPIpiRrJv ∈∈∈∈ ,,, .  

 Similarly, partition the input incidence matrix as ][ oirv FFFFI = .  Note 

that there are no input arcs to transitions from the places in PO, so that 0=oF , a 

matrix of zeros.  Partition the output incidence matrix as ][
T

o

T

i

T

r

T

v SSSSO = .  

Note that there are no output arcs from transitions to the places in PI, so that 0=iS .  

These sub-matrices are Boolean matrices having entries of 0 or 1. 

2.8.1 Or/And Algebra For Computing PN Objects 

 Given Boolean matrices ][ ijaA =  and ][ ijbB = , define a logical or/and 

matrix algebra wherein addition operations are replaced by logical ‘or’ and 

multiplication operations by logical ‘and’.  That is, the matrix product is defined by 

BAC ⊗=  with �∨∧∨∧∨∧= )()()( 332211 jijijiij bababac , with ∧  

denoting logical ‘and’ and ∨  denoting logical ‘or’.  The matrix sum is defined by 
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BAC ⊕=  with ijijij bac ∨= . Note that these matrix products are easily performed 

using standard software programs including MATLAB
®
, etc. 

 Then one has computational methods for computing PN objects based on the 

following results in [2]. 

Lemma 2.1:  Matrix computation of PN pre and post sets for places. 

1.  Let v represent a set of job places.  Then 

a.  •v  is represented by the vector vFv ⊗  

b.  v•  is represented by the vector vS
T

v ⊗  

2.  Let r represent a set of resource places.  Then 

a.  •r  is represented by the vector rFr ⊗  

b.  r•  is represented by the vector rS
T

r ⊗             ■ 

Lemma 2.2:  Matrix computation of PN pre and post sets for transitions: 

1.  Let x represent a set of transitions.  Then 

a.  Jx ∩•  is represented by the vector xSv ⊗  

b.  Rx ∩•  is represented by the vector xS r ⊗  

c.  Jx ∩•  is represented by the vector xF
T

v ⊗  

d.  Rx ∩•  is represented by the vector xF
T

r ⊗                                              ■ 

This allows one to formulate the desired scheduling strategies for MRF systems 

using matrices. In the next section we describe the discrete event controller for MRF 

systems. 
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2.9 Discrete Event Controller 

An efficient Discrete event controller (DEC) based on matrices was first 

introduced in [47] and it has been in constant development [1, 2, 28, 29, 50, 82]. The 

DEC is completely based on matrices and it has important advantages in design, 

flexibility, computer simulation and online supervisory control of DE systems. The 

DEC has also been implemented on a practical robotic cell in [50]. This section presents 

a matrix-based discrete event controller for modeling and analysis of complex 

interconnected DE systems with shared resources, routing decisions, and dynamic 

resource management in a mobile wireless sensor network. This approach provides a 

rigorous, yet intuitive mathematical framework to represent the dynamic evaluation of 

DE systems according to linguistic if-then rules such as “If <conditions hold> then 

<consequences>”. 

Multi-agent systems such as one composed of mobile robots and wireless sensor 

network face problems of coordination. One can write down a set of if-then rules to 

define the mission planning of the sensor agents, such as: 

Rule i: If <sensor 1 has completed task1 (data acquisition), robot 1 is available and a 

fire hazard is detected > then <robot 1 starts task2 and sensor 1 is released> 

These linguistic rules can be easily represented in mathematical form using 

matrices.  Following the same notation used in [1, 2, 47], let r be the vector of resources 

used in the system (i.e. mobile robots and UGSs), v the vector of tasks that the resources 

can perform (i.e. go to a given target, perform data acquisition, and deploy UGS), u the 

vector of input events (i.e. occurrence of sensor detection events) and y the vector of 
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completed missions (outputs). Finally, let x be the state logical vector of the rules of the 

DE controller, whose entry of ‘1’ in position i denotes that rule i of the supervisory 

control policy is currently activated. Then we can define two different sets of logical 

equations, one for checking the conditions for the activation of rule i (matrix controller 

state equation), and one for defining the consequences of the activation of rule i (matrix 

controller output equation). In the following, all matrix operations are defined to be in 

the or/and algebra, where + denotes logical or and ‘times’ denotes logical and.  

The controller state equation is  

d
u

ud
Fu

u
Fr

r
Fv

v
Fx +++=

        (2.5) 

where x is the task or state logical vector, Fv is the task sequencing matrix, Fr is 

the resource requirements matrix, Fu is the input matrix. Fud is the conflict resolution 

matrix and ud is the conflict resolution vector. They are used to avoid simultaneous 

activation of conflicting rules, as will be shown later. The current status of the DE 

system includes task vector v, whose entries of `1' represent `completed tasks', resource 

vector r, whose entries of `1' represent `resources currently available’, and the input 

vector u, whose entry of 1 represent occurrence of a certain predefined event (fire 

alarm, intrusion etc.). The over bar in equation (1) denotes logical negation so that tasks 

complete or resources released are represented by ‘0’ entries. Fv is the task sequencing 

matrix [47], and has element (i,j) set to '1' if the completion of task vj is an immediate 

prerequisite for the activation of logic state xi. Fr is the resource requirements matrix 

[47] and has element (i,j) set to '1' if the availability of resource j (robot or UGS) is an 

immediate prerequisite for the activation of logic state xi. 
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On the ground of the current status of the DE system, equation (2.5) calculates 

the logical vector x, i.e. which rules are currently activated. The activated rules 

determine the commands that the DEC has to sequence in the next iteration, according 

to the following equations 

xSv vs =
          (2.6) 

xSr rs =
          (2.7) 

xSy y=
          (2.8) 

Sv is the task start matrix and has element (i,j) set to '1' if logic state xj 

determines the activation of task i. Sr is the resource release matrix and has element (i,j) 

set to '1' if the activation of logic state xj determines the release of resource i. Sy is the 

output matrix and has element (i,j) set to '1' if the activation of logic state xj determines 

the completion of mission i. 

The task start equation (2.6) computes which tasks are activated and may be 

started, the resource release equation (2.7) computes which resources should be released 

(due to completed tasks) and the mission completion equation (2.8) computes which 

missions have been successfully completed.  

Vector vs, whose `1' entries denote which tasks are to be started, and vector rs, 

whose `1' entries denote which resources are to be released, represent the commands 

sent to the DE system by the controller. ‘1’ entries in vector y denote which missions 

have been successfully completed. 
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Equations 2.5-2.8 represent the rule-base of the supervisory control of the DE 

system. All the coefficient matrices are composed of Boolean elements and are sparse, 

so that real time computations are easy even for large interconnected DE systems. 

The task sequencing matrices (Fv and Sv) are direct to write down from the 

required operational task sequencing. On the other hand, the resource requirements 

matrices (Fr, Sr) are written down based on the resources needed to perform the tasks 

and are assigned independently of the task sequencing matrices. Matrix Fud in equation 

(2.5) is used to resolve conflicts of shared resources, i.e. conflicts deriving by the 

simultaneous activation of rules, which start different tasks requiring the same resource. 

Matrix Fud has as many columns as the number of tasks performed by shared resources. 

Element (i,j) is set to '1' if completion of shared task j is an immediate prerequisite for 

the activation of logic state xi. Then an entry of ‘1’ in position j in the conflict resolution 

vector ud, determines the inhibition of logic state xi (rule i cannot be fired). It results 

that, depending on the way one selects the conflict-resolution strategy to generate vector 

ud, different dispatching strategies can be selected, in order to avoid resource conflicts 

or deadlocks.  

To use the DEC as a Supervisory Controller for task assignment and resource 

dispatching in mobile wireless sensor networks, one needs to have an architecture that is 

modular, flexible and adaptable. One such architecture consists of three layers, namely 

agent control layer, network control layer and organization control layer. The important 

aspect of this architecture is that improvements and updates on one layer results in 

minor changes in other layers, making the system intelligent and adaptable.  
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The first layer (agent control level) deals with the control of each agent (being either a 

UGS or a mobile robot), keeping into account its peculiar functionalities. At this level 

one defines the processing capabilities of the UGSs (e.g. signal processing) and the 

control algorithms for the behavior of each robot (e.g. reach the target, follow another 

robot etc.). The second layer (network control level) deals with the implementation of 

communication protocols for energy efficient data transmission between the UGS, 

robots and the supervisor. The third layer (organization control level) consists of 

matrix-based DE supervisory controller whose matrix formulation allows one to employ 

a high-level human interface to define the mission planning, the resource allocation and 

the dispatching rules. The supervisor is in charge of sequencing the tasks each agent has 

to perform according to the perception of the environment; assuming that the agent 

level controllers correctly perform the assigned tasks and that the communication 

protocol for each agent perfectly works.  

The complete architecture is shown in the figure 2.2. 

 

Figure 2.2 Complete System Architecture 
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Thus, using this architecture, a complex system can be decomposed into 

missions, tasks and rules for task sequencing, resource dispatching and conflict 

resolution (figure 2.3). 

 
Environment monitoring operation 

Mission 1 Mission i Mission n 

… 

… … 

Task sequencing rules 

Fv  
 

Priority rules 

Fud 

Task
1
1(r

1..m
) Task

1
q1(r

1..m
) Taskn

qm(r1..m) Taskn
1(r

1..m) .. .. 

Resource assignment rules 

Fr 
 

Fv
1
 

Fr
1 

Fv
n 

Fr
n
 

 

Figure 2.3 Sequencing of missions 

              This block diagram can be represented using matrices using the technique of 

DEC. Suppose that there are m resources r
j
 j=1…m (mobile robots and stationary 

sensors) each one capable of performing pj tasks, and define n different missions, each 

one composed of qi tasks. For each mission, there are corresponding set of 

matrices i

vF , i

rF ,
i

vS , i

rS  which represent the coordination rules of the agents in the 

execution of the tasks. In order to take into account the priority among missions, there is 

a global conflict resolution matrix Fud.. After assigning a priority order k to each 

mission, calculate for every resource j and every mission i, a matrix ( ( )
j

i

ud rF ), creating 

a new column for every ‘1’ appearing in the jth column of i

rF . Then one constructs the 

global conflict resolution matrix of resource rj ( ( )
jud rF ) inserting each ( )

j

i

ud rF  matrix in 

position (i,k).  
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As shown in figure 2.4 the matrix formulation of the overall environment 

monitoring operation is then obtained by stacking the set of matrices together. The 

correspondence between figure 2.3 and the matrices is very obvious.             

[ ])()...()...( 1 mudjududud rFrFrFF =  

                                                   ni qqq ......1                  m 


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
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Figure 2.4 Matrix formulation  

In WSN, two issues have to be tackled i.e. adaptability and scalability. 

Adaptability and scalability are crucial requirements to guarantee optimal performances 

for agent team operations. These issues can be tackled by using the principle of DEC.  

Adaptability: Adaptability is the ability of an agent team to change its behavior 

according to the dynamical evolution of the environment. Following methods make the 

system adaptable using DEC. 

1. Implementation of distributed algorithms:  

Adaptability can be resolved both at the agent control level and at the supervisor 

control level. In the agent control level, individual agents are autonomous and perform 

tasks using their perception of the environment. In the framework of the DEC, these 

operations can be considered as a generic (fully decentralized) mission i (or part of it) 

composed of simultaneous tasks. Therefore there is enhanced adaptability decision, at 
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the supervisor level (on the grounds of the present situation), which decentralized 

mission has the priority (changing i

udF ) and which resources should be used (changing 

i

rF  and i

rS ). 

2. Dynamic reallocation of resources: 

A dynamic reallocation of the agents to missions can be performed by 

rearranging the ‘1’ relative to similar resources in the matrices rF  and rS  when new 

missions (or new agents) are added. Due to the matrix representation of the mission 

plans, these objectives can be pursued using computationally efficient algorithms.                

                                  R1 R2 R3                 R1 R2 R3 
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Figure 2.5 Reallocation of resources through matrix operations 

Figure 2.5 shows an example of reallocation of tokens among three similar 

resources (R1, R2 and R3) in the case of two missions. After the reallocation, the 

workload of the resources is more balanced since each resource performs a similar 

number of tasks (equal to the number of ‘1’ in the corresponding column). 

3. Combining multiple plans for the same mission:  

Mission

Mission
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In certain circumstances, different sequences of tasks can be used to implement 

the same mission. A computationally efficient algorithm can be used to combine the 

plans together and derive one single compact matrix representation for the DEC. In this 

way, the DEC automatically sequences the most suitable succession of tasks depending 

on the current available resources. 

4. Priority among missions: 

Another way to adapt to the WSN control scenario is to make the set of mission 

priority rules adaptable. For example, suppose that resource r1 is shared among three 

different missions whose priority rank is 3, 1, 2. After defining the conflict resolution 

matrix of r1 for each mission ( )( 1

1
rFud , )( 1

2
rFud , )( 1

3
rFud ), the overall conflict resolution 

matrix of r1 ( )( 1rFud ) is built as shown in figure 2.6.   

                                priority
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    priority2     priority3 
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Figure 2.6 Initial priorities 

If the priority of the missions changes in 2, 3, 1 then one can have the following 

configuration as shown in figure 2.7. 
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                               priority
1   

 priority2     priority3 
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Figure 2.7 Changed priorities 

Thus, a change of priority results in a simple permutation of the block 

matrices i
udF  for each resource. 

Scalability: Scalability defines the possibility to add and remove agents. One can use 

the DEC to tackle scalability at the supervisor level, updating the matrix based 

representation of the missions to take into account the failure of agents as well as the 

adding of new ones. 

If a new agent is added to the system, a new column is added in the matrices Fr 

and '

rS  (Sr transpose). Then, dispatching algorithms (based on matrix operations) can 

be applied to rearrange the tasks among resources.  In a similar fashion, an agent 

failure can be tackled rearranging the tasks among the resources so that the column 

vectors relative to the failed resources in Fr and Sr’ are null. In the following example, 

a simple algorithm is used for reallocating (off-line, i.e. when no missions are in 

progress) resources after agent failure. The mission planning is revised in such a way 

that predefined back-up agents execute the tasks of the failed agents. In the matrix 

formulation this is equivalent to move the elements equal to one in the matrices i

rF  

and i

rS  from the column of the failed resource to the column of the back-up resource. 
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This can be achieved through a simple linear combination of the columns of i

rF  and 

i

rS  respectively. Thus, 

ioldi

r

newi

r BFF ⋅= ,,           (2.9) 

ioldi

r

newi

r BSS ⋅= ,,                     (2.10) 

where B
i
 is a square matrix of dimension equal to the number of the resources of the 

system. The diagonal elements of B
i 

(aj) are parameters which are equal to 1 if 

resource rj is working properly and 0 otherwise. On row j the element (j,j) is equal to 

aj and the element (j,k) is equal to 1- aj, where k is the column of matrix i

rF  

corresponding to the back-up resource of agent j for mission i. If aj =0, the jth column 

of newi

rF
,  will be null (meaning that agent j is not supposed to perform any task) and 

the kth column will have ‘1’s in correspondence of the tasks for which resource j was 

required. If no failure occurs, B
i
 is the identity matrix and mission plans are not 

changed. Clearly, in the definition of the matrix B
i
 one has to make sure that each 

back-up agent does not perform any simultaneous task with the resource they are 

supposed to substitute. For example, suppose there are three agents, and that, for a 

certain mission i, the resource requirement matrix and the back-up matrix B
i 
are as 

shown in figure 2.8. 
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Figure 2.8 Initial resource matrix 
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The B
i
 matrix corresponds to the case where, in mission i, agent 2 is the backup 

of agent 1, agent 2 has no back-up and agent 1 is the back up of agent 3. If agent 1 

fails (a1=0) whereas agent 2 and 3 work properly (a2=a3=1),  
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Figure 2.9 Changed resource matrix 

i.e., in mission i, agent 1 has been replaced by agent 2.  

Another method to cope up with agent failure is by routing resources, which 

means that one has to define a set of multiple resource choices initially for certain 

critical tasks. The routing resources automatically assign to the task the first available 

resource of the corresponding set providing redundancy and robustness against agent 

failures. This novel matrix formulation supports task routing efficiently, since there is 

no need to distinguish between physical and logical resources. Routing of resources 

will be explained later in the chapter. 

2.10 Implementation on Sentries & UGS 

It is well known that a matrix approach can be used to describe the marking 

transitions of a Petri Net using the PN transition equation 

)()'()()1( txFStmtm ⋅−+=+                            (2.11) 

where S and F are the output and input incidence matrix respectively. This equation 

gives a useful insight on the dynamics of discrete event systems but does not provide 

a complete dynamical description of DE systems. 
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Observe that the vector x in equation (2.11) is the same as in equation (2.5), then one 

may identify x as the vector associated with the PN transitions and u, v, r, ud as 

associated with the places. Then it follows that, 

[ ]')'(,)'(,)'(,)'()( tutrtvtutm d=                     (2.12) 

[ ]'',',',',' yurvu SSSSSS
d

=                                     (2.13) 

[ ]'',',',',' yurvu FFFFFF
d

= ,                 (2.14) 

Therefore, we can use equation (2.5) to generate the allowable firing vector to 

trigger transitions in equation (2.11). The combination of the DEC and the PN 

marking transition equation, therefore, provides a complete dynamical description of 

the system.  

In order to take into account the time durations of the tasks and the time required for 

resource releases, one can split m(t) into two vectors, one representing available 

resources and current finished tasks ( )(tma ) and the other representing the tasks in 

progress and idle resources ( )(tmp ) 

)()()( tmtmtm pa +=                  (2.15) 

This is equivalent to introducing timed places in a Petri Net and to dividing each 

place into two parts, one relative to the pending states (task in progress, resource idle) 

and the other relative to the steady states (task completed and resource available). As 

a consequence, we can also split equation (2.15) into two equations 

)()()1( txFtmtm aa ⋅−=+                             (2.16) 

)(')()1( txStmtm pp ⋅+=+                 (2.17) 



 

 

 

32 

When a transition fires a token is moved from )(tmp  to )(tma  where it may be 

used to fire subsequent transitions. Therefore equations (2.5), (2.16) and (2.17) 

represent a complete description of the dynamical behavior of the discrete event 

system and can be implemented for the purposes of computer simulations using any 

programming language (e.g. Matlab® or C). In the case of a mobile wireless sensor 

network, where experiments on wide and hostile areas can be really complex and 

challenging, it allows one to perform extensive simulations of the control strategies 

and then test experimentally only those that guarantee the most promising results.  

Consider an experimental scenario; A network consisting of two mobile robots and 

two wireless sensors. Two different missions have been implemented to show the 

potentialities of the proposed DEC. In the first mission, after one of the sensors 

launches an intruder alert, the network automatically reconfigures its topology to 

further investigate the phenomenon. In the second mission, one of the sensors detects 

a huge vibration indicating that there is an earthquake. The procedure for 

implementing the supervisory control policy consists of three different steps. First of 

all one defines the vector of resources r present in the system and the tasks they can 

perform. In ARRI DIAL test-bed there are two robots (R1 and R2), each one able of 

performing certain number of tasks (say 4 or 5), and two stationary sensors (UGS1, 

UGS2), each one able of performing one task (i.e. taking measurement). The resource 

vector is r = [R1, R2, UGS1, UGS2].  

Then for each mission i, define the vector of inputs u
i
, of outputs y

i
 and of tasks 

v
i
, and the task sequence of each mission (refer table 2.1 and 2.2 for mission 1 and 
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mission 2), and write down the if-then rules representing the supervisory coordination 

strategy to sequence the programmed missions (table 2.3 and table 2.4). In the 

definition of the rule bases particular attention has to be devoted to the definition of 

consecutive tasks performed by the same resources. If the consecutive tasks are 

interdependent (e.g. go to sensor 2 and retrieve sensor 2), the corresponding resource 

should be released just at the end of the last of the consecutive tasks. Instead, if the 

tasks are not interdependent, before starting the new consecutive task, the DEC 

releases the corresponding resource and makes sure that no other missions are waiting 

for it. If after a predetermined period of time no other missions request that resource, 

the previous mission can continue. Finally translate the linguistic description of the 

coordination rules into a more convenient matrix representation, suitable for 

mathematical analysis and computer implementation. As an example, the following 

shows a derivation of the matrix formulation from the rule-base of mission 1 (table 

2.1). 

For example, considering the rule-base of mission1 (table 2.2), one can easily 

write down the 1

vF  and 1

rF  matrices considering that ),(1
jiFv  is ‘1’ if task j is 

required as an immediate precursor to rule i and ),(
1

jiFr  is ‘1’ if resource j is required 

as an immediate precursor to rule i.  

If one sees Mission 2, Robot 1 is shared resource. Hence one needs to construct 

the Fud matrix.   The 1

vS  matrix is built considering which tasks should be executed 

after a rule fires. The 1

rS  matrix is built considering that 1

rS (i,j) is 1 if resource i has 
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to be released after rule j has been fired. In the same way, the set of matrices relative 

to mission 2 can be built. 

Table 2.1 Mission 1 Task sequence 

mission1 

 

Notation Description 

Input 1 U
1
 UGS1 launches 

earthquake alert 

Task 1 T1a UGS2 takes 

measurement 

Task 2 T2a R1 goes to UGS1 and 

takes measurement 

Task 3 T3a UGS1 takes 

measurements again 

Task 4 T4a R2 goes to UGS2 and 

takes a measurement. 

output Y
1
 False Alarm, Mission 1 

completed 

 

Table 2.2 Mission 1 Rule-base 

Mission1-operation sequence 

 

Rule1 1
1x  If  input then T1a 

Rule2 1
2x  If T1a then T2a 

Rule3 1
3x  If T2a then T3a 

Rule4 1
4x  If T3a then T4a 

Rule5 1
5x  If T4a then y 

 

Table 2.3 Mission 2 Task sequence 

 

Mission2 Notation Description 

 
input U

2
 UGS2 detects intruder 

 

Task 1 T1b UGS2 takes measurement again 

 

Task 2 T2b UGS1 takes measurement 

 

Task 3 T3b R1 goes to UGS2 
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Table 2.3- continued 

 
Task 4 T4b R2 goes to UGS1 

 

Task 5 T5b R1 goes to the door 

 

output Y
2
 Intruder detected, Mission 2 

completed 

 

Table 2.4 Mission 2 Rule-base 

 

Mission2- operation sequence 

 

Rule1 2
1x  If input then T1b 

Rule2 2
2x  If T1b then T2b 

Rule3 2
3x  If T2b then T3b 

Rule4 2
4x  If T3b then T4b 

Rule5 2
5x  If T4b then T5b 

Rule6 2
6x  If T5b then  y

2
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Figure 2.10 Mission1 job sequencing matrix 1
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Figure 2.11 Mission1 Task start matrix 1
vS  (a) and resource release matrix 1

rS (b) 

One can implement the control system directly on the WSN test-bed. Figure 

2.16 shows the actual experimental utilization time trace of the agents, assigning 

higher priority to mission 1. Notice that the time duration of the real WSN runs in 

terms of discrete-event intervals. This is a key result since it shows that the DEC 

allows one to perform a “simulate and experiment” approach for a WSN, with 

noticeable benefits in terms of cost, time and performance.  
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Figure 2.12 Mission2 Task sequencing matrix 2
vF  (a), resource requirement matrix 2

rF  

(b) and conflict resolution matrix )1(
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Figure 2.13 Mission2 Task start matrix 2
vS (a) and resource release matrix 2
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Figure 2.15 Utilization time trace of the WSN- Experimental results 
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2.11 Decision for routing of resources 

“Reentrant flow lines” are of great importance in manufacturing systems [34] 

where the resources needed for each job are pre-defined.  Resource assignment and 

dispatching for such systems is well understood [32, 47].  But in the case of mobile 

WSN there are many resources such as distributed sensors and it is not known 

beforehand which sensor is most useful for resolution of certain events.  Dynamic 

sensor selection is a special sort of routing problem [4, 13, 55], or free-choice Petri Net, 

which requires highly complex decision-making.  Therefore, one can use a new method 

for dealing with dynamic sensor selection using a novel Dynamic Priority Assignment 

Weighting Matrix. 

 Greedy activity/ resource selector algorithm [9] can be used for dynamic 

selection of resources most appropriate for a task in the DEC format. This can be done 

in the following method: 

 For each task that has a choice of resources to use, define a Dynamic Priority 

Assignment Matrix (DPAM) according to the example: 

Dc= 

















1

4.0

6.0

0

0

1

1.0

1

0

3

2

1

3.2.1.

task

task

task

resresres

 

which indicates that task 1 may be efficiently performed by resource 2, or less 

efficiently by resource 3.  The numerical entry in position (i,j) is between 0 and 1, and 

indicates the efficiency with which resource j performs task i, with 0 indicating that 

resource j cannot perform task i, and 1 indicating that resource j performs task i with 
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maximum efficiency.  Note that this matrix indicates that task 1 may be performed with 

either resource 2 or resource 3, in contrast to the matrix Fr, where multiple entries of 1 

in a row indicate that all those resources are required for that task.   

 According to greedy dispatching policies [9], one selects the resource to perform 

a given task according to the immediate 1-step look ahead maximum payoff.  Thus, 

depending on the DPAM, at each step, for the free-choice tasks modify the resource 

matrix Fr to have 1’s in the entries corresponding to the maximum values of the DPAM 

in each row.  This effectively selects the current most efficient resource to perform each 

task.  Then, compute the DEC equations (2.5)-(2.8) to determine which tasks to start 

and which resources to reset. 

 The DPAM dynamically updates based on the evaluation information from the 

task on how well the assigned resource performed, after the tasks are over. Thus, 

resources that perform well will be assigned next time to that task. In this way, the 

DPAM ensures that an optimal resource is always assigned to a particular task to 

improve the overall efficiency of the system. 

 The next chapter describes the concept of dynamic resource allocation in MRF 

systems with deadlock avoidance. 
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CHAPTER 3 

MULTIPLE REENTRANT FLOW-LINES WITH DYNAMIC RESOURCE 

ALLOCATION 

 

3.1 Need for Dynamic Resource Assignment 

 The coordination of a multi-robot system for the execution of cooperative tasks 

is a very active research field [6, 10, 11, 26, 27]. In particular, related literature has 

extensively tackled the problem of dynamic resource assignment, to on-line allocate a 

resource to a task according to predefined criteria (see e.g. [26] for a thorough 

overview). However in most cases the robot team is in charge of executing one mission 

at a time and no shared resource conflicts arise. If multiple missions are executed 

simultaneously, then system deadlock or conflicts might arise if the resource assignment 

is not properly made [17, 32, 47, 50]  

 The main objective of this chapter is to implement dynamic coordination of a 

mobile sensor network in presence of multiple missions. Therefore it is necessary to 

develop a control strategy in charge of simultaneously performing dynamic resource 

assignment and solving on-line shared resource conflicts.  

 In related literature the implementation of multiple missions for multi-robot 

systems has not been adequately studied. However, since the peculiarities of MSN 

require multiple competing missions and network topology changes, including mobility 

and addition/removal of nodes, dynamic resource assignment algorithms should be 

included in the framework of the DEC.  
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 This chapter presents a novel approach to implement on-line deadlock-free 

resource assignment for multi-robot systems with multiple missions.  At each event 

occurrence, when resource changes are required, a greedy algorithm is first 

implemented by on-line updating of the resource requirements matrix [47]. The new 

resource assignment is accepted if it is compatible with a certain MAXWIP deadlock 

avoidance policy specified herein. Specifically, the discrete event system representing 

the new mission plan has to satisfy two conditions:  After the implementation of the 

new resource assignment, it is necessary to guarantee that (1) the system is not already 

in deadlock and (2) the new system is regular in a sense described herein. In order to 

check the latter condition the regularity test proposed in [32] is launched every time a 

new resource assignment is proposed. Having produced an allowable assignment of 

resources, the Discrete Event Controller (DEC) described in Chapter 2 is run to assign 

the next tasks in the multiple missions based on priority assignment policies. 

3.2 One Step Look-ahead Deadlock Avoidance 

 The matrix approach in the discrete event controller presented in Chapter 2 

provides a rigorous, yet an intuitive mathematical framework to represent the dynamic 

evolution of DE systems according to linguistic if-then rules.  As shown in [47], the 

presented matrix constructions can also be efficiently used to implement deadlock 

avoidance policies for discrete event multi-robot systems.  
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3.2.1 Circular Waits 

 As mentioned in Chapter 2, for any two resources ri and rj, ri is said to wait for 

rj, denoted ri�rj, if the availability of rj is an immediate requirements for the release of 

ri. Circular waits (CW) among resources are a set of resources ra, rb,… rw whose wait 

relationship among them are ra�rb�…�rw and rw�ra. The simple circular waits 

(sCW) are primitive CWs which do not contain other CWs. For a complete analysis of 

the deadlock structures, all the CWs need to be identified, not only the sCWs.  

 In order to avoid deadlocks, we have to monitor those tasks of the MSN whose 

completion activate rules which consume resources in a CW. The task set of a CW C, 

J(C), is the set of tasks which need at least one of the resources of C to be started. 

Under the assumptions previously presented, a deadlock condition occurs if and only if 

there is an empty circular wait [92]. For these systems, an empty CW can only be 

caused by activation of tasks of the corresponding critical subsystem. Using the matrix 

formulation of (1)–(4) and some matrix manipulations, we can come up with a compact 

matrix representation of critical subsystems Jo as follows [47]. 

)()()()( vd

T

vdvdvdo FCSCFCCFJ ∧=∧=                        (3.1) 

where each entry of ‘1’ in position (i, j) means that task j is included in the critical 

subsystem of CW i. dC and Cd are called the input and output rules of a CW and have 

‘1’ entry in position (i, j) if the j
th

 rule increases or reduces the number of available 

resources in the i
th

 CW respectively. 
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 A simple deadlock avoidance strategy consists in not allowing the number of 

activated tasks of the critical subsystem to become equal or greater than the number of 

available resources in the i
th 

CW Ci (MAXWIP policy [47]). 

  )())(( ioio CmCJm <   (3.2) 

 Therefore, we can conveniently update the conflict resolution input ud to inhibit 

rules which, if activated, would violate condition (9) and lead to deadlock conditions. 

 Our dispatching policy follows three main steps:  

i. Based on the structure of the system defined by matrices F and S, we calculate 

the CWs, their corresponding  critical subsystems and the number of available 

resources )( io Cm  in the ith CW Ci . 

ii. For every DE-iteration, we calculate from the current marking vector, mcurrent, 

the corresponding possible  successor-marking vector, mpossible. Equation (6) provides 

this possible successor ma(t+1)=mpossible; ma(t)=mcurrent; mpossible is readjusted keeping 

into account possible shared resource conflicts (on-line computation). If the selected 

mpossible does not satisfy condition (9), then it is necessary to eliminate the task that is 

attempting to cause a deadlock, inhibiting the corresponding rule. This is done by 

conveniently updating vector ud. Then the algorithm restarts from step 2 (on-line 

computation). 

3.3 Deadlock-free Dynamic Resource Assignments 

 The concept of dynamic resource assignment is highly substantial in multi-robot 

systems to adapt to unstructured and dynamic environments [26]. In other words, to 
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improve the coordination of a mobile sensor network, it is necessary to continuously 

update the set of matrices defined in the DEC based on new environmental conditions. 

 To cast the dynamic selection of resources most appropriate for a task into the 

DEC format, one may use the Greedy activity/resource selector algorithm from [9] to 

on-line modify the resource assignment matrix Fr as follows. 

 For each task that has a choice of resources to use, define a Dynamic Priority 

Assignment Matrix (DPAM) (Chapter 2) according to the example: 

 3.2.1. resresres  

1

5.0

7.0

0

0

1

2.0

1

0

3

2

1

task

task

task

Dc =

 

 

which indicates that task 1 may be efficiently performed by resource 2, or less 

efficiently by resource 3.  The numerical entry in position (i, j) is between ‘0’ and ‘1’, 

and indicates the efficiency with which resource j performs task i, with ‘0’ indicating 

that resource j cannot perform task i, and ‘1’ indicating that resource j performs task i 

with maximum efficiency. Note that this matrix indicates that task 1 may be performed 

with either resource 2 or resource 3, in contrast to the matrix Fr, where multiple entries 

of ‘1’ in a row indicate that all those resources are required for that task.  

 According to greedy dispatching policies [29], one selects the resource to 

perform a given task according to the immediate 1-step look ahead maximum payoff.  

The algorithm looks for an ideal resource for a particular task. If it does not find a 

resource, it waits for a resource that is most suitable and available for that particular 

task. The task is not started till the resource is found. Therefore, depending on the 
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DPAM, at each event step, for the free-choice tasks, the resource matrix Fr is modified 

to have 1’s in the entries corresponding to the maximum values of the DPAM in each 

row.  This effectively selects the current most efficient resource to perform each task.  

Then, the DEC equations (1)-(4) are computed to determine which tasks to start and 

which resources to reset. 

 After the tasks have been performed, the DPAM is dynamically updated based 

on evaluation information from the task on how well the assigned resource performed.  

Thus, resources that perform well will be assigned next time to that task. The 

implementation of this resource assignment policy optimizes the single association 

resource/task without taking into account the global effect of all the associations. In 

multi-mission systems this way of proceeding may lead to shared resource conflicts and 

deadlocks. In [32] a similar approach was used which did not take into consideration the 

dynamic resource assignment problem. 

 In [28], the implementation of the deadlock avoidance policy assumed fixed 

structure of the matrices F and S. However the MAXWIP deadlock avoidance policy 

presented in Section 3.2 is based only on the current status of the system, i.e. on the 

current configuration of matrices F and S. Therefore it is possible, after every iteration, 

to update the resource requirement matrices of the DEC using the DPAM and then 

check if the resource assignment conflicts with the MAXWIP deadlock avoidance 

policy. If a conflict arises, then a new resource assignment is presented until the 

requirements of the MAXWIP policy are met. Figure 3.1 shows a flowchart 
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representing the procedure to update the DEC to adapt to the changing operating 

conditions while guaranteeing a deadlock free dispatching. 

The procedure is as follows: 

 1) After a new transition of the DEC, if a resource reallocation or a priority 

change is needed, the mission plans can be accordingly updated by redefining matrices 

Fr, Sr and Fud through a human operator or an automatic decision making algorithm 

(DPAM). The only constraint to be observed is that it is not possible to reassign the 

resource to a task currently in progress.  

 2) We then calculate the new set of circular waits CW and the new sets of 

critical subsystem Jo. At this point, before applying the MAXWIP policy, two 

conditions must be met.  

 First of all we have to apply Gurel’s regularity test described in [32], in order to 

be sure that no key resources [50] are present in the system after applying the new 

resource assignment. The output of the Gurel’s algorithm is a matrix Rescw which is a 

matrix of critical resources. There is a certain pathological case that requires extreme 

care in the process of deadlock avoidance and dispatching. This situation is called 

second level deadlock (SLD) (see [19, 20, 21, 22] for more details). SLD is not a 

circular wait even if necessarily evolves into a deadlock in the near future. SLD exists 

on the presence of critical resources known as bottlenecks ([50]) and key resources. 

Bottleneck resources are identified by analyzing interconnectivities in circular wait 

relationships. Secondly, we have to make sure that the system is not already in a 

deadlock situation. 
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 If at least one of these two conditions is not satisfied then another resource 

assignment attempt is made and algorithm restarts from step 1.  

 3) If the system is regular and not currently in deadlock, then the new resource 

assignment is actually implemented. The MAXWIP policy is compatible with the new 

system. 

This procedure can be seen as a constrained optimization in resource 

assignment. It ensures that all the tasks are performed using the best resources available 

which do not cause the occurrences of deadlocks. 

3.4 Simulation Results 

 Matlab simulation results are proposed to illustrate the proposed control 

approach. Two missions have been implemented for a sensor network composed of 7 

mobile robotic sensors. The two missions encompass a sequence of 4 and 7 tasks 

respectively. The proposed algorithm can be easily extended to networks with several 

resources.  
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and no deadlock 

present? 

N 

Y 

Input u 

 

Figure 3.1 Flow chart representation of the deadlock-free dynamic resource assignment 

algorithm 
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3.4.1 Resource Assignment-Attempt 1 

 Consider figure 3.2. Suppose that at a certain instant of time, a new resource 

assignment is performed and the resource requirement matrix is accordingly updated. 

Also, suppose that resources R1, R2, R3 and R4 are currently busy, i.e. the resource 

vector is r = [0 0 0 0 1 1 1]. 

 

R2 

 R1            R3                                                   R6                     R7 

       R4                                                                          R5 

x6                x7                      x8                      x9                     x10                 x11                x12               x13 

x1                    x2                 x3                       x4                    x5 

u1 
y1 

u2 y2 

 

Figure 3.2 Petri net representation of the system after attempt 1 

 

The new resource matrix Fr would then be: 





























=′

0100000000000

0001000001000

0010000000000

0000100100000

0000010000100

0000000000010

0000001000001

 rF  

Using the equation presented in previous section we can then calculate the matrices of 

circular waits, critical subsystems and critical resources respectively corresponding to 

the new resource assignment: 
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







=

0001111

0001101
     CW 








=

00001110011

00001110000
oJ









=

0   0   0   0   0   0   0

0   0   0   0   0   0   0
Re cws  

 

 Analyzing vector r and matrix CW, it results that resources R1, R3, and R4, 

which compose the first circular wait (first row of matrix CW), are all busy. If this 

resource assignment was accepted, the circular wait would be empty and the system 

would be in a deadlock (see figure 3.3). ]. For sake of clarity Figure 2 reports the Petri 

Net corresponding to this first candidate resource assignment highlighting the empty 

circular wait. 

 

Figure 3.3 Event time trace resource assignment attempt 1: system is in deadlock 

3.4.2 Resource Assignment- Attempt 2 

 The greedy algorithm makes a second attempt for a new resource assignment. 

The resource requirement matrix, the circular waits, critical subsystems and critical 

resources become:  
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



























=′

0010000000000

0000000001000

0000100000000

0001010000000

0000001000000

0000000000010

0100000100101

 rF
 



























=

1011111

1011101

1001111

1001101

0011000

0000011

 CW  



























=

01111110011

01111110000

01100110011

01100110000

00011000000

00000000011

oJ  

 

       R4                                                                                               R5 

 R1                                        R3             R6                                                     R7 

R2 

 x6                 x7                    x8                    x9                                             x11                x12                x13 

x1                     x2                   x3                  x4                   x5 u1 y1 

u2 y2 x10 

 

Figure 3.4 Petri net after second attempt of resource assignment: system is not regular 

 Analyzing vector r and matrix CW, it is possible to note that this assignment 

would result in a deadlock (compare with the corresponding Petri Net in figure 3.4 for 

tasks 1 and 2). Also, by applying the Gurel’s test for regularity [32] to calculate the 

matrix of critical resources Rescw for the new candidate system, it results that R4 is a 

critical resource 
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

























=

0000000

0000000

0001000

0001000

0001000

0000000

Re cws  

The system is therefore irregular and a second order deadlock is present: the MAXWIP 

policy cannot be applied.  

3.4.3 Resource Assignment- Attempt 3 

 Therefore the proposed resource assignment is discarded and the greedy 

algorithm comes up with a new assignment (see figure 3.5). 

 

                                                                          x9                x10                                         x12                x13 

x1                       x2             x3                           x4                x5 

       R4                                                                                    R5                        R7 

 R1             R3                                                       R6             

R2 

u1 y1 

u2 y2 x7 x8 x11 x6 

 

Figure 3.5 Resource assignment attempt 3: all requirements are met, the new 

configuration is accepted 

 





























=′

0001000000000

0100100000000

0000001000000

0010000100000

0000010000100

0000000001010

0000000000001

 rF  

The circular waits, critical subsystems and critical resources in this case are: 
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

















=

1111110

1111100

1101000

0000110

CW



















=

01111110110

01111110000

01110000000

00000000110

oJ



















=

0     0     0     0     0     0     0     0     0    0     0

0     0     0     0     0     0     0     0     0    0     0

0     0     0     0     0     0     0     0     0    0     0

0     0     0     0     0     0     0     0     0    0     0

Re cws  

 The obtained system is regular (see Rescw matrix) and does not present empty 

circular waits (compare vector r and matrix Cw). This configuration is accepted and a 

successful implementation of the tasks with the new resource assignment can finally 

take place (figure 3.6). 

 

 

Figure 3.6 Event time trace resource assignment attempt 3: deadlock free dynamic 

resource assignment 
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 A good application for this technique is monitoring of a warehouse using ground 

sensors and mobile robots [29]. Appropriate allocation of resources is critical in such 

applications. 

3.5 Implementation Results 

 To show the effectiveness of the proposed strategy, the same scenario discussed 

in Section 3.4 is implemented at Automation and Robotics Research Institute (ARRI). 

The test-bed consists of four Acroname
®
 Garcia robots which act as mobile resources 

while three Crossbow
®

 Mica2 sensors act as stationary resources. The mobile robots are 

also endowed with Crossbow
®
 sensors, so that we have a test-bed consisting of mobile 

and stationary sensors. Also, MIT cricket sensors (ultrasound ranging) are used for 

localization of the mobile resources. All the resources can communicate with each other 

for transmisson of data to and from the base-station. The greedy resource allocation is 

based on how close the resource is to the current task. Figure 3.7 shows the existing 

test-bed at ARRI.  

 

Figure 3.7 Test-bed at Automation & Robotics Research Institute 
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 When the number of tasks and resources are increased, the formulation of the 

required system matrices becomes cumbersome. The LabVIEW
®
 toolkit developed at 

ARRI generates the matrices with a default conflict resolution matrix automatically 

when the resources are assigned to the tasks. The user can either manually change the 

resource allocation or the resource allocation can be changed automatically by the 

greedy resource assignment. Figure 3.8 and 3.9 show the front panel of the toolkit. The 

toolkit also generates the Petri Net for better visualization. 

        

      Figure 3.8 Automatic generation of matrices  

 

    Figure 3.9 Automatic Petri-Net generation 
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 Suppose the rule-base of the two missions discussed in section 3.4 is defined as 

shown in table 3.1.  

Table 3.1 Rule-Base for the two missions in Section 3.4 

TASK NO. TASKS/EVENTS RESOURCES 

Mission 1 

INPUT 
Event detected at Door1 

First 

Attempt 

Final 

Attempt 

Task 1 Get Data from Door 1 R1 R1 

Task 2 Robot 1 (R2) starts monitoring its round R2 R2 

Task 3 Get data from Machine 1 R3 R3 

Task 4 
Collect data from Door1 and send data back to 

Base station 
R6 R2 

Mission 1 

OUTPUT 
Base station receives data   

Mission 2 

INPUT 
Machine malfunction detected   

Task 6 Get data from Machine 3 R4 R4 

Task 7 Get data from Machine 2 R1 R5 

Task 8 Get data from Machine 1 R3 R3 

Task 9 Get data from Machine 2 again R4 R6 

Task 10 Get Data from Door 2 R6 R7 

Task 11 Get Data from Door 3 R5 R4 

Task 12 Send all information back to the Base station R7 R6 

Mission 2 

OUTPUT 
Base station receives data 

 
 

              

 Here R2, R3, R4 and R6 are mobile robots while R1, R5 and R7 are stationary 

sensors. As the robots change position while performing tasks, they become suitable for 

other tasks. Thus, based on the position of the resources with respect to the tasks, the 

greedy algorithm reassigns the resources.  

As shown in figures 3.10 and 3.11, the highlighted tasks are the tasks currently 

being executed (tokens are in the tasks). Figure 3.2 shows the first attempt of resource 

assignment in table 3.1. 
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Figure 3.10 Initial Resource assignment                             

 

Figure 3.11 Final Resource assignment 

Currently R1, R2, R3 and R4 are busy, and if the first attempt assignment shown in table 

1 is made, deadlock will occur (see figures 3.2 and 3.3). As the robots change their 

locations, the assignment shown in figure 3.11 seems more appropriate. This 

assignment does not create any system deadlock. The advantage of the toolkit is that the 

resource assignment is done in run-time ensuring that the best set of resources is used 

for the tasks with no blocking phenomenon. 

 The next chapter considers deadlock avoidance in systems where routing of 

tasks are allowed.  
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CHAPTER 4 

FREE-CHOICE MULTIPLE REENTRANT FLOW-LINES 

4.1 Introduction 

 Resource assignment and task sequencing play important roles in applications 

involving mobile wireless sensor networks, manufacturing systems, and other decision 

resource systems. But, the use of shared resources in these discrete event systems (DES) 

creates major problems while sequencing tasks. If the assignment of the resources is not 

correctly made, serious problems might arise. Such problems include blocking and 

system deadlock [1, 2, 17, 18, 19, 20, 21, 22, 32, 39, 45, 46, 47, 49, 54, 56, 61, 62, 92, 

93, 96], which are dangerous situations that eventually stop all the activity in the flow 

line involved.  

 In the past decade, considerable research has been done on developing deadlock 

control policies and routing in PN structures [4, 13, 32, 47, 50]. [97] provides an up-to-

date survey on deadlock control policies used in PN. Vishwanadham et al. [89] 

suggested the use of PN for deadlock control. They define two main approaches for 

tackling the deadlock problem, namely, deadlock prevention (DP) [17, 35, 36, 44, 46] 

and deadlock avoidance (DA) [32, 47, 50, 54]. In DP methods, the system model is 

modified off-line so that the resulting controlled model is deadlock-free. DP approach 

makes use of adding extra control places to the original PN structure to prevent 

deadlock. DA algorithms check the system flow on-line to see that the system does not 
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fall in a deadlock state. DP and DA approaches require setting up a suitable control 

policy to regulate the shared resource allocation in the system. This chapter mainly 

focuses on the DA approach for a class of PN called FMRF. This is an online deadlock 

avoidance policy which does not require the addition of extra control places to the 

original PN structure. 

 Several existing approaches for DA in the literature are designed for the case of 

Multi Reentrant Flow Line systems (MRF) [1, 32, 47, 50, 87], where resources are 

shared and can perform more than one task. MRF systems are also known as S2LSPR 

(System of Simple Linear Sequential Processes with Resources) where flexible routing 

of tasks is restricted [54]. Analysis of deadlock avoidance and prevention is well 

understood for MRF. An important aspect in deadlock avoidance strategies in MRF is 

the concept of a Circular Wait (CW) [32] among the resources. It has been shown in 

[47, 92] that deadlock occurs in MRF when blocking develops in a CW.  

 The analysis of shared resources becomes even harder when choices are allowed 

for tasks. This means routing decisions have to be made [4, 13, 53]. These systems are a 

generalized case of MRF systems called the Free Choice Multi-Reentrant Flow Lines 

(FMRF). FMRF systems are also known as S3PR (System of Simple Sequential 

Processes with Resources). In the case of FMRF, the known methods of deadlock 

avoidance provided for MRF do not work. There are many DP methods for S3PR 

systems in the literature, but we are mainly concerned with DA policies (online 

deadlock control).  
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 It should be noted that in Free-Choice PN, choices for tasks are allowed [2, 4, 

13] whereas there are some other PN structures called Choice-Free PN where task 

choices are not allowed. Also, FMRF structure differs from PN structures such as 

ES3PR (Extended S3PR) [35, 36] or S3PGR2 (System of Simple Sequential Processes 

with General Resource Requirements) [54]. Such structures make use of more than one 

resource for a given task. Also, this work deals with deadlock avoidance in Free-Choice 

Petri Nets and not on the routing of resources employed in such systems. The routing 

mechanism is well studied in the literature and also features in the work of Park and 

Reveliotis [54], Lawley [42], etc. This work deals with deadlock avoidance and 

resource dispatching (not allocation) in systems where job path choices are allowed. 

 A matrix-based discrete event controller has been proposed, proving to be very 

efficient in computing PN objects and in sequencing tasks in manufacturing 

environments as well as sensor networks [1, 28, 29, 32, 47, 48, 50] for MRF systems. 

This chapter provides an extension of the matrix-based DA results of MRF systems to 

FMRF systems. 

 PN objects such as Circular Waits, Critical Siphons, and Critical Subsystems 

have been defined to avoid deadlock in MRF [32, 47, 50]. Due to the existence of 

decision place in FMRFs, which are followed by two or more decision branches, these 

objects cannot be used for deadlock avoidance there without redefinition. 

This chapter shows how these objects can be computed for FMRF.  The key 

issue is that it is necessary to redefine, or generalize the definition of, critical 

subsystems to FMRF.  Also, we extend a matrix formulation which can efficiently 
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compute these objects for FMRF.  This matrix formulation allows fast and efficient 

numerical computation techniques to be applied to PN analysis.  We show how a 

MAXWIP dispatching policy can be formulated for FMRF to avoid blocking 

phenomena. Under this policy, deadlock in FMRF can be avoided by limiting the work 

in progress (WIP) in the Critical Subsystems of each CW. There is another type of 

deadlock called the second order deadlock [32, 47]. In this chapter we provide a 

regularity test to find key resources in the FMRF systems that cause second order 

deadlocks. 

 The rest of the chapter is organized as follows. In Section 4.2 we describe the 

properties that characterize FMRF/S3PR systems using Petri Nets. In Section 4.3 we 

show the correlation between circular waits and structures referred to as Critical 

Siphons and Critical Subsystems.  We generalize the notion of critical siphon to the 

case of FMRF.  Section 4.4 presents a matrix formulation over an or/and algebra that 

makes it efficient and direct to compute the Petri Net objects needed for deadlock 

avoidance. In Section 4.5, we illustrate the new notions by computing them for three 

FMRF/ S3PR examples. The first example admits deadlock while the second does not. 

The third example is an FMRF system that contains a key resource. 

 

4.2 Petri Net Analysis of FMRF Systems 

4.2.1 Definition of FMRF Systems 

 More general than MRF are the free-choice multiple reentrant flow-line systems 

(FMRF), which have no predetermined resource allocation for the jobs.  That is, several 
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different resources may be capable and available to perform a specific job.  Then, 

routing decisions may be required along the part path about which resources to use for 

the next job, see figure 3.1. 

 We formally define FMRF systems as a class of systems satisfying the following 

properties (φ  being the empty set): 

Properties of FMRF 

1.  φ=•∩•∈ ppPp ,  

2.  on part path j,  xj1 φ=∩• JP \  and φ=∩• JPx jLj \  

3.  )(∩∩,∈∀ pRRpRpJp =••=••  with 1)( =pR  

4.  1, ≥•∈ pJp  

5.  kijki ppkiJpp ≠≠∈∀ ,,,  

6.  φ=•∩•≠∈∈∀ lkjilkji ppljJpJp ,,,  

7.  Rs φ≠  

 This means that there are: (1) no self loops, (2) each part path has a well-defined 

beginning and an end, (3) every job requires only one resource with no two consecutive 

jobs using the same resource, (4) there may be some jobs that can be done by different 

resources (i.e.  routing decisions may have to be made), (5) there are no part path loops, 

(6) for any two distinct jobs on different part paths there is no assembly, i.e.  two part 

paths cannot merge into one, (7) there are shared resources.   

 According to property 3, RpRppR ∩••=∩••=)( , with the cardinality 

1)( =pR ;  Under the foregoing assumption, one has JrJrrJ ∩••=∩••=)( .   
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Property 4 distinguishes MRF from FMRF systems.  A FMRF system can have 

1>•p for some Jp ∈ , so that routing decisions are needed.  We call such job places 

‘decision places’.  In MRF, one has 1=•p  Jp ∈∀ .  That is, MRF are a special class 

of FMRF.  A transition •∈ px  is said to be a posterior transition of p.  A decision 

place has multiple posterior transitions, i.e. 1>•p . The resources used by decision 

places are called decision resources. 

 Figure 4.1 shows a sample FMRF.  In figure 4.1 the part paths split at decision 

places.  The decision places are B1 and B2, each followed by two transitions.  A choice 

is required there to decide which resource (R1 or R2, respectively R3 or R4) to use for 

the next job.   

 

Figure 4.1 FMRF system 

4.2.2 Circular Waits in FMRF Systems 

 In chapter 2 we defined J(C)+ and J(C)0. Note that for FMRF, one may 

have φ≠∩+ 0)()( CJCJ .  In fact, if )(CJp ∈ is a decision place with C a simple 

                     R2                                  R4                               R5 
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CW, i.e.  1>•p  so that it has more than one posterior transition, then, +∈ )(CJp  

and 0)(CJp ∈ .  This is precisely what distinguishes deadlock avoidance in MRF from 

deadlock avoidance in FMRF systems. 

 

Figure 4.2 Sample FMRF system 

 Figure 4.2 shows a FMRF system. Here, R1-B2-M1-B3 is a CW C. Here, r1a, 

m1, b2 and b3 are in J(C)0 and r1b is in J(C)+. b2 and b3 are decision places and B2 and 

B3 are the respective decision resources. In FMRF systems, due to their construction, 

the decision places (b2 and b3 in this example) are also a part of J(C)+. 

4.2.3 Siphons in FMRF Systems 

 The analysis of CB and deadlock can be carried out formally using the notion of 

siphon.  A siphon is a set of places having the property that its input transition set is 

contained in its output transition set i.e.   
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•⊂• SS           (4.1) 

A siphon has the key property that, once it is unmarked, it remains so. 

 A minimal siphon of a CW C is the smallest siphon containing the CW.  Define 

a critical siphon for a CW C as a smallest siphon which has the property that a CW is a 

CB if and only if the critical siphon is empty. It is shown in [32, 47] that a minimal 

siphon in MRF is a critical siphon. 

For MRF systems, for every CW C, the set of places 
∧

cS  defined by 

+

∧

∪= )(CJCS c          (4.2) 

is a minimal siphon as well as a critical siphon, where J(C)+ was defined earlier [32, 

47]. 

 In the case of FMRF systems, this object is still a minimal siphon, but it cannot 

be used in deadlock analysis due to decision places. Hence it is not a critical siphon as is 

now shown. 

Lemma 4.1: For FMRF systems, 
∧

cS  is a minimal siphon for the CW C. 

Proof: To prove that 
∧

cS  is a siphon, we need to show •⊆•
∧∧

cc SS , i.e., every transition 

having an output place in 
∧

cS  has an input place in 
∧

cS . It is known that, for every 

Cri ∈ , there exists jiCr j ≠∈ , , such that φ≠•∩• ji rr . So, if, 
_

rnsi BRCr ∩∩∈ with 

Br being the decision resources, then 1=• ir , and there exists some jiCr j ≠∈ , , such 

that }{ •∈• ji rr . On the other hand, )( rsi BRCr ∪∩∈ , then for every }{ irx •∈ , either 
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}{ •∈ jrx , for some jiCr j ≠∈ , , or •∈ px , for some +∈ )(CJp . Moreover, 

,)( +∈∀ CJp }{ •∈• rp for some r C∈  by Property 3. This proves that •⊆• cc SS ˆˆ , 

therefore by construction, Sc is a siphon.  

The minimality of 
∧

cS  is obvious from the way it is constructed in FMRF systems. If 

any +∈ )(CJp  is left out, then there will be some sk RCr ∩∈  with •⊄•
∧

ck Sr }{ . 

Similarly if one of the resources in C is not considered, Cri ∈ is left out, then there will 

be at least one Cr j ∈  with •⊄•
∧

cj Sr }{ . Both the cases violate the definition of siphon.■ 

Lemma 4.2: Let C be a simple CW and 
∧

cS contain a decision place whose associated 

decision resource is not a shared resource, then 
∧

cS  contains a p-invariant and can never 

be empty. 

Proof: Let C be a simple CW and 
∧

cS  be defined by (4.2). Suppose
∧

cS contains a 

decision place p with an associated resource place rp that is not shared, i.e. J(rp) = p. 

Then 1∩ =•• prC  and 1>•p , so that 0)(CJp ∈ and +∈ )(CJp . Therefore, 
∧

∈ cSp . 

Moreover, 
∧

∈ cp Sr  so that the p-invariant )( pp rJr ∪ is in 
∧

cS .                                       ■ 

4.3 Critical Siphons & Deadlock Avoidance for FMRF Systems 

 Lemma 4.1 shows that 
∧

cS given by (4.2) is indeed a minimal siphon, even for 

FMRF, but Lemma 4.2 shows that in some situations for FMRF, 
∧

cS  can never be 
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empty. Since deadlock can still occur in such situations, it is necessary to provide an 

alternative formula for critical siphons for FMRF. 

4.3.1 FMRF Critical Siphons 

 Let Cs be the set of all simple CWs in a FMRF system. Let p be a decision place 

with resource place rp=R(p). Define the set of all the simple CWs in Cs containing the 

decision resource rp as 

  }|{ CrCCC psp ∈∈=         (4.3) 

Given a CW C, let the set of its decision places be 

   }1|)({)( >•∈= pCJpCJ dec        (4.4) 

Define, 

   )}(|{)( CJpCCC decpp ∈=         (4.5) 

which is the key to deadlock analysis in  FMRF systems. 

 We need to recursively compute Cp(C), as each individual simple CW in Cp(C) 

defined in (4.5) may contain more decision resources, and so on as shown in figure 4.3. 

Hence we need an algorithm to calculate Cp(C). Algorithm 1 shows a modified version 

of the greedy activity selector algorithm [9]. Define cη as the number of CW in the 

system. A method for determining all the CWs in a system is given in Section 4.4. 
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Figure 4.3 Representation of simple CW dependence through decision places 

Algorithm 4.1: Compute Cp(C) for a CW C 

 Given a CW C, 

 1. Calculate Cp(C) using Equation 8 

 2. x = 1 

 3. y = cη  

 4. For x  1: y         

  

If any xppxp CCCCCCr \)())(( ∉⊂∈  (for each   decision resource in the system) 

  Cp(C) = [Cp(C) ∪ Cp(Cx) ]    

5. Return Cp(C)                           ■

 Note that this algorithm computes the set Cp(C) for a single CW. The time 

complexity of this algorithm is known to be linear [9] as the running time is directly 

proportional to cη . Hence the complexity from step 4 to 5 is O( cη ). The complexity for 

computing Cp(C) for all the CWs in the system is O( cη 2
) 
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 Also, when this algorithm terminates, Cp(C)=Cp(Cp(C)). This algorithm 

terminates in one of the two ways: 

a) φ=∩+ 0))(())(( CCJCCJ pp  or 

b) φ≠∩+ 0))(())(( CCJCCJ pp .  

 In the discussions ahead, we will prove that in case (b), Cp(C) can never be in 

CB and hence no CW in Cp(C) can be in CB. 

 Define a relation
~

~ CC , if there exists a resource 
~

CCr ∩∈ . Note that 

“ ~ ”satisfies the following properties: 

   1. 
~~

~ CC  (Reflexivity) 

          2. If
~

~ CC  then CC ~
~

 ( Symmetry) 

   3. If 
~

~ CC  and 
_~

~ CC  then it is not guaranteed that     

          
_

~ CC  (Not Transitive)                                                                                                                                                

Therefore, ~""  is not an equivalence relation. Define a second relation 
~

CC ≈  if there 

exists a set of CW Ci such that 
~

21 ~~...~~ CCCCC n . Note that, 

 1. CC ~  (Reflexivity) 

 2. If
_

~ CC  then CC ~
_

 (Symmetry) 

 3. If 
~

CC ≈  then CC ≈
~

 (Transitive) 
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Therefore the relation ""≈  is an equivalence relation [33] and partitions the set of all the 

CW into disjoint equivalence classes K(C) ={ CCC ≈
__

: }, i.e. K(C)=K(
_

C ). 

Corollary 4.1: For any simple CW )(CCC p∈
−

, Cp(C) = )(
_

CC p . 

Proof:  The algorithm merely computes the set Cp(C)=K(C). Therefore, Cp(C) = 

)(
_

CC p .                            ■ 

Lemma 4.3: Cp(C) is a CB if and only if: 

1. φ=∩+ 0))(())(( CCJCCJ pp  

2. m(Cp(C)) = 0 and 

   3. for each )(),( ipi rJpCCr ∈∀∈  with 0)( ≠pm ,  0))(( CCJp p∈  

Proof: Necessity: Let Cp(C) be in CB i.e it is empty. This means that m(Cp(C))=0. Let 

))(( CCJp p∈ and suppose +∈ ))(( CCJp p . Then either φ=•∩• rp  or there exists a 

resource )(CCr p∉  such that φ≠•∩• rp . This means that a transition •∈ pt  may fire 

and put a token in R(p) so that Cp(C) does not remain empty. Therefore, all the marked 

jobs are in J(Cp(C))0 and not in J(Cp(C))+ and conditions 1 and 3 hold. 

Sufficiency: Conditions 1 and 3 of Lemma 4.3 imply that any )(CCr pi ∈  can get a 

token if and only if some )(CCr pj ∈  with ij ≠ , can get a token. However by condition 

2 of Lemma 4.3, all the R-places in Cp(C) are empty, and hence none of them can ever 

get any token. In other words, Cp(C) is in CB.                       ■ 

Lemma 4.4: For MRF, C is in CB if and only if: 

1.  m(Cp(C)) = 0 and 
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2. for each )(),( ipi rJpCCr ∈∀∈  with 0)( ≠pm ,    0))(( CCJp p∈  

Proof: In MRF, Cp(C) = C and condition 1 of Lemma 3 always holds.                    ■ 

Given a CW C define the object, 

 +∪= ))(()( CCJCCS ppc         (4.6) 

 The next results show that cS is a critical siphon for C for FMRF systems under 

a certain condition. 

Lemma 4.5: For any CW C, cS defined in (4.6) is a minimal siphon for Cp(C). 

Proof: One needs to show that •⊆• cc SS , i.e., every transition having an output place 

in Sc has an input place in Sc. By construction, )(CCS pc •⊂• , i.e., the output places for 

these transitions are resources in Cp(C). It is known that, for every )(CCr pi ∈ , there 

exists jiCCr pj ≠∈ ),( , such that φ≠•∩• ji rr . So, if nspi RCCr ∩∈ )( , there exists 

some jiCCr pj ≠∈ ),( , such that }{ •∈• ji rr . On the other hand, spi RCCr ∩∈ )( , then 

for every }{ irx •∈ , either }{ •∈ jrx , for some jiCCr pj ≠∈ ),( , or •∈ px , for some 

+∈ ))(( CCJp p . Moreover, ,))(( +∈∀ CCJp p }{ •∈• rp for some r )(CC p∈  by 

Property 3. This proves that •⊆• cc SS , therefore by construction, Sc is a siphon. 

Minimality follows by the way Sc is constructed.                               ■ 

Note, for MRF, Cp(C) = C, 
^

cc SS =  and Lemma 4.1 is recovered. 

Lemma 4.6: If φ≠∩+ 0))(())(( CCJCCJ pp , then Sc contains a p-invariant and can 

never be empty. 
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Proof: If φ≠∩+ 0))(())(( CCJCCJ pp , it means that there exists a decision place p 

such that +∈ ))(( CCJp p  and 0))(( CCJp p∈ . Also, by definition of Sc, cSp∈ . If rp is 

the corresponding resource of p, cp Sr ∈ , so the p-invariant )( pp rJr ∪  is also in Sc. 

Hence it can never be empty.                                ■ 

  The next result shows that Sc is a critical siphon for Cp(C). 

Theorem 4.1: Given Cp(C) and let φ=∩+ 0))(())(( CCJCCJ pp . Then Cp(C) is in CB 

if and only if cS  is empty.  

Proof. Necessity: If Cp(C) is in CB, Lemma 4.3 shows that m(Cp(C))=0 and m(p) 0≠  

only for 0))(( CCJp p∈ . Suppose cS  is not empty. Then there is a place p’ such that 

+∈ ))((' CCJp p  and 0)'( ≠pm . This is a contradiction. 

Sufficiency: cS  is a siphon and by definition, once it is empty, it will remain so. Thus, 

when m(Cp(C))=0, with all the tokens lost to some )( irJp ∈ , with m(p) 0≠  means that 

+∉ ))(( CCJp p and hence, 0))(( CCJp p∈ . Since φ=∩+ 0))(())(( CCJCCJ pp , by 

Lemma 4.3 Cp(C) is in CB.                          ■ 

 Theorem 4.2: Let φ≠∩+ 0))(())(( CCJCCJ pp . Then Cp(C) can never be in CB. 

Proof: For Cp(C) to be in CB, m(Cp(C))=0 and m(p) 0≠  only with 0))(( CCJp p∈ . 

Suppose also +∈ ))(( CCJp p . This implies )()( CCRp p∉∩•• . Thus, this token can be 

fired. Hence, deadlock does not occur.                                                                  ■  
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            There exists a relationship between Lemma 4.6 and Theorem 4.2. When 

φ≠∩+ 0))(())(( CCJCCJ pp , it means Sc has a p-invariant and hence, Cp(C) can never 

be in CB. 

Lemma 4.7: Given a CW C={ri}. Then 

 (i) 00 ))(()( CCJCJ p⊂     

 (ii)If φ=∩+ 0))(())(( CCJCCJ pp , then ++ ⊂ ))(()(\)( 0 CCJCJCJ p   

Proof: (i) Given C={ri}.  Then by definition )(CCC p⊂ . Now, let there be place p’ 

such that 0)(' CJp ∈   and 0))((' CCJp p∉ . In this case, φ≠∩•• Cp )'(  and 

φ=∩•• )()'( CCp p . This means that )(CCC p⊄ , which is a contradiction. Hence, 

},|)({)( 0 CrrpCJpCJ iio ∈•∈•∈= )}(,|)(({ 0 CCrrpCCJp pjjp ∈∈∈⊂

0))(( CCJ p⊂  

(ii) In FMRF, if C is a CW with decision place p then, 1>•p , 0)(CJp ∈  and also 

possibly +∈ )(CJp  as stated earlier. Hence the set })(\)({ 0CJCJ +  strictly consists of 

job places belonging to J(C)+ without decision places. Let })(\)({ 0CJCJ +  be denoted 

by J(C)s+ .  Now by definition, J(C) = 0)()( CJCJ ∪+  and 

J(Cp(C))=J(Cp(C))+ ∪ J(Cp(C))0 . By (i), 00 ))(()( CCJCJ p⊂ . Since )(CCC p⊂ , 

J(C) ⊂ J(Cp(C)). Therefore, J(C)\J(C)0 ⊂ J(Cp(C))\J(Cp(C))0 . The term J(C)\J(C)0 is 

equal to J(C)+\J(C)0 i.e. J(C)s+ . Also, the term J(Cp(C))\J(Cp(C))0  is J(Cp(C))+  as  

φ=∩+ 0))(())(( CCJCCJ pp . Thus,  ++ ⊂ ))(()(\)( 0 CCJCJCJ p .                         ■  

 The next results show that Sc is a critical siphon for C. 
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Theorem 4.3: If φ=∩+ 0))(())(( CCJCCJ pp  then CW C is in CB if and only if Cp(C) 

is in CB. 

Proof: Necessity:  Suppose C be in CB and Cp(C) is not in CB.  

Case 1: If C does not contain decision places then C=Cp(C) and the result follows. 

Case 2: If C is in CB, then m(C)=0. Consider a resource r C∈ and its job place p such 

that r is dead i.e. m(r)=0 for all future firings. Since r is dead, rp •∈•  and hence, 

RrRp ∩••∈∩•• )(  must all be dead for C to be in CB. Cp(C) and C are related to 

each other by their decision resources. So, iterating this process in a PN from r 

backwards to a path of transitions and R-places which include all resources of Cp(C), 

must be dead. For C to remain in CB, no token should be added to C and hence no 

token should be added to Cp(C). Thus, all the jobs in Cp(C) must be in J(Cp(C))0. The 

condition φ=∩+ 0))(())(( CCJCCJ pp  ensures that when Cp(C) is in CB, all the tokens 

are in J(Cp(C))0  and not J(Cp(C))+. Hence C is in CB.  

Sufficiency: Let Cp(C) be in CB. Then m(Cp(C))=0 and hence m(C)=0. Also by Lemma 

4.3, all marked jobs are in J(Cp(C))0. and not in J(Cp(C))+ and 

φ=∩ +))(())(( 0 CCJCCJ pp  . By Lemma 4.7 00 ))(()( CCJCJ p⊂  and 

J(C)s+ ⊂ J(Cp(C))+  where J(C)s+ = })(\)({ 0CJCJ + . Now, J(C)s+ ∩ J(Cp(C))0 = φ . 

Hence for all resources ri in C and )( irJp ∈  having 0)( ≠pm , 0)(CJp ∈ . Therefore, 

Cri ∈  can get a token if and only if some other )(CCr pj ∈  has a token. Hence C is in 

CB.                                                                                     ■  
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Corollary  4.2: Given a CW C, and suppose φ=∩ +))(())(( 0 CCJCCJ pp , then C is in 

CB if and only if Sc is empty. 

Proof: By Theorem 4.3, C is in CB if and only if Cp(C) is in CB. Then Theorem 1 

completes the proof.                                 ■ 

Corollary 4.3: Given φ=∩ +))(())(( 0 CCJCCJ pp , Cp(C) is in CB if and only if all 

the simple CWs in Cp(C) are in CB. 

Proof: Necessity: Suppose Cp(C) is in CB. Let there be a simple CW )(1 CCC p⊂  such 

that it is not in CB. It means either m(C1) ≠ 0 or token can be added to C1. Since 

)(1 CCC p⊂ ,  0))(( ≠CCm p  or tokens can be added to Cp(C). Hence, Cp(C) is no 

longer in CB. 

Sufficiency: If all the simple CWs in Cp(C) are in CB, it means m(Ci)=0 and no tokens 

will ever be added to Ci. Since Cp(C)= iC∪ , m(Cp(C))=0 and m(J(Cp(C)0)) φ≠ . Hence 

by definition of CB, Cp(C) is in CB, provided φ=∩ +))(())(( 0 CCJCCJ pp .                 ■                                                  

Corollary 4.4:  Given a CW C, and suppose φ=∩ +))(())(( 0 CCJCCJ pp , then any 

CW )(CCC p∈
−

 is in CB if C is in CB. 

Proof:  By Theorem 4.3, C is in CB if and only if Cp(C) is in CB. Then Corollary 4.3 

completes the proof.                                  ■ 

4.3.2 FMRF Critical Subsystems 

 For better perspective on achieving dispatching policies with deadlock 

avoidance, the concept of critical subsystems [32] is introduced. To avoid deadlock, 
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work in progress (WIP) must be limited within certain critical subsystems that are 

constructed by using critical siphons, called MAXWIP.  

 A critical subsystem for a CW C in MRF is defined as the set of J-places J(C)0. 

In case of FMRF, Critical Subsystem for a CW C can be defined if 

φ=∩ +))(())(( 0 CCJCCJ pp  and in this case it is defined as the set of J-places 

J(Cp(C))0. Define the set 0

*
))(( CCJSS pcc ∪=  called the support of the binary p-

invariant that minimally covers Sc.  

 Define Tpre(C) = •• 00 )(\)( CJCJ  as the precedent transitions of CW C and 

Tpos(C)= 00 )(\)( CJCJ ••  as the posterior transitions of CW C.  

Definition 4.1: Key Resources: Let {Ci, Cj} be two simple CWs such that 1|| =∩ ji CC  

and define kji rCC =∩ . If •⊂∩ kjpreipos rCTCT )()( and •kiprejpos rCTCT ⊂)(∩)( , 

then {Ci, Cj} is a cyclic CW (CCW). If in addition, m(rk)=1, then rk is called a key 

resource. A system with key resources is called an irregular system.

 Vishwanadham et al. [89] showed that predictive simulation in PN can be used 

to avoid deadlocks. We formalize this by defining critical subsystems, which are the 

objects that must be examined in predictive simulation to avoid deadlock. Critical 

subsystems must be examined for WIP content in the look-ahead deadlock avoidance 

methods. To avoid deadlock in systems without key resources, 1-step look ahead is 

good enough [47]. If key resources are present, one must look ahead 2 steps to avoid 

deadlock [47]. Key resources are also related to the siphon depth variable ξ  in [44]. For 
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regular FMRF systems, a depth variable ξ =1 is good enough. If key resources are 

present, one requires ξ >1.  

 The marking condition m( *
cS ) can be given in terms of the initial marking of 

Cp(C) i.e m(Cp(C)), since for FMRF, the initial marking assigns tokens only to R and PI 

places. 

Lemma 4.8: In any FMRF system, the critical siphons Sc is empty if the critical 

subsystems J(Cp(C))0 are full. 

Proof: Since 0

*
))(( CCJSS pcc ∪=  is the support of the binary p-invariant, the total 

number of its tokens is conserved. Thus, Sc will be empty if and only if all the tokens 

are in J(Cp(C))0 i.e. the critical subsystem.                             ■ 

Lemma 4.9: In a regular FMRF system, the critical siphons Sc are never empty if and 

only if the critical subsystems J(Cp(C))0 are not full (i.e. m(J(Cp(C)0) ≤m(Cp(C))-1) at 

each step.  

Proof: Necessity: Suppose Sc is not empty. If J(Cp(C)0) is full, Lemma 4.8 proves that Sc 

has to be empty. This is a contradiction. Hence, J(Cp(C)0) is never full. 

Sufficiency: Suppose J(Cp(C)0) is not full in a regular FMRF system and let the 

m(J(Cp(C)0)=m(Cp(C))-1. This restriction ensures that at least one resource in Cp(C) will 

have a token which will not be used for J(Cp(C))0 but will be used for J(Cp(C))+ such 

that Sc will never be empty. If Sc still remains empty, it means that there exists two CWs 

Ci, Cj∈Cp(C) such that kji rCC =∩  and m(rk)=1. Let there be two transitions t1, t2 such 

that t1 )()( jposipre CTCT ∩∈ and t2 )(∩)(∈ iposjpre CTCT . •1t and •2t use the same 
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resource rk. By construction, •1t +∩∈ )()( 0 ji CJCJ and •2t 0)(∩)(∈ ji CJCJ + . 

Hence, at the next time step, if a token is present in •1t , then •2t will always remain 

empty and vice versa even if the condition m(J(Cp(C)0)=m(Cp(C))-1 holds true, since 

m(rk) becomes zero. Hence, Sc will remain empty. This is a definition of an irregular 

system and rk is a key resource. For regular systems, Sc will never be empty if the 

restriction m(J(Cp(C)0) ≤m(Cp(C))-1 is satisfied.                       ■ 

 Note that one can now avoid deadlock of a simple CW C by ensuring that the 

marking of its critical subsystem Sc
*
 is less than the total marking of the initial resources 

in Cp(C). To be able to analyze FMRF systems (and for MRF systems) and all its 

possible deadlock structures, we need to identify the set of all CWs i.e simple CWs and 

CWs composed of union of non-disjoint simple CWs (unions through shared resources 

among simple CWs) [13, 25]. Let us denote this set as CWr.  

Lemma 4.10: There is no CB in the FMRF system if for every rCWC ∈ , the set Cp(C) is 

not in CB.  

Proof:  By Theorem 4.1, when Cp(C) is not in CB, it implies that Sc is not empty. Then 

Theorem 4.1 and Lemma 4.10 complete the proof.                         ■ 

Lemma 4.11: In a regular FMRF, there is no CB in the system if and only if for every 

C rCW∈ , one has m(J(Cp(C))0  one less than the initial marking of Cp(C).                     ■ 

 If key resources are present, one can limit the WIP in the critical subsystems to 

m(Cp(C))-2 instead of looking ahead 2 steps. This is overly restrictive, but not by much. 

 These results show that we can avoid deadlock by MAXWIP, i.e. limiting WIP 

in all the critical subsystems. 
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4.4 Matrix Computation of Petri Net Objects in FMRF Systems 

 PN provides great pictorial insight and mathematical techniques for analysis, but 

they have sometimes had the deficiency of not providing an efficient computational 

framework for simple computer-based analysis.  A matrix framework for computing 

structural objects of a PN can correct these deficiencies [47]. 

4.4.1 Circular Waits in Matrix Form 

A wait relation digraph for MRF [36, 39] is defined as 

W
r 
= (S

r 
⊗ F

r
)
T            

(4.7)
      

Each ‘one’ in the elements w
ij
 of W

r
, represents that the digraph has an arc from 

resource i to resource j. CWs appear as loops in this digraph. Simple CW appear as 

simple loops e.g. not containing any smaller loops. Wr is used to compute all the simple 

CWs in MRF systems using a binary string algebra approach used by [50] which gives 

an output matrix CWr
*
. Each CW is represented as a row in the matrix CWr

*
. In this 

matrix CWr
*
 each entry of ‘one’ in position (i,j) means that each resource j is included 

in the i
th

 simple CW.  

 However, due to the complexity of the Free-Choice extension of the MRF 

systems, and due to the diversity of loop paths that a set of resources contained in a 

simple CW might have, we need to identify not only the resources that compose each 

simple CW, but also the transitions that link them. This will give us specific information 

needed to locate siphons needed for constructions of our deadlock policy for FMRF 

systems. We define Wt (by duality of W
r
) as  

W
t 
= (F

r
 ⊗

 
S

r
)
T
         (4.8) 
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 This is a digraph of transitions. That is, W
t 

is a digraph having arcs from 

transition t
i 
to transition t

j 
(by ‘bypassing’ a resource •t

j
∩t

i
•.). Each ‘one’ in the elements 

w
ij
 of Wt, represents that the digraph has an arc from transition i to transition j.   Then, 

one can identify loops among transitions by using string algebra as above which gives 

the output matrix CWt
*
. We loosely say t is in CW if 

*

tCWt ∈ .  

 But, even if we calculate two outcomes from the string algebra, transition loops 

and resource loops, we will not be able to identify which set of transition loops 

correspond to which set of resource loops (due to the behavior of the algorithm.). To do 

this, define, 









=

tr

rr

OF

SO
W          (4.9) 

where O
r 

is a zero-matrix having nxn elements, O
t 

is a zero-matrix having mxm 

elements, n be the number of resources or rows (column) of S
r 

(F
r
), and m be the 

number of transitions or rows (columns) of F
r 
(S

r
). This is a digraph of transitions T and 

resources R.  

 For example, this digraph can be obtained by erasing all the jobs places from 

Figure 4.2, and keeping the resources, the transitions, and all the links between them, as 

shown in figure 4.4.  
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Figure 4.4 Graphical representation of digraph matrix W 

 Note that, using this digraph matrix W with the binary string algebra algorithm 

given in [18, 28], we get the set Cw = [CWr
*
 CWt

*
], where CWr

*
 is the set of simple CW 

of resources and CWt
* 

is a set of simple CW of transitions.  

 In order to find the complete set of simple CWs and the union of non-disjoint 

simple CWs, we use the Gurel algorithm [32, 50] which gives a matrix G. G provides 

the set of composed CWs (rows) from unions of simple CWs (columns) i.e. an entry of 

‘1’ in every (i, j) position implies j
th

 simple CW is included in the i
th

 composed CW. 

Then, we can calculate the set of loop resources CWr and loop transitions CWt using the 

following constructions, 

 
*

r

T

r CWGCW ⊗=                                (4.10) 

   
*

t

T

t CWGCW ⊗=                   (4.11) 

 Note that * denotes a simple CW, while CWr and CWt refer to all the CWs (i.e. 

simple and their unions). 
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4.4.2 Matrix Algorithm for Computing Cp(C) 

 Property 4 of FMRF, i.e 1, ≥•∈ pJp , is what differentiates FMRF from 

MRF systems. We apply this property of FMRF to compute Cp(C) using matrices. To 

do so, we must first compute Cp and Jdec(C) for each CW as required to run Algorithm 

4.1. The next algorithm shows a routine which can easily be implemented using tools 

such as MATLAB
®
, to compute Cp and Jdec(C). 

Algorithm 4.2: 

Calculating Cp using matrices 

for i=1:|(CWr)| 

      if max(CWr(i,:)*Sr*Fv)>1   [(i,:) implies entire i
th

 row]  

            Cp(i,:)=CWr(i,:)                 

         end 

       end 

Calculating Jdec(C) 

for i=1:|(CWr)| 

        if max(CWr(i,:)*Sr*Fv)>1 

             Jdec(i,:)=CWr(i,:)*Sr*Fv 

        end 

end  

Jdec(Jdec==1)=0 

Jdec(Jdec>1)  =1 

Finding initial Cp(C) 
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D=Cp*Sr*Fv 

m=1 

for i=1:|(CWr)| 

    if max(and(D(i,:),Jdec(i,:)))==1 

            Cp(C)((m,:))=CWr(i,:) 

             m=m+1 

      end 

end                                                                                            ■ 

 After computing Cp, Jdec(C) and the initial Cp(C) using Algorithm 4.2, we use 

Algorithm 4.1 to compute Cp(C) recursively. Note that Algorithm 1 only computes the 

set Cp(C) for a CW C under consideration.  

 Then, this set is converted to a single row by using union of all the rows of 

Cp(C). The same procedure is followed for all the other CWs in the system using a 

simple ‘for loop’ to get the complete set Cp(C) for all the CWs in the system. 

 The complexity of Algorithm 4.2 is O(|(CWr)|) as the running time is directly 

proportional to the number of CWs in the system. For calculating the same for all the 

CWs in the system, the complexity is O(|(CWr)|
2
). 

4.4.3 Critical Siphons & Subsystems in Matrix Form 

 In this section we use matrices to compute the PN objects i.e. Critical Siphons 

and Critical Subsystems required in Section III for deadlock analysis in FMRF systems. 

We also show how key resources can be found using matrices. 
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•• CandC  are the set of input and output transitions from a CW C. Once CWr is 

constructed, we use Algorithm 2 and then Algorithm 1 to construct Cp(C) for each 

rCWC ∈ . Let )(CC p•  and •)(CC p  be the set of input and output transitions from 

Cp(C). In matrix formulation, it is denoted as dCp(C) and Cp(C)d respectively. It is 

computed as: 

dCp(C)= Cp(C) ⊗ Sr                     (4.12) 

Cp(C)d=Cp(C) ⊗ Fr
T 

                                                      (4.13)  

To find the set of transitions CWt(Cp(C)) between resources in the set Cp(C), we use, 

 )())(( CCCCCW pdpt = ⊗ dp CC )(                 (4.14) 

The critical subsystems J(Cp(C))0  for a given CWr are given by, 

vptp FCCCWCCJ ⊗= ))(())(( 0                             (4.15)      

The siphon job sets J(Cp(C))+ are given by,   

 vdppdpdp FCCCCCCCCJ ⊗⊗⊗=+ ))()(()())((                      (4.16)   

Equations (4.15) and (4.16) are used for checking the condition 

φ=∩+ 0))(())(( CCJCCJ pp (in Theorem 4.1-4.3). Equation (4.15) is used for 

deadlock avoidance in FMRF systems using the MAXWIP policy.   

 It is necessary to find key resources in the FMRF system to verify its regularity. 

To find key resources, following formulations are used. 

The job sets J(C)0 for each CW are given as, 

 CWtCJ =0)( ⊗ Fv                                    (4.17) 

The precedent and posterior transitions of CWr is given as, 
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___________

00 )(^)(
T

vrvrpre FCWJSCWJT =                    (4.18) 

 

___________

00 )(^)( vr

T

vrpos SCWJFCWJT =                 (4.19) 

The set of cyclic circular waits (CCW) are given by, 

 TT

posprepospre TTTTCCW )(^=                  (4.20) 

The cyclic precedent and posterior transitions are given as, 

 prepospre TCCWTT ^
^

=                     (4.21) 

 posprepos TCCWTT ^
^

=                   (4.22) 

The set of key resources in the system is given by, 

 rprerpos FTFTsCW
^^

^Re =                  (4.23) 

If ResCW is empty, it means that the system does not contain key resources and the 

system is regular. . In fact it is easy to see that Equation (4.23) is a matrix form of the 

condition in Definition 4.1 for key resources.  Equation (4.23) is the test for regularity 

in FMRF systems. If the system is not regular, it should be redesigned so that the 

deadlock avoidance policy in the next section can be used. 

 Now we have all the machinery to compute using matrices the objects required 

for deadlock avoidance using Theorem 4.3 and Lemma 4.11. The important equations 

are (4.15), (4.16) and (4.23). 
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4.4.4 MAXWIP Dispatching Policy for DA 

 Lemmas 4.8, 4.9, and 4.10 formulate the MAXWIP dispatching policy for 

deadlock avoidance in FMRF systems. According to this policy, CB in FMRF is 

avoided by limiting WIP in the critical subsystems of each CW C. This policy can be 

implemented as a real-time deadlock avoidance control scheme by controlling the firing 

of the precedence transitions of the critical subsystems.  

4.5 Examples 

 We now illustrate the new notions developed in this chapter, as well as the 

power of the matrix formulation, by computing them for two example FMRF systems.  

In the first example, deadlock can occur, while a small change in the structure yields 

Example 4.2, where deadlock can never occur. The third example is taken from [44] 

and is an example of an irregular system. 

Example 4.1: Consider Figure 4.3. This particular system contains three decision 

resources B1, B2 and B3. According to Section 4.4, the relevant matrices for calculating 

the siphon jobs and critical subsystems are Fr, Sr, Fv and Sv . Fv is a matrix of jobs 

required to fire transitions. Sv is a matrix of jobs started on firing of transitions. Fr is a 

matrix of resources required to fire transitions and Sr is a matrix of resources released 

when transitions are fired. These matrices for the system in Figure 4.3 are given by,   
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                                                                     R1   R2     R3   R4    M1  M2  B1  B2  B3                                  R1   R2   R3   R4  M1   M2   B1  B2  B3 
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The set of CWs in this system using the binary string algebra [32, 50] is given by:                                  

                      R1   R2   R3   R4  M1  M2  B1  B2  B3 
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 Each row in this set represents a CW e.g. the first row of this set represents the 

CW R1-M1-B1-B3. Using Algorithm 4.2 and 4.1, the set Cp(C) for this system is 

computed as:                     

                               R1  R2   R3  R4  M1  M2  B1  B2  B3 
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
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We observe that in this case, each row is the same, which indicates that each CW in 

CWr is related by the decision resources B2 and B3. This is why we end up with the 

same resources in each row of Cp(C). In fact, all the CWs in CWr are in the same 

equivalence class Cp(C). 

 The siphon jobs and critical subsystems using Equations (4.15) and (4.16) are 

given by                                                                                                             
                     b1  r1a   r2a  b2   m1    m2  b3  r1b  r2b  r2c  r3a  r4a 
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In this case, φ=∩ +))(())(( 0 CCJCCJ pp . Hence, if all the jobs in J(Cp(C))0 i.e. 

r1a, r2a, b2, m1, m2, and b3 are marked, then according to Theorem 4.3, Cp(C) is in CB 

and deadlock will occur (See Figure 4.3).  One can also verify that this system is 

regular by applying Equation (4.23). When the MAXWIP policy in Lemma 11 is 

applied, deadlock is avoided.                          ■ 

Example 4.2: Figure 4.5 shows a small change in the PN structure of Figure 4.2. A new 

resource R5 is added to the system which performs the task r2b, i.e. R2 is not used for 

r2b. 

 

Figure 4.5 Case where φ≠∩ +))(())(( 0 CCJCCJ pp  
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Here, only the Fr and Sr matrices change. The matrices Fv and Sv remain the 

same. This is because a new resource is added to the system, but the tasks and their 

transitions remain the same. The addition of a new resource results in an additional 

column in the Fr and Sr
T
 matrices.                            
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The corresponding CWr and Cp(C) matrices are given by: 

                  R1    R2    R3  R4    R5    M1    M2   B1   B2   B3 
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 The siphon jobs and critical subsystem using Equations (4.15) and (4.16) are 

given by: 
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 We see that φ≠∩ +))(())(( 0 CCJCCJ pp . Here, )(5 CCR p∉  and therefore, the task 

0))((3 CCJb p∈  and +∈ ))((3 CCJb p . Hence, according to Theorem 4.2, deadlock can 

never occur.                             ■ 

 

Figure 4.6 Example of an irregular system 

Example 4.3: Figure 4.6 is a sample FMRF/S3PR PN from [44]. This system is an 

example of an irregular system. Using Algorithm 4.2 and 4.1, one can see that Cp(C) = 

CWr.  

Following are the relevant matrices for this system. 

 

 

 

             Pin1 

 

              t1                            B1 

 

                 b1                                     Pout2 

     

     t2                   t3                 R2       t11 

R1                                                                                                       

          r1                             r2a                            r2b 

 

    t4                               t5                          t10                  

   

 

                                           r3a                    R3        r3b 

 

                         t6                              R4              t9 

     

                          r4a                             r4b 

 

                         t7                              t8 

 

 

          Pout1                                                                          Pin2 



 

 

 

91 

                                                 B1   R1  R2   R3   R4                            B1   R1  R2   R3   R4 

11

10

9

8

7

6

5

4

3

2

1

00000

00100

01000

10000

00000

10000

01000

00000

00100

00010

00001

t

t

t

t

t

t

t

t

t

t

t

Fr











































=

11

10

9

8

7

6

5

4

3

2

1

00100

01000

10000

00000

10000

01000

00100

00010

00001

00001

00000

t

t

t

t

t

t

t

t

t

t

t

S
T

r











































=  

 

                                                                           b1   r1   r2a   r3a   r4a  r4b  r3b  r2b                              b1   r1   r2a   r3a   r4a  r4b  r3b  r2b 

11

10

9

8

7

6

5

4

3

2

1

10000000

01000000

00100000

00000000

00010000

00001000

00000100

00000010

00000001

00000001

00000000

t

t

t

t

t

t

t

t

t

t

t

Fv











































=

11

10

9

8

7

6

5

4

3

2

1

00000000

10000000

01000000

00100000

00000000

00010000

00001000

00000000

00000100

00000010

00000001

t

t

t

t

t

t

t

t

t

t

t

S
T

v











































=  

 

                     B1       R1       R2      R3     R4 

















=

11100

11000

01100

rCW  

Equation (4.23) gives ResCW as, 
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This means R3 is a critical resource and when m(R3)=1, R3 becomes a key resource 

and system becomes irregular. If the system is not regular, it should be redesigned so 

that the deadlock avoidance policy in Lemma 4.11 can be used.                          ■ 

 Chapter 5 shows how real-time dynamic decisions for resource dispatching and 

task assignment can be taken in a FMRF system using matrix-based Dempster Shafer 

Theory. 
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CHAPTER 5 

DECISION-MAKING IN FMRF 

5.1 Introduction 

 High Quality of service and good performance of a system are goals which 

engineers always strive to achieve. Reliability engineering integrates quality and 

performance of a system from the beginning to the end of the system life. Failure 

avoidance is the main approach for reliability assurance. There are two main types of 

failure avoidance in terms of maintenance, namely preventive and corrective. In 

preventive maintenance, all actions are intended to keep equipments in good operating 

condition. It should be able to indicate when a failure may occur so that actions can be 

taken to avoid failures. In corrective maintenance, a repair is performed after a failure 

has occurred. Condition-based maintenance (CBM) is an approach of preventive 

maintenance. Figure 5.1 shows an overview of maintenance strategies used in industries 

[4, 83, 89, 90, 95, 96]. The process of CBM involves monitoring the system, predicting 

failures and making repairs before these failures occur. This process can be scheduled 

or continuous. A system can contain many fault modes and a decision has to be taken 

on the type of repair necessary for eliminating any future faults. The task flow of 

detection and repair can be modeled using Petri Nets. 

 Petri Nets (PN) [55] have been used for job scheduling in manufacturing 

systems and wireless sensor networks [12, 32, 47, 48, 50, 51, 95]. One particular type of 



 

 

 

94 

PN called Free Choice Petri Nets can be used for CBM for fault diagnosis and fault 

avoidance in machinery. In Free-choice Petri Nets, also called as Free-choice Multi 

Reentrant Flow lines (FMRF) [2], there is a choice for tasks to be performed in the 

system. Hence decisions have to be made. There are multiple resources (Machines or 

sensors) present in the system that can perform tasks.  

 Though the PN framework offers rigorous grounds for theoretical analysis, it is 

sometimes inconvenient for actual computational analysis of the practical DES, causing 

problems of computational complexity in scheduling. Matrix techniques that exploit the 

PN structure can be used to alleviate this.  Matrix-based discrete event controller in [47] 

has proved to be very efficient in computing PN objects and in sequencing tasks in 

manufacturing environments as well as sensor networks. This matrix form for DES 

provides a means for efficient implementation of DE controllers in actual systems. We 

use the matrix formulations of [47] in the CBM framework. 

 Since decisions have to be made in FMRF systems, various methods can be used 

such as belief PN, fuzzy PN and possibilistic PN [58]. In this chapter, we use evidence 

theory (also called Dempster Shafer theory [14, 15, 66-81]) for making decisions. Since 

routing choices must be made in FMRF systems, we use Dempster Shafer decision-

making to select the correct job path in the PN structure. The reason for using Dempster 

Shafer theory is that it provides an excellent framework for conditions involving 

uncertainty.  
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Figure 5.1 Overview of Maintenance 

 Dempster Shafer (DS) theory has been used extensively for data fusion in 

manufacturing systems and sensor networks. Smets [68-81] provides a framework for 

Transferable Belief Model for representing the quantified beliefs held by an agent at a 

given time on a given frame of discernment. It concerns the same concepts as 

considered by the Bayesian model, except it does not rely on probabilistic 

quantification, but on a more general system based on belief functions.  

 The mathematics of computation involving DS belief functions is difficult to 

fathom because of the many summations over set inclusions and intersections. The 

equations are often difficult to comprehend and discourage readers due to their 

complexity, and are often difficult to implement using software.  

 However, most of the operations in belief function theory happen to be linear 

operations and can be represented using the matrix notation [68-81]. Therefore, in this 

chapter we provide a new matrix formulation for updating evidence and computing 

beliefs and plausibilities in DS theory.  This makes DS computations very easy to 
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perform using computer software such as MATLAB.  Matrices also help greatly for the 

readability of the equations and the ease in their manipulations.   

 The chapter is organized as follows. In section 5.2, we give a brief description of 

Dempster Shafer theory and the rule for combination of evidence. Section 5.3 provides 

a new matrix formulation required for computing objects in the framework of evidence 

theory. Our motivation is to use PN for detecting machine failures and assigning actions 

for CBM. We use the class of PN called FMRF where multiple tasks can be assigned in 

a flow line. In Section 5.4, we show how evidence theory can be used in FMRF systems 

for CBM.  Examples are provided in Sections 5.3 and 5.4 for better understanding of the 

framework. 

5.2 Dempster Shafer Theory 

 In this section we provide a brief background on Dempster Shafer theory and the 

rule for combination of evidence.  If θ is a frame of discernment then a function m: 2
θ 

�[0, 1] is called a basic probability assignment (bpa) if m(φ ) =0 

and 

 ∑
⊂

=
θA

Am 1)(           (5.1) 

 The term m(A) is called A’s basic probability number and m(A) is the measure of 

the belief that is committed exactly to A. The subsets A of the frame of discernment θ 

for which m(A) are strictly positive are called the focal elements of the basic probability 

assignment. The union of all the focal elements of a belief function is called its core. 

Properties of bpa: 
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1. It is not required that m(θ)=1. 

2. It is not required that m(A) ≤ m(B) when A ⊂ B. 

3. No relationship between )(Am  and )(Am  is required. 

4. Also )()( AmAm +  does not always have to be 1. 

 A Belief function Bel: 2
θ 
� [0, 1] is defined as, 

 Bel(A)=∑
⊂ AB

Bm )(                          (5.2) 

For any ⊂A θ. Bel(A) measures the total belief of all possible subsets of A. The belief 

function measures how much the information given by a source supports the belief in a 

specified element as the right answer. 

Properties of the Belief Function: 

1. Bel(Ф)=0. 

2. Bel(θ)=1. 

3. )....()1(..)()()...( 1

1

1 n

i ji

n

jiin AABelAABelABelAABel ∩∩−++∩−≥∪ ∑ ∑
<

+
 

     A Plausibility function Pl: 2
θ 
� [0, 1] is defined as, 

          Pl(A)= ∑
≠∩ 0

)(
AB

Bm                                                                                            (5.3) 

Plausibility measures how much the information given by a source does not contradict a 

specified element as the right answer, i.e. how much we should believe in an element if 

all unknown beliefs are assigned to it. 

Properties of the Plausibility Function: 

1. Pl(Ф)=0. 
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2. Pl(θ)=1. 

3. )....()1(..)()()...( 1

1

1 n

i ji

n

jiin AAPlAAPlAPlAAPl ∪∪−++∪−≤∩ ∑ ∑
<

+  

           Let Bel1 and Bel2 be two belief functions induced by two distinct pieces of 

evidence. Let m1 and m2 denote their bpas, respectively. The Dempster rule of 

combination aims at building the bpa that represents the impact of the combined 

evidence. It is defined as, 

m1,2(A)= 1 2
( ) ( )

1

i j
m B m C

κ−

∑                                                                                        (5.4) 

where the conflict к = 
1 2( ) ( ).i j

B C

m B m C
φ∩ =

∑  The conflict к is the normalizing factor. The 

Dempster’s rule is called the conjunctive rule of combination as it builds the bpa when 

both pieces of evidence are accepted.  

 Smets [68-81] provides a method for decision-making in the context of 

Transferable Belief Model (TBM). The TBM works at two modes: 

1. The Credal level where the beliefs are entertained and are represented by belief 

functions. 

2. The Pignistic level where the beliefs are used to make decisions and are 

represented by probability functions called pignistic probabilities.  

The pignistic probability Bet is defined as, 

∑
⊆

∩
=

θA

Am
A

AB
BBet ),()(  for all θ⊂B           (5.5) 

This function will allow us to take decisions under uncertainties in a FMRF system 

which will be explained in Sections 5.3 and 5.4. 
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5.3 Matrix Formulation for Dempster Shafer Theory 

 The mathematics of DS theory can become quite difficult due to various 

summations over set inclusions and intersections. This has hampered the use of DS 

theory in real-time discrete event control systems.  The DS formulation can be 

represented using matrices as most of the operations in DS theory are linear. In this 

section we define matrix techniques that can ease the computation involved in DS 

theory and make it practically more useful for real-time supervisory control. 

           Consider for illustration, the sets in the frame of discernment as shown in the 

Figure 5.2.  

 

Figure 5.2 Sets- Unions and Intersections 

Given a frame of discernment θ with focal elements 
1 2{ , , , }qS S S� , define a q q×  

containment matrix C as a matrix with element (i, j)=1 if 
i jS S⊃ , and (i, j)=0 otherwise. 

For example, C for Figure 5.2 is given as, 
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                                                                     A    B   C   D   E   F   G 





























=

1000000

0100000

0010000

0001000

1100100

0000010

1000001

C

G

F

E

D

C

B

A

 

           Define a q q×  intersection matrix E having element (i, j)=1 if φ≠∩ ji SS , and 

(i,j)=0 otherwise. For example, E for Figure 5.2 is given as, 

    A   B   C   D   E    F   G 





























=

1000101

0100100

0010001

0001110

1101111

0001110

1010101

E

G

F

E

D

C

B

A

 

For a given E, the conflict matrix is defined as
_

= EK , with the over-bar denoting the 

logical negation. 

           Define a q-vector of bpas indexed by the focal elements of θ as 

T
qSmSmSmm )]()...()([= 21 . Define a commensurate belief q-vector T

qSBelSBelBel )]()...([= 1  

and similarly a plausibility q-vector Pl. Then, the following Lemmas can be used to find 

the Belief and Plausibility using matrices. 

Lemma 5.1: Given the containment matrix C and the bpa vector m, the Belief can be 

calculated as, 

    Bel C m= •                                                                                                    (5.6) 
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Proof: C(i, j)=1 only if 
i jS S⊃ , and C(i, j)=0 otherwise. Since, m is a vector of bpas of 

all the focal elements, Cm denotes the vector 

θ∈,|,|1,)()( ∑
⊂

ji

SS

ji SSmtojiforSmSBel

ij

== .                                                          ■ 

Lemma 5.2: Given the intersection matrix E and the bpa vector m, the Plausibility can 

be calculated as, 

  Pl E m= •                                                                                                     (5.7) 

Proof: In the same lines as Lemma 1, E(i, j)= 1 only if φ≠∩ ji SS  and zero otherwise. 

Since, m is a vector of bpas of all the focal elements, Em denotes the vector 

θ
φ

∈,|,|1,)()( ∑
≠∩

ji

SS

ji SSmtojiforSmSPl

ij

== .                                                          ■ 

            The Dempster rule of combination is computed efficiently as follows.  Given 

two bodies of evidence, the two bpa vectors m1 and m2 will not generally be 

commensurate since the two cores are different, e.g. the two vectors are indexed by 

different focal element sets.  Therefore, merge the two cores to obtain the joint core, 

consisting of all the focal elements of the two bodies of evidence, each occurring once.  

Expand the two bpa vectors m1 and m2, indexing each by the same joint core set and 

adding zeros as necessary to the vectors. Define the combination matrix, 

   
T

mmS 12=                                                                                                  (5.8) 

and the conflict as, 

 122,1 KmmK
T

=                                                                                             (5.9) 
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Lemma 5.3: For the given bpa vectors m1 and m2, the Dempster’s rule of combination 

to find m1,2 using matrices is given by,  

      )1/())()(( 2,12,1 KSdiagSCCSdiagm
T −−×+×=                                      (5.10) 

Proof: C(i, j)=1 only if ji CC ⊃  and zero, otherwise. S is the combination matrix. Now, 

let S1=SC.  S1(i, j) = ∑
=

n

r

rjirCS
1

. The diagonal S1(i, i) contains the sum of all the elements 

such that ij mm ⊂ , ji,∀ . Similarly, let S2=C
T
S. Again, the diagonal S2(i, i) contains the 

sum of all the elements such that, ji mm ⊂ ji,∀ . Let m1,2= diag(S1+S2). Since 

diag(S)=diag(S
T
), the additional term in the diagonal diag(S1+S2) must be eliminated 

from the sum m1,2 such that the condition )()( 2

0

1 ji

ACB

CmBm∑
≠=∩

 holds. Hence, m1,2= 

diag(S1+S2-S)/(1-K), satisfies the condition, 
κ−

∑
≠=∩

1

)()( 2

0

1 ji

ACB

CmBm

.                               ■ 

Example 5.1 (Diagnostics): Let t1 denote a mechanical failure, t2 denote an electrical 

failure and (t1, t2) denote a mechanical or an electrical failure. Then the bpa vector 

consists of [t1,t2,(t1,t2) θ]
T
 where θ contains all the sets. Sensor 1 provides the initial bpa 

vector for these sets as m1=[0.4 0.3 0.3 0]
T
 and sensor 2 provides the initial bpa vector 

as m2=[0.5 0.2 0.3 0]
 T

. Then, the relevant matrices for this problem are:   

t1    t2   t1, t2  θ                           t1    t2   t1, t2 θ 



















=

1111

0111

0010

0001

C

θ
21

2

1

, tt

t

t

and 



















=

1111

1111

1110

1101

E

θ
21

2

1

, tt

t

t
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Using equations (5.8), (5.9) and (5.10), we get the combination of evidence as 

m1,2=[0.6104 0.2727 0.1169 0]
 T

.  This means that there is 61.04% chance of a 

mechanical failure, 27.27% chance of an electrical failure and 11.69% chance of 

electrical or mechanical failure. The combined belief and plausibility using equations 6 

and 7 are [0.6104 0.2727 1 1]
T
 and [0.7273 0.3896 1 1]

T
 respectively.                    ■ 

 Finding Belief and Plausibility is not sufficient for taking concrete decisions. 

For instance, providing the Bel and Pl of the set {t1, t2} does not show how to choose 

whether t1 or t2 occurred. The pignistic transformation provides concrete probabilities 

for the elements in a set so that a decision can be taken. Smets [68-81] provides a 

formulation for finding the pignistic probabilities using matrices. Let m be the bpa 

vector. Then the pignistic transformation is given as, 

     mBetMBet ×=                      (5.11) 

where, BetM is a user-selected matrix that transfers belief from a given set to its subsets 

for decision-making. In the example just given it is not enough to assign Bel and Pl to 

the set {t1, t2} for taking concrete decisions on t1 or t2. For the set {t1, t2, (t1,t2) θ }, the 

matrix BetM can be given as,        

    t1    t2     t1, t2  θ 



















=

0000

0000

02/110

02/101

BetM

θ
21

2

1

, tt

t

t

 

Each element in BetM matrix is chosen in such way that the sum of all the elements in 

Bet equals one. The BetM matrix is selected by the designer to apportion probabilities as 
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prescribed by the sets. Hence, decision can now be taken on t1 and t2 in the presence of 

uncertainty because we have pignistic probabilities for each primitive event, i.e. t1 and t2 

instead of basic probability assignments on sets of events. 

 For Example 5.1, the pignistic probabilities are given as,  

 TT
mBetMttttBet ]003312.06688.0[]),([ 2,121212,1 =×=θ  

This means the probability of mechanical failure (Bet(t1)) is 0.6688 and probability of 

an electrical failure (Bet(t2)) is 0.3312 i.e. the machine is much likely to have a 

mechanical failure than an electrical failure.  

5.4 Embedding DS into FMRF Systems 

 In CBM, we are required to monitor a system, predict failures and repair the 

system before the failures occur. The flow of detection and repair can be modeled as a 

FMRF PN, where a decision place denotes the decision-making component involved in 

predicting failures. For example, in the PN shown in Figure 4.2 (Chapter 4), Pin might 

represent fault detection in a system. The resources might represent sensors that detect 

the faults or machines that repair the faults. The decision places represent the tasks that 

decide which future job path to take to repair the faults based on the type of fault in the 

system. 

 In chapter 4, we mentioned that a decision must be made to decide which 

transitions in a FMRF system must be enabled. Consider figure 5.3. The system in 

figure 5.3 consists of two decision transitions namely t1 and t2, while A is a decision 

place. 
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Figure 5.3 Decision in FMRF system 

 The problem in FMRF system is to find which transition out of t1 and t2 should 

be enabled. The possibilities are t1 is enabled, or t2 is enabled.  

 From Equation 2.5, the post transitions are given by vFv ⊗ . In the case of 

FMRF systems, vFv ⊗ enables multiple transitions if v is a decision place. In the case 

of Equation 2.5, x is the vector of transitions and multiple transitions can be enabled if a 

given task is a decision task and a given resource is a decision resource. A Matlab 

routine can be used to find the number of decision transitions in a FMRF system as 

shown in Routine 5.1. 

 

Routine 5.1. Finding Decision Transitions 

t0 

t2 

t1 

                                     B 

         

     A 

 

                                     

                                     C 

% Initialize matrices Fv, Sv, Fr and Sr 

sizeFv=size(Fv) 

n=zeros(sizeFv(2),1) % Initialize job vector 

for i=1:sizeFv(2) 

    n(i)=1; 

    Y=Fv*n 

    if sum(Y)>1   % finding decision transitions in FMRF 

       A= find(Y==1) %finds the indices of decision transitions 

    end 

    n(i)=0; 

end 
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 The vector A contains the indices of the decision transitions. This can be used 

for updating vector x in the DEC sequence after a decision is made. Let m1, m2…mn be 

the bpas for the decision transitions and their unions in ascending order. Then the 

probability of each transition can be found using equations (5.5-5.8). The decision 

transition vector ζ which is actually a ‘Bet’ on transitions is then given by, 

mBetM ×=ζ                              (5.12)      

 Here, ζ is the pignistic probability of the transitions and their unions discussed in 

Section 5.3-Equation 5.11. Each decision place has associated bpas for its post 

transitions in the vector ζ.   

We define a threshold th, such that,  

 
Otherwise

thiifi

0

)(1)(

=

>= ζζ
            

The state transition vector can then be updated using a Matlab routine as shown below: 

 

Routine 5.2. Updating state transition vector x 

The process of decision-making is shown in figure 5.4.  

 

% Given A, BetM, x, th and ζ represented as z  

 

z(z>=th)=1 

z(z<th)=0 

 

for i=1:length(A) 

    x(A(i))=z(i) 

end 
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Figure 5.4 Updating the state transition matrix x 

 

Example 5.2 (Machine Diagnostics): Consider figure 5.5. In this example, when a 

fault in a machine is detected, the DEC sequence is triggered. The sequence is as 

follows: 

1. Sensor A has to find whether machine has an electrical fault or a mechanical 

fault or both. 

2. Machine M has to repair a mechanical fault. 

3. Machine E has to repair an electrical fault. 

4. Output is “Machine is repaired”.  

Event Detected 

Find x using equation (2.5) 

Update x using eqn (5.12) and 

Routine 5.2 

Next Iteration 

Update vs, rs and os using (2.5-2.8) 

 

Initialize relevant matrices 

Start DEC sequence 

Acquire bpa vector for 

decision transitions 

Find decision transitions 

using Routine 5.1 
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Figure 5.5 Example of FMRF for CBM 

 Sensor A can be a combination of multiple sensors detecting mechanical or 

electrical faults. In the case of uncertainties, Sensor A has to decide what action has to 

be taken. The relevant matrices for this example are: 

                                               a   m    e (tasks)           A   M   E (resources) 

4

3

2

1

0

100

010

001

001

000

t

t

t

t

t

Fv
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









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
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










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
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
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


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
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=  

 When the task ‘a’ is competed, equation 13 gives the value of x as, [ ]Tx 00110= . 

This means that transitions t1 and t2 are both triggered. Now we use Dempster Shafer 

formulation to decide the path. Using Routine 5.1, two decision transitions are found, 

namely t1 and t2. Suppose Sensor A is composed of two unreliable sensors giving bpas 

for t1 and t2 as in Example 5.1, and the threshold th is given as 0.5 then the output of 

M 

E 

A 

a 

e 

m 

Input Output 

t0 

t1 

t2 

t3 

t4 
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Routine 5.2 gives [ ]Tx 00010= , which means transition t1 is enabled and task ‘m’ will 

be performed and resource M will be used. This is because; the probability of the 

mechanical fault is higher than the electrical fault.  

 In figure 5.6, the system is triggered two times with different bpas for transitions 

t1 and t2. In the first case, let the bpa vector [t1 t2 (t1 ,t2) θ]’=[0.5 0.3 0.2 0]
 T

, and second 

case, let it be [0.2 0.6 0.2 0]
 T

. The transition vector for these cases when [ ]Tx 00110=  are 

[ ]Tx 00010= , and [ ]Tx 00100= respectively, since ζ =[0.6 0.4 0 0]
T
, and [0.3 0.7 0 0]

 T
  

for the two cases.                           ■ 

 

Figure 5.6 Event trace of Example 5.2 

  

 This example depicts a very simple system, but this architecture can be extended 

to complicated systems with more number of decision transitions. Some systems may 

have shared resources which might cause problems of deadlock. This can be resolved 

using the MAXWIP deadlock avoidance policy mentioned in [47]. 

Job ‘a’ 

Job ‘m’ 

Job ‘e’ 

Bet(t1)=0.6 
Bet(t1)=0.3 

Bet(t2)=0.7 Bet(t2)=0.4 

m(t1)=0.5 m(t1)=0.2 

m(t2)=0.3 m(t2)=0.6 

m(t1,t2)=0.2 m(t1,t2)=0.2 

Resource ‘A’ 

Resource ‘M’ 

Resource ‘E’ 
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 Chapter 6 shows how trust can be established between nodes in a distributed 

system so that dynamic decisions can be taken for a consensus. 
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CHAPTER 6 

TRUST CONSENSUS IN DIRECTED GRAPHS 

6.1 Introduction 

 Battlefield or disaster area teams may be heterogeneous networks consisting of 

interacting humans, ground sensors, and unmanned airborne or ground vehicles (UAV, 

UGV). Developed team scenarios include the War-fighter Information Network-

Tactical (WIN-T), DARPA Agile Information Control Environment (AICE), C4ISR 

Architectures for the War-fighter (CAW), Joint Force Air Component Commander 

(JFACC) Project, etc.  Such scenarios should provide intelligent shared services of 

sensors and mobile nodes to augment the capabilities of the remote-site mission 

commander and on-site war-fighter in terms of: (1) extended sensing ranges, (2) sensing 

of modalities such as IR and ultrasound not normally open to humans, and (3) 

cooperative control of UAV/UGV to extend the war fighter strike range. Also (4) 

Automated decision assistance (via, e.g., handheld PDAs) should be provided to the war 

fighter based on algorithms that only depend on local information from nearest neighbor 

sensor nodes or humans, yet yield network-wide guaranteed performance.  

 Given the presence of enemy components and the possibility of node 

compromise, a trust consensus must be reached by the team that determines which 

nodes to trust, which to disregard, and which to avoid. Trust algorithms for unmanned 

nodes must be autonomous computationally efficient numerical schemes. However, 
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existing schemes for control of dynamical systems on communications graphs (in the 

style of work by [3, 37, 52]) do not take into account trust propagation and maintenance 

(such as work by [38, 86]). Yet it is a fact that biological groups such as flocks, swarms, 

herds, do have built-in trust mechanisms to identify team members, team leaders, and 

enemies to be treated as obstacles or avoided. Cooperative mission planning should 

involve decisions made in the context of the trust opinions of all nodes, and be based on 

performance criteria set by human war fighter nodes or team leaders. These 

performance criteria may change with time depending on varying mission objectives in 

the field. 

 Recently, many researchers have worked on problems that are essentially 

different forms of agreement problems with differences in the types of agent dynamics, 

properties of graphs and the names of the tasks of interest. In [23], graph Laplacians 

were used for the task of formation stabilization for groups of agents with linear 

dynamics. In [37], directed graphs were be used to represent the information exchange 

between the agents. In [16], a linear update scheme was introduced for directed graphs. 

In [8] a Lyapunov-based approach was used to consider stability of consensus 

synchronization for balanced and weakly connected networks. The work by [52] solved 

the average consensus problem with directed graphs which required the graph to be 

strongly connected and balanced. In [59], it was shown that under certain assumptions 

consensus can be reached asymptotically under dynamically changing interaction 

topologies if the union of the collection of interaction graphs across some time intervals 

has a spanning tree frequently enough. The spanning tree requirement is a milder 
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condition than connectedness and is therefore suitable for practical applications. They 

also allowed the link weighing factors to be time-varying which provides additional 

flexibility. In contrast to the aforementioned schemes, the work in this chapter uses a 

bilinear scheme for trust consensus in directed graphs.  

 In this chapter, we develop a framework for trust propagation and maintenance 

in team networks of nodes that yields global consensus of trust under rich enough 

communication structure graphs.  Most of the work in literature considers the graph 

Laplacian to be static or have time-varying weights. In this chapter we consider the case 

where the graph Laplacian is a time-varying function of the trusts based on the graph 

connectivity. This makes the trust consensus scheme bilinear. 

 Also, most of the consensus schemes in the literature consider the case where 

the trust consensus lies in [0, 1]. Attacks on the security of networked systems can often 

be characterized in terms of malicious nodes [38].  To characterize malicious nodes, 

negative trust values are needed.  For the case that trust is in [-1, 1] the situation is more 

realistic, interesting, and complex.  We can now talk about identifying and pruning out 

malicious nodes.  Now, 1 means complete trust, 0 means no opinion, and -1 means 

complete distrust.  For this, we make use of ‘One-step Distrust model’ [38] or ‘Graph 

Pruning and Reconnection’ to achieve trust consensus in the case of distrusted nodes.  

  There has been a tremendous amount of interest in flocking and swarming that 

has primarily originated from the pioneering work of Reynolds [63]. The trust 

consensus schemes developed in this chapter is incorporated into cooperative control 
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laws that depend on local information from neighboring nodes, yet yield team-wide 

desired behavior such as flocking.  

 This chapter is organized as follows. In Section 6.2, we describe the notions 

involved in trust graphs and formally devise a bilinear trust consensus scheme in 

continuous time and discrete time. Section 6.3 contains our main results with the 

convergence performance for the two consensus schemes. Section 6.4 gives examples 

of emerging team behavior using these schemes with a case studies on flocking and 

formations.  

6.2 Background on Trust Graphs 

 Given a network of N agents or nodes V={v1,…,vN} who are to engage in 

cooperative trust evaluation.  Define a trust graph G = (V, E), where edge (vi, vj) E∈  if 

node vj obtains a direct trust evaluation about node vi.  Note this is backwards from [10, 

18].  Define the direct trust neighborhood of node vi as }∈),(:{= EvvvN ijji , i.e. the set 

of nodes with edges incoming to vi.  The graph is directed since if node j can obtain a 

direct evaluation of trust about node i, the reverse may not be true. Given the trust 

graph, define the graph adjacency matrix   A = [aij] where  aij = 1 if eji  is an edge, and 

aij = 0  otherwise.  A is a constant matrix defined by the direct trust relations between 

nodes.  In fact, adjacency matrix A captures the information flow in the trust graph. 

Define the in-degree matrix as D = diag{ni}, ni =
i

ij

j N

a
∈

∑ , and the trust graph Laplacian L 

as L=D-W.  If there is a directed path, e.g. a sequence of nodes 0 1, , , rv v v�  such that 

1( , ) , {0,1, , 1}i iv v E i r+ ∈ ∈ −� , then, node vr should be able to form an indirect trust 
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opinion about node v0 based on the opinions of the agents along the path.  Likewise, if 

two paths converge at an agent vr, each of which contains agent v0, then vr has a basis to 

form a more confident opinion about the trustworthiness of agent v0 than if there were 

only a single path. 

6.2.1 Trust Consensus Protocols 

 We encode the trust opinions an agent i has about other agents in the network as 

a trust vector iξ nR∈  associated with each node, with elements indexed by all the nodes 

about which node i has an opinion. That is T

iiiii ...][
21

ξξξ =  where ξ ij is the trust node i 

has for node j.  Here, the trust is assumed to be in [0, 1].  We can also have the case 

where trust is in [-1, 1], where 1 means ‘fully trusted’, 0 means ‘no opinion’ and -1 

means ‘fully distrusted’. For the latter, we make use of ‘One-step Distrust model’ or 

‘Graph Pruning and Reconnection’ to take care of the distrusted nodes (explained in 

Section 6.3.4). 

 Consider the following trust consensus scheme in continuous time.  

ii u=
.

ξ                       (6.1) 

 ∑
∈

)-(

iNj

ijiji wu ξξ=                                (6.2) 

 In [59], wij was taken as 
ij ij

a σ where 
ij

σ is a time-varying weighting factor 

chosen from any finite set. In [38], wij was taken as aijcij, where cij is the confidence 

node i has in its trust opinion of node j. Hence each node has an associated [ξ ,c], i.e. 
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trust and confidence which form a semi-group [86]. In [38], the weights cij were kept 

constant throughout.  

 In this paper, we propose the following local voting continuous-time trust 

protocol, 

 ( )
i

i ij ij j i

j N

u a ξ ξ ξ
∈

= −∑                                (6.3) 

 This protocol is bilinear in the trust values. Note that this defines a graph 

topology that stays constant, yet the edge weights are equal to
ij

ξ , the trust that node i 

has for its neighbor node j. The weighted adjacency matrix is defined 

by [ ] [ ]
ij ij ij

W w a ξ= = .  This defines a graph which has a constant topology given by the 

adjacency matrix A, yet whose edge weights vary as node i changes its trust opinion 

about its neighbor nodes. If ξ i’s are scalars, (6.3) can be rewritten as, 

       ( )
i

i ij ij j i

j N

u a ξ ξ ξ
∈

= −∑  

            

( ( ) ( ))

i i

ij ij j ij ij i

j N j N

i

a a

D t W t

ξ ξ ξ ξ

ξ

∈ ∈

= −

= − −

∑ ∑
 

   ( ( ) ( )) ( )
i i i

D t W t L t
i

ξ ξ ξ= − − = −                   (6.4) 

 Here, D(t) and W(t) are time-varying in-degree and weighted adjacency matrices 

respectively, that are functions of node trusts ξ . Also, L(t) is a time-varying matrix 

which is a function of node trusts. Note that the node trust vectors ( )
i

tξ  have nonzero 

entries 
ij

ξ  corresponding to the weights of incoming edges eji, which have aij = 1, but 

there may also be nonzero entries ( )
ij

tξ  that do not correspond to edges in the graph.  
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Thus, though a node i forms a trust opinion about more and more nodes as trust 

propagates through the graph, its direct trust neighbors (the graph edges coming into 

node i) never change, and are defined by the adjacency matrix A.   

 Since
i

ξ NR∈ , we must use Kronecker Product [31, 34] to write, 

 L(-
.

=ξ (t) ⊗ )
N

I ξ                     (6.5) 

where IN is an identity matrix of N×N. 

 Here, 
2

1[ ]T T T N

N
Rξ ξ ξ= ∈�  is the overall network trust vector. 

 The Laplacian L(t) corresponds to a time-varying trust graph G(t).  The initial 

Laplacian L(0) corresponds to the initial trust graph G(0). Note that the row sum of L(t) 

is zero for t∀ . Hence, L(t) has a zero eigenvalue corresponding to the right eigenvector 

of 1, where 1 is a column vector with all entries equal to one.   

 We also propose the following nonlinear local voting discrete-time trust 

consensus protocol based on the Vicsek model [88], 

 ∑ (
1

1
)()1(

iNj jij

i

ii
n

kk
∈+

+=+ ξξξξ - )iξ                  (6.6) 

 Equation (6.6) can be rewritten in the scalar case as, 

 Iki ()1( =+ξ - ))(( kDI + -1
)(kL ) )(kiξ  

 )()()1( kkFk ii ξξ =+                        (6.7) 

where  

 1 1( ) ( ( )) ( ) ( ( )) ( ( ))F k I I D k L k I D k I W k− −= − + = + + . 
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Since N

i
Rξ ∈ , we must use Kronecker product to write, 

     ( 1) ( ( ) ) ( )
N

k F k I kξ ξ+ = ⊗         (6.8) 

 Here, 
2

1[ ]T T T N

N
Rξ ξ ξ= ∈� . Note that F(k) is a time-varying stochastic matrix 

that depends on the trust values ijξ . The matrix F(k) corresponds to a time-varying trust 

graph G(k) with Laplacian L(k)  F(0) corresponds to the initial trust graph G(0) with 

initial Laplacian L(0). For each k, F(k) has a eigenvalue of one corresponding to the 

right eigenvector of 1, where 1 is a column vector with all entries equal to one. Even if 

F(k), F(k-1), F(k-2),…, F(0) are time-varying, the graph topology remains the same, 

only the weights in F change, which we prove in Section 6.3. 

 

6.3 Convergence of Trust 

 We say that a protocol achieves (asymptotic) consensus if for every i, j one has 

*( ) ( )
i j

t tξ ξ ξ→ →  in continuous-time, *( ) ( )
i j

k kξ ξ ξ→ →  in discrete-time, where *ξ  is 

called the consensus trust vector value.  If this occurs, then in the limit one has 
ip jp

ξ ξ=  

for all i, j so that all nodes arrive at the same trust value for each other at node p. 

 The main result of this paper is that the bilinear trust protocol (6.5) for 

continuous-time and (6.8) for discrete-time achieve asymptotic consensus for a trust 

graph G if and only if the initial trust graph G(0) has a spanning tree .  We are of course 

inspired by [59], which covers the case of linear integrator dynamics.  

 Two nonnegative matrices are said to be of the same type if their zero elements 

are in the same locations [59]. We will use the notation P ~ Q to denote that P and Q 
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are of the same type. Two graphs on the same nodes are of the same type if their edge 

sets are the same.    

6.3.1 Consensus in the Discrete-time Scheme 

  In this section, we prove that the trust consensus scheme in Equation (6.8) 

achieves asymptotic consensus for a trust graph G if the graph has a spanning tree. For 

each F(k) associate a set of graphs {G(k)}. Now, F is a time-varying function of the 

trusts with the initial trusts )0(iξ  in [0, 1]. Consider the local voting discrete time trust 

consensus scheme based on the Vicsek model in Equation (6.7). Let F(0) represent the 

initial directed graph G(0). If )0(ijξ is an edge in G(0) then )(kijξ is an edge for all G(k), 

for k 0≥ . This is formalized in the next result. 

 

Lemma 6.1: Consider a network with initial graph G(0) running the discrete-time 

consensus scheme in (6.8) with initial condition )0(ξ . Let 0)( >kijξ for some time 

instant 0≥k . Then 0)1( >+kijξ . As a result, G(k) for 0≥k are all of the same type. 

Proof: From Equation (6.8), each updated node trust is a weighted average of its 

neighboring trust values such that the weights are nonnegative and less than 1, because 

the row sum of F(k) and F(k) ⊗ IN is 1, i.e. they are stochastic. Equation (6.8) can be 

rewritten for each state as, 

 ∑ )()()1(
l

ljilij kkfk ξξ =+  

  ∑
≠

)()()()(
il

ljilijii kkfkkf ξξ +=  
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where fij(k) is the (i,j)
th

 element of F(k). Then by definition of F(k), we know that, 

1<)(≤0 kf ij , for i j≠ and 0<fii(k) ≤ 1. Also, fii= 0
1

1
>

+ in
. Hence, if 0)( >kijξ , the first 

term is always positive. The second term is a weighted average which once again is 

always nonnegative for non-zero initial trusts. Therefore, for 0≥k , if 0)( >kijξ , 

)1( +kijξ 0> .    

 Thus, if 0)0( >ijξ  is an edge weight for G(0), then 0,0)( >∀> kkijξ is an edge 

weight for G(k). Therefore, G(k), 0≥∀ k are all of the same type.                     ■ 

Theorem 6.1: The discrete time trust consensus scheme in Equation (6.8) achieves a 

trust consensus for ijξ (k) if and only if the initial graph G(0) has a spanning tree. 

Proof: Now G(0) has a spanning tree if and only if G(k), k∀ >0, has a spanning tree by 

Lemma 6.1. This is a necessary and sufficient condition for the union of graphs over 

any finite time interval to have a joint spanning tree. Therefore, the result (Theorem 3.8) 

in [59] and convergence of SIA from [91] proves the result.                      ■ 

 

 

Figure 6.1 A Six Node Directed Graph 

Example 6.1: Consider a six node network as shown in Figure 6.1. Let the 

initial 6)0( R∈ξ  selected randomly in [0, 1]. 
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 Figure 6.2 shows convergence of trust in a six node network with 6 states using 

the discrete time scheme given by Equation (6.8).                        ■ 
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Figure 6.2 Trust Consensus in the Discrete Time Scheme 

6.3.2 Consensus in the Continuous Time Scheme 

 In this section, we prove that the trust consensus scheme in Equation (6.5) 

achieves asymptotic consensus for a trust graph G if the graph has a spanning tree. For 

each L(t) associate a set of graphs {G(t)}. For the continuous time scheme, let 

L(t)=[lij(t)], lij ≥ 0, ji ≠ and ∑ =
j

ijl 0 . Let ),(φ 0tt be the corresponding transition matrix 

of L(t) and is defined as ),( 0ttφ = ...12)2()1(1)1( ∫∫∫
1

000

+++
σ

σσσσσσ
t

t

t

t

t

ddLLdLI From 

[59], we know that the transition matrix ),( 0ttLφ of L(t) is a nonnegative stochastic 

matrix with positive diagonal elements. Also, the corresponding transition matrix of 

L(t) ⊗ In is ),( 0ttLφ ⊗ IN which is once again a nonnegative stochastic matrix with 
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positive diagonal entries. In the same lines as in Lemma 6.1, we can prove the following 

Lemma. 

Lemma 6.2: Consider a network with initial graph G(0) running the continuous time 

consensus scheme in (6.5) with initial condition )0(ξ . Let 0)0( >ijξ . Then for ∀ 0>t , 

0)( >tijξ . As a result, G(t) for 0≥t are all of the same type.  

Proof: Solution of Equation (6.5) can be written as )0,(()( tt Lφξ = ⊗ IN) )0(ξ . This can 

be rewritten for each state as, 

 ∑
≠

)0()0,()0()0,()(
il

ljLilijLiiij ttt ξφξφξ +=                  (6.9) 

Here, the diagonal elements of )0,(tLφ ⊗ IN are always positive and therefore the first 

term in the RHS of Equation (6.9) will always be positive for 0)0( >ijξ .  The second 

term in the RHS of Equation (6.9) is always nonnegative since )0,(tLφ ⊗ IN is a 

nonnegative stochastic matrix with positive diagonal entries. Thus, if 0)0( >ijξ  is an 

edge weight for G(0), then 0∀,0)( >> ttijξ is an edge weight for G(t). Therefore, G(t), 

0≥∀ t are all of the same type.                         ■ 

Theorem 6.2: The continuous time trust consensus scheme in Equation (6.5) achieves 

trust consensus for ijξ  (t) if and only if the initial graph G(0) has a spanning tree.  

Proof: Now G(0) has a spanning tree if and only if G(t), t∀ has a spanning tree by 

Lemma 6.2. Also )0,(tLφ is a continuous function of L(t) for the interval [0, t]. This is a 

necessary and sufficient condition for the union of graphs over any finite time interval 
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to have a joint spanning tree. Therefore, the result (Theorem 3.2) in [60] proves the 

result.                   ■ 

Example 6.2: Consider the same six node network as shown in Figure 6.1. Let the 

initial 6)0( R∈ξ be the same as in Example 6.1. Figure 6.3 shows convergence of trust in 

a six node network with six states using the continuous time scheme given by Equation 

(6.5). It can be observed that the discrete time and the continuous time schemes give 

different consensus values for the same initial conditions.                      ■ 
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Figure 6.3 Trust Consensus in the Continuous Time Scheme 

6.3.3 Relation of the Continuous & the Discrete-time Protocols 

 The Laplacian L in the continuous time scheme is related to the stochastic 

matrix F in the discrete time scheme at each time instance. As shown in Figures 6.2 and 

6.3, the trust consensus using (6.8) and (6.5) do not converge to the same consensus. 

This is because the graph represented by F(k) is not the same as the graph represented 

by L(t). In fact,  

 F = I-(I+D)
-1

L                   (6.10) 
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It can be seen that the discrete time consensus scheme is the first order Euler 

approximation of the continuous time scheme given by, 

 =
•

iξ - )( DI +
-1

L iξ                   (6.11) 

 If this scheme is used, both the continuous time in (6.11) and the discrete time 

scheme in (6.8) would approximately converge to the same consensus. See Figures 6.4 

and 6.5. Here for the same network in Figure 6.2, initial trusts 6)0( R∈ξ  are selected 

randomly in [0, 1]. 
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Figure 6.4 Trust Consensus in the Discrete Time Scheme 
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Figure 6.5 Trust Consensus in the Continuous Time Scheme using scheme (6.11) 
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6.3.4 Network Containing Distrusted Nodes 

 Attacks on the security of networked systems can often be characterized in terms 

of malicious nodes [38, 86].  To characterize malicious nodes, negative trust values are 

needed.  For the case that trust is in [-1, 1] the situation is more realistic, interesting, and 

complex.  One can now talk about identifying and pruning out malicious nodes.  Here, 1 

means complete trust, 0 means no opinion, and -1 means complete distrust. When trust 

can take on negative values, many philosophical issues arise about how to propagate 

distrust.  i.e. if there are two negative trusts along a trust path, do negative values 

multiply?  This would mean that the enemy of one’s enemy is one’s friend.  One could, 

for instance, take here the ‘one step distrust’ paradigm from [38].  This means that if 

one has a distrusted neighbor, then one discounts all his opinions about any other nodes.  

Since we take the trust values as the graph edge weights, the edge weights can become 

negative as trust consensus propagates.  When this happens, we cut the edges to isolate 

the distrusted neighbor.  Figure 6.6(a) shows the ‘one step distrust model’ for a tree 

network. 

 Another method to account for negative trusts is to use the ‘Graph Pruning and 

Reconnection’ method. A simple algorithm to strip out distrusted nodes and reconnect 

the trusted nodes around it is shown in Figure 6.6(b).  In this algorithm, after a 

malicious node is pruned, its neighbors are fully reconnected along all the cut paths.  

This means that if the pruned node has in-degree of m and out-degree of n, then mn new 

edges are added.  This method has in fact been well studied in graph theory.  
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Figure 6.6 One Step Distrust Model for negative trusts (a), Graph Pruning to remove the 

distrusted node (b) 

 

6.4. Team Behaviors Based on Trust 

 

Different team behaviors will emerge automatically depending on the trust each 

node has for its neighbors, e.g. flock [43, 84, 85], or swarm [24, 25] with trusted 

neighbors, follow trusted leader, avoid enemy node. In this section we explore flocking 

behavior in a distributed network of agents.  

6.4.1 Flocking in a Network of Trusted Nodes 

 The flocking model consists of three steering behaviors which describe how an 

individual agent maneuvers based on the positions and velocities of the neighboring 

flock-mates (Reynolds’ rules [63]):  

1. Separation: steer to avoid closely located flock-mates.  

2. Alignment: steer towards the average heading of local flock-mates. 

3. Cohesion: steer to move toward the average position of local flock-mates. 

(a) (b) 

Distrusted Node 

Distrusted Node 
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 The superposition of these three rules results in all agents moving in a formation 

[8, 16], with a common heading while avoiding collisions. Generalizations of this 

model include a leader follower strategy, in which one agent acts as the group leader 

and the other agents would just follow the aforementioned rules, resulting in leader 

following. 

 Consider the node dynamics having local rule, 

 ( )
c
i

i ij ij j i

j N

x w x x� ξ
∈

= −∑                   (6.12) 

with wij some control graph edge weights (control gains) and c

i
N  the control 

neighborhood of node i.  Suppose the trust of node i for node j satisfies the bilinear trust 

local voting dynamics, 

    ( - )
t
i

i ij ij j i

j N

a�ξ ξ ξ ξ
∈

= ∑                  (6.13) 

with t

i
N  the trust neighborhood of node i. Note that this is a coupled system. 

Example 6.3: Let xi represent the heading of node i in a formation.  Consider the 

formation graph shown in Figure 6.7.  First we run the trust update protocol above on 

the case of fully trusted nodes.  That is, the initial trust vectors )0(iξ  of the nodes have 

all entries positive or zero.  Then, as the trusts change, the edge weights change but stay 

positive, so the graph structure is preserved.  Then, all nodes converge to the initial 

heading value x1(0) of the leader. 
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Figure 6.7 Tree network with one leader and five followers 

 Let the initial 6)0( R∈ξ  selected randomly in [0, 1]. Figure 6.8(a) shows that the 

trusts of the followers converge to the initial trusts of the leader node. Let the heading 

of each node be 1
R∈θ . Figure 6.8(b) shows the heading consensus in this network. 

Here, the heading of the followers converge to the heading of the leader. Note that even 

if the node headings are negative, the network heading will converge since )0(ξ is in [0, 

1].  
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Figure 6.8 Convergence of trusts of all the nodes (a), Convergence of headings of all the 

nodes in a tree network (b) 

 

 Figure 6.9 shows the motion of each node with the follower node headings 

converging to the heading of the leader node. Here the velocity of each node is 

considered to be the same.                                                                                            ■ 
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Figure 6.9 Convergence of headings of all the nodes in a tree network 

6.4.2 Flocking in a Network Containing Distrusted Nodes 

 When the trust consensus scheme is used for trust values in [-1, 1], we make use 

of methods described in Section 6.3.4 to either disconnect the distrusted node or use 

pruning and reconnection.  

Example 6.4: Pruning Distrusted Node in Flocking  

 Here we consider one distrusted node i.e. node 5.  Specifically, the initial trust 

vectors )0(iξ  of the nodes have most entries positive or zero, but several of nodes have 

negative initial trust values 
5(0)iξ  for node 5.  If the bilinear trust update algorithm is run 

on this graph, the trust consensus for node 5 eventually becomes negative, and its edge 

is cut from the group.  Its follower (node 6) follows it.  Neither reaches the leader’s 

consensus heading. This is shown in Figure 6.10.                                  ■ 
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Figure 6.10 Pruning malicious node 5.  Its follower 6 is also pruned. 

Example 6.5: Pruning and Reconnection 

 In this example we consider that, though node 5 eventually becomes distrusted, 

all nodes in fact continue to trust node 6.  The bilinear trust consensus scheme is run 

again, but when node 5 is pruned out, its follower node 6 is reconnected to the leader 

node 1.  Now, all nodes except node 5 achieve the consensus heading. Figure 6.11(a) 

shows the convergence of trusts and Figure 6.11(b) shows the convergence of the 

headings. It can be seen that the heading of node 6 converges to the heading of the 

leader when network reconnection is used. Figure 6.12 shows the motion of each node 

with the follower node headings converging to the heading of the leader node while 

node 5 remains completely disconnected and never converges to the heading of the 

leader.                                                       ■ 
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 (a) 

(b) 

Figure 6.11 Convergence of trusts of all the nodes (a), Convergence of headings of all 

the nodes in a tree network after pruning and reconnection (b) 
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Figure 6.12 Pruning malicious node 5 with reconnection of its trusted follower 6. 
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6.4.3 Formations in a Distributed Network 

Formation of autonomous vehicles refers to a set of spatially distributed vehicles 

whose dynamic states are coupled through a common control law. Following shows an 

easier way to maintain formations in a desired configuration.  Moreover, as the desired 

configuration changes, the formation can quickly be moved into the new desired 

structure. 

Consider the following dynamics, 

 Fkx ()1( =+ (k) ⊗ I3) )(kx                  (6.14) 

 Fk ()1( =+ξ (k) ⊗ IN) )(kξ                  (6.15) 

 Here x = ])...()()[( 21
Td

N
TdTd xxx  with 3d

i
x R∈  the desired (x,y,z) position of node i 

in the formation with respect to the leader.  All other nodes take their initial states as 

their own actual initial positions. Also note that F is a time-varying function ofξ . For a 

tree structure with leader as the root node, the consensus value assuming constant trust 

values is given by xss = x1(0).   

Example 6.6: For the same tree network in Example 6.5, we want the desired positions 

of the nodes in the hexagonal formation structure. Let the initial state leader contain the 

desired formation positions.  If we run the above coupled node dynamics and bilinear 

trust update, all nodes converge to the initial state of the leader, i.e. to their desired 

formation positions as shown in Figure 6.13.  If the desired relative positions of all or 

some of the nodes change, then the leader simply resets xss = x1(0), and all nodes will 
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automatically converge to the new consensus trust and positions, as specified by the 

leader in its initial state vector.                         ■ 
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Figure 6.13 Convergence of positions of all the nodes in a tree network to a hexagon 

formation 

 

 Chapter 7 concludes the work in this dissertation with some ideas on future 

work. 
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CHAPTER 7 

CONCLUSION 

7.1 Conclusion 

 This dissertation presented novel matrix-based methods for decision and control 

in distributed cooperative systems. A novel matrix-based Discrete Event Controller has 

been implemented for task planning and resource dispatching in a distributed network 

consisting of stationary ground sensors and mobile agents. 

 A new matrix-based algorithm has been developed and implemented for 

deadlock avoidance in systems consisting of shared resources and utilizing dynamic 

resource assignment. The analysis of deadlock is based on objects called critical siphons 

and critical subsystems in such systems.   

 The analysis of deadlock avoidance becomes even more difficult when routing 

of tasks and resources are involved. The critical siphons and critical subsystems have to 

be redefined. This dissertation presented a new matrix-based approach for deadlock 

avoidance in such systems. This work proved that the new approach is a generalized 

approach that can be used for systems with or without routing. This work also presented 

a method for tackling a certain pathological conditions called second order deadlocks 

using a regularity test.  

 In the presence of numerous agents in a distributed network, a collective 

decision can be made based on the individual decisions of agents which is called data 
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fusion. Dempster Shafer (DS) theory has been extensively used in the past for data 

fusion since it provides an excellent framework for conditions involving uncertainty. 

This dissertation provided a new matrix formulation for updating evidence and 

computing beliefs and plausibilities in DS theory. The work also showed how evidence 

theory can be used in routing systems with a case study on Condition Based 

Maintenance. 

 Finally, this work presented a framework for trust propagation and maintenance 

in a network of nodes or mobile agents that yields global consensus of trust under rich 

enough communication structure graphs.  This work considered the case where the 

graph structure is a time-varying function of the trusts based on the graph connectivity 

which makes the trust consensus scheme bilinear. This trust consensus is incorporated 

into cooperative control laws that depend on local information from neighboring nodes, 

yet yield team-wide desired behavior such as flocking and formations. 

7.2 Future Research 

 This research considered the problem of deadlocks in MRF and FMRF systems. 

There are other types of distributed cooperative systems having different structural 

properties. FMRF is a general form of MRF systems. The FMRF structure differs from 

PN structures such as ES3PR (Extended S3PR) or S3PGR2 (System of Simple 

Sequential Processes with General Resource Requirements). Such structures make use 

of more than one resource for a given task. Deadlock prevention in such systems is well 

studied. We need to investigate deadlock avoidance algorithms in such systems. 
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 In the case of trust propagation and maintenance in a distributed network, the 

final consensus value of all the nodes is well defined for graphs that are strongly 

connected and balanced with constant edge weights.  For a weaker case such as a 

spanning tree, the final consensus value is not known even if the convergence of trusts 

has been proven.  

 The bilinear trust propagation scheme mentioned in this dissertation is more 

flexible than the constant edge weight case, which assumes that each node continues to 

put the same weight on the opinions of its neighbors even though its trust about those 

neighbors changes.  However, analysis is a bit more tricky and interesting.  In fact, note 

that the steady-state or consensus values of trust obey the quadratic 

equation 0 ( ( ) )
N

L t I ξ= − ⊗ . It would be interesting to investigate the final consensus 

value of trusts for different graph structures using the bilinear trust consensus scheme. 

 The convergence rate of trust consensus protocols depends on the Fiedler 

eigenvalues [52]. Figure 7.1 shows the Fiedler eigenvalues for continuous and discrete-

time cases. Note that the continuous-time trust update scheme converges faster than the 

discrete-time scheme.  This has to do with the way the Fiedler eigenvalue 2 ( )Lλ  maps 

to the Fiedler eigenvalue 2 ( )Fλ .  Note further that the analysis is complicated by the 

fact that L and F are both time-varying. 

 Figure 7.1 shows the Fielder eigenvalue of F(k) for the discrete-time trust update 

(figure 7.1 (a)) and L(t) for the continuous time update (figure 7.1 (b)) for the examples 

6.1 and 6.2.  Also shown in figure 7.1 (a) is the Fiedler eigenvalue of L(k) in discrete-
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time for example 6.1.  Interestingly, the Fiedler eigenvalues of L(k) and L(t) converge to 

the same value. 

 It is interesting that the small-world model [38] has a Fiedler eigenvalue that 

decays quickly, so that information propagates quickly in this model and consensus is 

quickly achieved.   
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Figure 7.1 Fiedler Eigenvalues of F and L, Discrete time case (a), Continuous time case 

(b) 

 

 Baras et al., [86] study convergence and convergence rates in trust propagation 

using the Fiedler eigenvalue, and show means to speed up the convergence rate.  It is 

interesting to study the design of good communication graph structures for trust in 

networked teams such that the Fiedler eigenvalue has the fastest decay rate.   
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