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ABSTRACT 

SOLID-STATE DEVICES FOR DETECTION 

 OF DNA, PROTEIN BIOMARKERS 

 AND CELLS 

 

Waseem Asghar, PhD 

 

The University of Texas at Arlington, 2012 

 

Supervising Professor:  Samir M. Iqbal 

 Nanobiotechnology and BioMEMS have had tremendous impact on biosensing in the 

areas of cancer cell detection and therapeutics, disease diagnostics, proteomics and DNA 

analysis. Diseases are expressed on all levels including DNA, protein, cell and tissue. Therefore 

it is very critical to develop biosensors at each level. The power of the nanotechnology lies in 

the fact that we can fabricate devices on all scales from micro to nano.  

This dissertation focuses on four areas: 1) Development of nanopore sensors for DNA 

analysis; 2) Development of micropore sensors for early detection of circulating tumor cells 

(CTCs) from whole blood; 3) Synthesis of nano-textured substrates for cancer isolation and 

tissue culture applications; 4) Fabrication of nanoscale break-junctions. All of these sensors are 

fabricated using standard silicon processing techniques. Pulsed plasma polymer deposition is 

also utilized to control the density of the biosensor surface charges. These devices are then 

used for efficient detection of DNA, proteins and cells, and can be potentially used in point-of-

care systems. Overall, our designed biosensing platforms offer improved selectivity, yield and 

reliability. Novel approaches to nanopore shrinking are simple, reliable and do not change the 

material composition around the pore boundary. The micropores provide a direct interface to 
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distinguish CTCs from normal cell without requiring fluorescent dyes and surface 

functionalization. Nano-textured surfaces and break-junctions can be used for enhanced 

adhesion of cells and selective detection of proteins respectively.  
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CHAPTER 1 

INTRODUCTION 
 

The field of nanotechnology has seen unprecedented growth and development in last 

few years. It has been even termed as a “disruptive technology”, a technology that can 

sustainably overturn the existing dominant technological paradigms in the act of its evolution. 

These areas hold some of the greatest promises, drawing up contributions from chemistry, 

physics, biology, materials science, medicine and engineering. Integration of biology and silicon 

at the micro and nano scale offers tremendous opportunities for solving important problems in 

biology and medicine and enables a wide range of applications in diagnostics, sensing, 

therapeutics, and tissue engineering. Much of current research focuses on the integration of 

biomedical engineering, nanoscience and nanotechnology, with particular focus towards their 

application in diverse areas like bio-sensors, proteomics and detection of CTCs. The sensing 

and characterization of biological entities, processes and interactions, by electrical means and 

novel nanoscale devices will have an immediate and far reaching impact in life sciences.  

1.1 Structure of Dissertation 

The overall goal of this work is to design highly sensitive solid-state devices for 

analyzing the DNA, detection of circulating tumor cells (CTCs), rapid fabrication of break-

junctions and synthesis of nano-textured surfaces from chicken eggshell. This dissertation is 

divided into 7 chapters. The breakdown of chapters is given below: 

1.1.1  Introduction (Chapter 1) 

This chapter is meant to introduce the reader to the drive and objective behind the 

entire research work. It also explains the advantages of using nanotechnology in medicine. 
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1.1.2  Background and Literature Review (Chapter 2)  

Chapter 2 reviews the literature about the state of art in nanopore fabrication methods, 

etching process, DNA analysis, pulsed plasma polymer deposition, CTCs properties, cancer 

detection and isolation significance, current biosensors and their limitations, recent 

developments in nano-textured surfaces and methods to fabricate break-junctions.  

1.1.3  Nanopore Based Solid-State Sensors for DNA Analysis (Chapter 3)  

Solid-state nanopores are important candidates to be used as biosensor platforms. The 

nanopore shrinking is done using electron or ion beam sculpting. Both of these processes are 

time consuming and require expensive equipment. We developed a nanopore shrinking method 

using direct thermal heating. We have successfully reduced the nanopore diameter to sub-ten 

nanometers using direct heating. Our fabrication method can be used to batch fabricate an 

array of nanopores.  

Pulsed plasma polymer deposition is used to control the surface charges and 

composition of polymer films. We have developed a process to reduce nanopore diameter using 

pulsed plasma assisted deposition of methacrylic acid films. The surface charges on the 

nanopore walls have been controlled by this process. The nanopore surface charges plays very 

important role in controlling the DNA translocation through the nanopore. The translocation 

velocity of DNA can be controlled by nanopore wall charges. We have also showed the DNA 

translocation through these nanopores.  

Passing DNA through the solid-state nanopore generates millions of recorded data 

points. Processing of such a huge amount of data is beyond the capabilities of an individual 

computer machine, especially for real-time processing. Furthermore, the process of finding 

pulses in the data is currently performed offline using manual analysis, which is subjective, 

tedious, time-consuming, and error prone. In order to address these issues, we have developed 

a solution by coupling advanced input/output (I/O) techniques of computer architecture with 

graphical processing unit (GPU) based algorithms. Our approach has shown significant 
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improvements in real-time pulse detection and can be used as an integral part of the next-

generation production systems.       

1.1.4  Solid-state Micropore Sensors for Detection of Cancer Cells (Chapter 4)  

The circulating tumor cells (CTCs) are believed to detach from the solid tumor and 

spread through blood to secondary tissues. Precise quantification of CTCs in the peripheral 

blood can be used for early-diagnosis and to help against metastasis of disease. Current CTC 

detection and quantification approaches either give lower than desired yield or involve 

fluorescent tags for counting.  Some of the processes are laboratory dependant and very 

expensive requiring equipment like optical flow cytometry. We developed solid-state micropore 

based detection systems for precise quantification of CTCs from whole blood. Our method does 

not require fluorescent tags and give higher detection efficiency. Chapter 4 covers the 

micropore fabrication process, platform development, CTCs quantification and detection 

experiments.      

1.1.5  Nanotextured Scaffold from Chicken Eggshells (Chapter 5)  

The surfaces with nano-structures, dense nanopores and high surface area are 

considered ideal in many detection and tissue engineering applications because of the 

topographical resemblance with extracellular matrix (ECM). Therefore processes to make 

surfaces with nano-texture are highly desirable. Secondly, the textured surfaces have found a 

lot of application in biosensors, proteomics and light emitting diodes. We have developed a 

simple and inexpensive process to make nano- and micro-textured substrates using chicken 

eggshell. Chapter 5 describes the synthesis of micro and nano-textured surfaces from chicken 

eggshell using wet chemical etching. Standard material characterization techniques were used 

to perform pre- and post- composition analysis of eggshell scaffolds. Chapter 5 also covers the 

laminin protein attachment and fibroblast cell proliferation studies on micro and nano-textured 

surfaces.   
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1.1.6  Rapid Nano-manufacturing of Break-Junctions using Focused Ion Beam (FIB) and 
Electromigration (Chapter 6)  

Nano break-junctions are composed of two metal wires with nanogap between them. 

They have been used to study the electrical transport properties of the molecules. These are 

typically fabricated using e-beam lithography or electromigration. Both of these processes are 

either limited by long processing times or give less that desired yield. We have developed a 

break-junction fabrication process using FIB scratching followed by electromigration. The 

fabrication method is rapid and gives higher yield. We can control the location of the FIB scratch 

and hence the final nanogap. Chapter 6 covers the fabrication process of gold break-junctions 

in details.   

1.1.7  Future Research Directions (Chapter 7) 

Chapter 7 covers the future directions and potential use of developed biosensing 

platforms. It includes the scope of more work that could supplement/complement current work.      



 

 5 

CHAPTER 2  

BACKGROUND AND LITERATURE REVIEW 
 

2.1 DNA Sequencing and Analysis 

2.1.1  Structure of DNA 

 Deoxyribonucleic acid (DNA) is the genetic material found in all living organisms [1-3]. It 

is present inside the nucleus of the cell. It encodes the architecture and functions of cells [4, 5]. 

The DNA is composed of two polynucleotide strands wrapped together to form a helical 

structure, called the DNA double helix [6-8]. It consists of four building blocks also called bases 

naming Adenine (A), Thymine (T), Guanine (G) and Cytocine [6]. The two DNA strands are held 

together by hydrogen bonds between two pairs of bases, A and T (2 hydrogen bonds), and G 

and C (3 hydrogen bonds). For instance, if the sequence of one strand is 5’-ATGCAAGG-3’, the 

sequence of other strand will be 3’-TACGTTCC-5’. The two nucleotide strands run antiparallel 

to each other and form DNA helix structure. Each nucleotide consists of phosphate group, 5-

carbon sugar and nitrogenous base.            

2.1.2  DNA Sequencing and Analysis 

 As many diseases and phenotypic characteristics are first expressed at DNA level, it is 

highly desirable to sequence the DNA base by base. Since 1990s, DNA sequencing has been 

carried out with capillary based Sanger biochemistry [9-11]. DNA to be sequenced is prepared 

by polymerase chain reaction (PCR) amplification with primers that flank the target. The output 

of the PCR reaction is many PCR amplicons present within same reaction volume. The primer 

is complementary to the known sequence immediately flanking the region of interest. Each 

round of primer extension is terminated by the attachment of fluorescently labeled 

dideoxynucleotides (ddNTPs). In the resulting mixture, the label on the ddNTPs of any given 
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fragment corresponds to nucleotide identity. Capillary based polymer gel electrophoresis is 

used to separate single-stranded, end labeled extensions. As fragments of discrete lengths exit 

the capillary, laser excitation is used to detect the fluorescent labels. The recorded data is 

further analyzed by computer software to build the DNA sequence. The whole process is 

described briefly in Figure 2.1. In DNA microarray sequencing, oligonucleotide probes are 

tethered to the chip with many possible combinations. Labeled target nucleic acid fragments are 

hybridized to the array of tethered oligonucleotides. Image scanning and post data analysis 

techniques are used to sequence the target fragments.  

 

Figure 2.1 Workflow of conventional Sanger DNA sequencing. Reprinted by the permission from 
Nature Publishing Group Ltd: Nature Biotechnology [12], copyright (2008) 
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2.2 Nanopore Biosensors for DNA and Protein Analysis 

2.2.1  Nanopore Biosensors 

 Despite major advancements in the field of DNA sequencing, there is still a lot 

of room to develop an inexpensive and efficient platform. One of the most compelling 

advantages of possible nanopore sequencing and analysis is the prospect of inexpensive 

sample preparation requiring minimal chemistries or enzyme-dependent amplification. 

Nanopore based biosensor can eliminate the need for nucleotides and polymerases or ligases 

during readout. Thus, the costs of nanopore sequencing are projected to be far lower than 

ensemble sequencing by the Sanger method, or any of the recently commercialized massively 

parallel approaches. Nanopores have emerged as novel platforms for DNA and protein analysis 

[13-20]. In these studies, translocations of biological molecules are monitored using a dual 

compartment setup, with the compartments separated by a membrane having a single 

nanopore [21-31]. An applied potential produces a steady-state ionic current flow from one 

compartment to the other. For example, passage of negatively charged DNA molecules through 

the nanopore provides characteristic current blockade pulses for each particular analyte.  

Nanopore biosensors have been used to study various biophysical properties including 

sequence based DNA detection and stretching [32-34].  Such a label free electrical detection 

platform is adapted for protein biomarkers and other larger macromolecules.   

2.2.2  Protein Nanopores 

The biological nanopores, also called ion-channels, are important parts of living 

organisms; providing paths for specific transport of ions or macromolecules in cells and 

organelles. The functionalization of synthetic nanopore channels can also be used to explore 

the nature of cationic selectivity in the regulation of cellular processes [35-42]. The graphic for 

α-Hemolysin (α-HL) protein is shown in Figure 2.2. α-HL is a protein toxin from bacteria 

Staphylococcus Aureus, with diameter of 2.6 nm [43]. An artificial lipid bilayer of diphytanoyl 

phosphatidylcholine was formed across an orifice of 0.1 mm. The orifice was separating two 
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buffer filled compartments. Once α-HL was added to one of the compartments, it reconstructed 

into an ion-channel. When DNA was added to cis side of the protein channel, it translocated 

towards the positive electrode under applied potential. DNA moved towards the positive side as 

it has net negative charge. When DNA passed through the protein nanopore, it gave distinctive 

current blockage pulses. The length of the DNA was correlated to the pulse width and pore 

blockage was correlated to pulse height or magnitude [43].    

 

Figure 2.2 Shows a typical α-HL protein nanopore is shown (right). And characteristic current 
pulses are shown at left. When target molecule passes through the nanopore, it give distinctive 

current  blockage pulses. Reprinted by the permission from Nature Publishing Group Ltd: 
Nature Biotechnology [44], copyright (2008) 

 

Meller et al. showed that nucleotide of different sequences could be differentiated from 

each other based on their current blockage pulse shape [45]. Polymers with the same length but 

different sequences were analyzed. The translocation events were characterized by their pulse 

shape. The pulse width of poly(dA)100 and poly(dC)100 were analyzed to be different although 

these had same length as shown in Figure 2.3. The different polymers could be discriminated in 

a mixture. 
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Figure 2.3 Shows current pulses of 10 events recorded from a mixture of equal molar 

concentrations of poly(dA)100 and poly(dC)100. The individual events are identified, on the basis 
of tD (translocation time/pulse width). ϰ represents the confidence in the molecule identification, 

Reprinted by permission from PNAS [45], copyright (2000)  

In another report, Bayley et al. demonstrated the attachment of single strand DNA 

(ssDNA) inside protein nanopore [34]. Two ssDNA targets, one complementary to the tethered 

DNA and other with just a single base mismatch, were used for translocation study. The binding 

of the target ssDNA with tethered ssDNA affected the shape of current blockade pulses. Two 

targets could easily be discriminated based on their pulse width and pulse magnitude as shown 

in Figure 2.4 [34]. Using an array of protein nanopores with tethered DNA, complete codon in an 

individual DNA strand was sequenced. They did not look into the differences in translocation 

events for a target DNA through a nanopore without the tethered DNA. Some other research 

groups have analyzed the effects of applied voltage, temperature and salinity of buffer solution 

on translocation characteristics of DNA [46, 47].    
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Figure 2.4 when perfect complementary target DNA translocates through the nanopore. (b) 
Translocation pulses when single base mismatch target DNA translocates through the pore. 
Reprinted by permission from Nature Publishing Group: Nature Biotechnology [34], copyright 

(2001) 

2.2.3  Solid-State Nanopores (SSNs) 

 Protein nanopores have inspired the fabrication of solid-state nanopores [13, 21, 23, 24, 

44, 48-58]. Solid-state nanopores have advantages over protein nanopores as these can be 

fabricated easily on large scale. Solid-state nanopores can withstand varying experimental 

conditions including higher temperature, higher salinity and solution with higher pH values [58]. 

We have more control on nanopore diameter, channel length and material selection. These also 

have power to detect specific genes, thus ability to forewarn susceptibility to different diseases. 

Methods to fabricate and functionalize solid-state nanopores are already well developed. The 

functionalization of solid-state nanopores provides the ability to discriminate single base 

mismatch in any single strand of DNA [55]. 

2.2.4  Fabrication of Solid-State Nanopores 

 Researchers have developed many fabrication methods for efficient synthesis of SSNs 

[18, 24-26, 28-31, 48, 59, 60]. Researcher at Harvard University pioneered the drilling of 

nanopores in silicon nitride thin films using argon ion beam [61, 62]. They found that ion 

(a) (b)
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interactions with thin films involved surface erosion and surface diffusion. Surface erosion 

resulted in opening of a pore while surface diffusion involved matter transport resulting in 

closing or shrinking of a pore. Since then a lot of different processes are developed such as 

feedback controlled chemical etching, ion sculpting, electron beam sculpting, and laser heating 

[52, 63-65]. The typical nanopore fabrication process involves standard silicon fabrication 

methods such as oxidation, photolithography, dry and wet chemical etching, ion/electron beam 

drilling and scanning electron microscope (SEM) analysis. Most of the processes involve the 

fabrication of thin membranes as the first step. The process flow to fabricate thin oxide 

membrane is shown in Figure 2.5.        

 
Figure 2.5 Process flow of fabricating oxide membrane, used for ion/electron drilling. The 

process starts with a bare silicon wafer which is oxidized at a temperature > 900 oC. Resist is 
then applied to one side of the wafer. Photolithography, buffered hydrofluoric acid etching, 

acetone wash, and tetramethylammonium hydroxide (TMAH) etching completes the process 
flow [66]. Reprinted by permission from Springer, coypright (2011) 

 

2.2.4.1 Anisotropic Wet Chemical Etching 

One of the fundamental processes in the fabrication of SSNs is the fabrication of thin 

membrane. The free standing membranes can be fabricated by anisotropic wet chemical 

etching using tetra-methyl-ammonium-hydroxide (TMAH) [67-69]. A variety of 

microelectromechanical devices, diaphragms, structures and cantilevers are fabricated by an 

After OxidationSi Wafer After Resist Coat

After Wet Etch of 

SiO2

After LithographyAfter TMAH Etch of 

Si
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anisotropic etching of (100) silicon wafers. Other chemicals such as potassium hydroxide 

(KOH), ethylenediamine-pyrocatechol-water (EDP), and hydrazine-water solutions are also 

used for directional etching of Si [70]. Some of the etchants are not CMOS compatible, for 

example, the presence of potassium ions during KOH etching can destroy the device because 

potassium ions are fast diffuser in Si. Therefore, a lot of research groups have been working 

with TMAH. The addition of TMAH into etching solution produces excess of OH- ions which are 

necessary for the formation of water soluble silicate complex. The whole chemical reaction is 

shown by Equations 2.1-2.5. 

( ) ( )3 34 4
CH NOH CH N OH

+ −
→ +    (2.1) 

The etching of Si occurs in series of chemical reactions which involves first the 

oxidation of Si surface and then chelation process that forms water soluble product [71]. The 

oxidation process is expressed as 

 ( )
++- -

2
Si+2OH Si OH +4e→     (2.2) 

++ --

2 2 2 2Si(OH) 4OH SiO (OH) 2H O
−

+ → +   (2.3)  

And the chelation process is expressed as 
-

2 2
4H O 4e 4OH 2H

−
+ → +     (2.4)  

The overall process is expressed as  

( )
---

2 2 22
Si+2OH 2H O SiO OH +2H+ →   (2.5) 

The Si etch rate increases as the concentration of TMAH increases from 2% to 4% and 

decreases with further increase in TMAH concentration. The etch rate of p-type Si is slightly 

lower that n-type Si [72]. The etch rate is affected by TMAH concentration and solution 

temperature, as shown in Figure 2.6. 
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Figure 2.6 Etching rates of Si (h k l) planes in TMAH solution vs. TMAH concentration, T = 80 

oC: Solid lines, T = 70 oC: Dotted lines. Reprinted by permission from Elsevier: Sensors and 
Actuators A: Physical [69], copyright (2001) 

 
Isopropyl alcohol (IPA) is found to be very affective additive to increase the smoothness 

of Si etched in TMAH solution. It is also known that IPA decreases the etch rate of Si wafer as 

shown in Figure 2.7. It is suggested that reduced etch rate by IPA addition is due to the physical 

adsorption of IPA ions onto Si surface which blocks the contact of hydroxyl ions to react. This 

results in reduced chemical activity and hence reduces the overall etch rate [69]. The resulted 

smooth Si surface is believed to be due to less aggressive Si etching after IPA addition [69]. 

Addition of IPA in KOH solution has also been found to reduce the Si surface roughness.     
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Figure 2.7 Etching rate of Si (h k l) planes in TMAH vs. TMAH+IPA concentration at 80 oC [69]. 
The plots shows that etch rate is reduced by addition of IPA into TMAH solution. Reprinted by 

permission from Elsevier: Sensors and Actuators A: Physical [69], copyright (2001) 

2.2.4.2 Ion and Electron Beam Sculpting processes   

         Once the free standing membrane is fabricated, nanopore needs to be drilled. Electron 

and ion beam sculpting processes are used to drill nanopores [62, 73]. During the sculpting 

process, the ion or electron beam is focused on small area of thin membrane; it melts the 

surface locally and drills a nanopore inside a membrane. The beam intensity and shape play 

very important role in determining the initial pore diameter. Li et al. had used feedback 

controlled ion beam sculpting process to make a nanopore in silicon nitride (SiN) membrane 

[62]. The ion beam sculpting system is shown in Figure 2.8. They made a bowl shaped cavity at 

one side of the membrane and then used ion beam to sputter SiN layer by layer until a 60 nm 

pore was opened. They found that continuous ion beam exposure had started shrinking the 

pore. Two processes of ion beam erosion and atomic flow of matter were putatively occurring at 

the same time.    
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Figure 2.8 Ion beam sculpting process. (a) Schematic showing the thin nitride membrane 

fabrication and 60 nm pore drilled using ion beam. (b) The feedback controlled ion beam milling 
setup. Reprinted by permission from Nature Publishing Group: Nature [62], copyright (2001) 

 

Dekker and coworkers at Delft University used electron beam sculpting to first drill a 

nanopore and then to reduce its diameter as shown in Figure 2.9 [64]. Their process allowed in 

situ imaging of the nanopore during drilling. The electron beam softened the material around the 

nanopore which flowed to shrink the pore. They found that nanopore shrinking was possible if r 

< h/2, where “r” was the radius of the nanopore and “h” was the channel length or thickness of 

the membrane. The soft material flowed in a direction to achieve morphology of minimum 

surface free energy. Chang et al. also showed similar results with field emission scanning 

electron microscope (FESEM) [52]. They used silicon on insulator (SOI) wafer to make thin 

membrane. They reported shrinking of 50 nm pores to 10 nm. They proposed “radiolysis” as the 

mechanism for nanopore shrinking under FESEM. They proposed that previous assumption of 

pore shrinking due to electron beam irradiation was not applicable to porous and polycrystalline 

Si.      

(a) (b)
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(f)(e)(d)

(c)(b)(a)

(g)

 

 
Figure 2.9 (a) cross-sectional view of the nanopore and the membrane. (b) Scanning electron 
microscope image for the fabricated nanopore after oxidation. (c) Cross-sectional view of the 
nanopore under electron beam irradiation. (d-g) Sequence of micrographs show the electron 

beam induced shrinking process. The final nanopore diameter is 3 nm. Reprinted by permission 
from Nature Publishing Group: Nature Materials [64], copyright (2003) 

2.2.4.3 Nanopore Shrinking with Material Deposition    

Besides electron and ion beam shrinking processes, diameter of SSNs can also be 

reduced using thin layer of deposited material. In one report, nanopore diameter was reduced to 

sub ten nm by selective electron-beam-assisted deposition of silicon dioxide [24]. Tetraethyl 

orthosilicate was decomposed by electron beam and deposited inside the nanopore to reduce 

the pore diameter. The reservoir for gas precursor was maintained at constant temperature to 

have stable gas pressure. Ion beam can also be used to deposit silicon dioxide inside the 

nanopore [74]. Chen et al. used atomic layer deposition to fine tune the nanopore surface 
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composition and reduced SSN diameter [54]. Alumina was deposited layer by layer to control 

the shrinking process. Alumina coating on nanopores reduced the defects made by FIB and 

eliminated the surface charges.       

2.2.4.4 Functionalization of Solid-State Nanopores     

Solid-state nanopores are functionalized for selective sensing of DNA and other 

biomarkers. Attachment of selective probes and surface charges on nanopore walls plays very 

critical rule in selective bio-sensing. Siwy et al. proposed the idea of protein biosensors. They 

attached biotin at the entrance of gold nanotubes for selective sensing of biomarkers. When 

target molecule tried to translocate through the nanopore, it got attached with the molecular 

recognition agent that resulted in complete blockage of ionic current [75-77]. They also attached 

thiol modified DNA probes inside the gold nanotube [20]. Nilsson et al. functionalized the SSN 

with acrylamide-terminated ssDNA probes. The attachment of ssDNA probes inside the SSN 

reduced the pore diameter which was confirmed with IV measurements [78]. Iqbal et al. used 3-

aminopropyltrimethoxysilane, forming a silane layer, and the nanopore channel was further 

functionalized with a homo-bifunctional agent [55]. SSN was functionalized with an amine-

modified ssDNA probe. In order to make a hair-pin loop out of the probe DNA, the probe was 

engineered to have complementary sequences at both ends of the molecule as shown in Figure 

2.10. The hair-pin loop orientation was used to further analyze single-mismatch base pairs of 

DNA during translocation. They successfully discriminated perfect complementary DNA from 

single-base mismatched DNA.  

The sequence of a DNA segment can’t be determined at high translocation velocity. At 

higher translocation velocity, it’s almost impossible to get useful information about a single base 

pair of DNA due to the limitations of the electronic detection systems. The typical translocation 

velocity through 10 nm nanopore is about 27-30 nucleotides/µs [21]. DNA translocation velocity 
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2.3 Detection of Circulating Tumor Cells (CTCs) 

2.3.1  Metastasis 

 Carcinogenesis is a process by which normal cells are transformed into cancer cells on 

cellular and genetic level. It can be induced by chemical and physical factors [85-87]. Cancer 

cells can migrate into surrounding tissue and vasculature, travel in blood circulation to distant 

organs and form a secondary cellular colony. This process is called metastasis as shown in 

Figure 2.11. Epithelial cells which play very important structural and functional role in body 

organs are attached with each other and the tissue by cell-to-cell and cell-to-extracellular matrix 

(ECM) adhesion molecules. Cell-to-cell adhesion molecules include cadherins, while cell-to-

ECM attachment involves integrins. Cadherins and integrins rely on rigid structure formed by 

actin and cytokeratin filaments. Normal epithelium cells are intact and immobile. Whereas 

mesenchymal cells like leukocytes and fibroblasts, have very relaxed organization. Tumor cell 

invasion involves transition from epithelial to mesenchymal cells (EMT). This transition is 

induced by transcriptional factor Twist. This transition also involves degradation of cell-to-cell 

adhesion, characterized by decrease in E-cadherins expression and epithelial markers like 

cytokeratin and increase in mesenchymal markers like vimentin. Mesenchymal like cancer cells 

can readily intravasate and extravasate by traversing basement membrane and endothelial 

barriers. During traversing, cancer cell has to adhere to ECM via appropriate integrins, which 

can allow cell to survive and proliferate. Otherwise, unattached cell not only stop growing but 

commit suicide [88-93].  

2.3.2  Circulating Tumor Cells (CTCs) 

 When cancer cells traverse into blood stream, these are called circulating tumor cells 

(CTCs). The CTCs flow in the peripheral blood vessels with other cells. CTCs may cause 

subsequent growth of additional tumor in secondary tissues. The presence of CTC was first 

found by Ashworth in 1869 [94]. CTCs have high clinical diagnostic potential in oncology. 

Detection of CTCs can provide cancer progression information. Precise quantification of CTCs 
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can help in personalized medicine and monitoring the effectiveness of treatment. The number of 

CTCs in blood correlates with the survival rate of cancer patients. In one report, breast cancer 

patients who had less than 5 CTCs per 7.5 ml blood survived for an average of 7 months or 

more; while patients with 5 or more CTCs per 7.5 ml blood had just 2.7 survival months. The 

overall survival durations in these two groups were 10.1 month and 18 months respectively [95]. 

The detection of CTCs in the peripheral blood can be used for prognosis in breast, prostate and 

colorectal cancers [96-102].  

 

Figure 2.11 Main steps involved in the development of metastases, Reprinted by permission 
from Elsevier: Cancer Letters [89], copyright (2007) 

 



 

 21

2.3.3  CTCs Detection Techniques 

 There has been extensive work done for the detection of CTCs from blood stream. 

Early stage detection and quantification of CTC is a challenge as the CTCs are very low in 

number ranging 1 – 100 per milliliter of blood [103-108]. While there are approximately 106 

white blood cells (WBCs) and 109 red blood cells (RBCs) in just 1 ml of blood [109]. All different 

cell types and their number is shown in Figure 2.12 [110]. Current CTC detection approaches 

either give lower than desired yield or involve fluorescent tags for counting. An illustration for 

current CTC detection methods is shown in Figure 2.13 [111].  Some of the processes are 

laboratory dependant and are very expensive requiring specialized equipment like optical flow 

cytometry. Description, advantages and limitations of current detection methods are covered in 

the following paragraphs.    

 
Figure 2.12 Different type of blood cells and their density in whole blood. Reprinted by 

permission from IEEE: IEEE Pulse [110], copyright (2011) 
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Figure 2.13 The blood from cancer patients is processed with different methods for CTCs 

isolation. Immunostaining for specific marker, FISH for genomic amplification and quantitative 
RT-PCR for specific DNA/RNA sequencing can be applied to CTCs. Printed with permission 

[111] 

 

In immunomagnetic detection methods (MACS systems, magnetic beads), magnetic 

particles (bead or ferrofluids)-bound antibodies are mixed with whole blood or isolated 

mononuclear cells [112-114]. The mononuclear cells can be isolated using density gradient and 

centrifugation. Cells attached to beads due to antibody interactions are collected by magnetic 

force while other cells are left in the supernatant. A large number of leucocytes are still present 

with the target cells. Some immunomagnetic methods get rid of leucocytes by including 

negative selection of leucocytes with anti-CD 45 combined with positive selection with 

antibodies specific to epithelial cells such as EpCAM and Cytokeratins [115]. The output still 
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retains non malignant epithelial cells and loses tumor cells which do not show epithelial 

antigens. Cells separated using immunomagnetic method, are shown in Figure 2.14.      

 

Figure 2.14 Different concentration of magnetic beads incubated with whole blood. The beads 
are attached with tumor cells. Reprinted with permission [112] 

The CellSearchTM assay is a commercial system. It uses ferrofluids coated with EpCAM 

antibody to immunomagnetically capture epithelial cells. After separation and fixing, cells are 

labeled with fluorescent nuclear dye (DAPI), a fluorescent antibody (CD45) specific to 

leucocytes and fluorescent antibodies to cytokeratin, specific for epithelial cells. Cell-Spotter 

Analyzer is a fluorescent microscope which identifies the epithelial cells from other based on 

fluorescent colors [116].   

 Reverse Transcription Polymerase Chain Reaction (RT-PCR) method analyzes specific 

genes from CTCs. The important advantage of this technique is its sensitivity which is 
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considered highest, compared to other detection methods including immunomagnetic or 

CellSearchTM assay. Sample is first enriched with epithelial cells followed by extraction of 

ribonucleic acid (RNA). Complementary DNA is synthesized and amplified from RNA followed 

by PCR product analysis using gel electrophoresis. RT-PCR can identify one cancer cell out of 

107 normal cells. The use of this method is limited because it is almost impossible to get 

quantifiable data in the blood sample using RT-PCR; it gives false positives and is prone to 

physical contamination [117, 118]. 

 Isolation by Size of Epithelial Tumor cells (ISET) is very simple CTC detection 

approach. It is based on the fact that most of the epithelial cells are larger in size than other 

peripheral blood cells. The blood is diluted with the buffer and filtered using polycarbonate 

membrane with the mean diameter of 8 µm. The epithelial cells being larger in size remain on 

the membrane after filtration [119, 120]. The cells are fluorescently labeled and scanned with 

laser cytometry. The diameter of cancer cell found in the breast cancer patient ranges from 29.8 

µm to 33.9 µm. The breast tumor cells have been successfully isolated using ISET method 

[121]. In one report, Zabaglo et al. used ISET technique to isolate breast cancer cells (MCF7 

and T47D) and reported more that 85% recovery [119]. It was found that not all the WBCs were 

smaller than 8 µm, their diameter ranged from 7 to 20 µm. So cells left on the polycarbonate 

membrane were mixture of WBCs, RBCs and target cells. Although the ISET method is very 

attractive but it needs laser scanning for post analysis.      

 Microchip technology and microfluidics are also used for CTCs detection. Nagrath et al. 

developed a unique microchip platform that had an array of microposts functionalized with 

EpCAM antibody [122]. When the whole blood was allowed to flow through the microposts at 

precisely controlled laminar flow conditions, the epithelial cells got attached with antibody as 

shown in Figure 2.15. They successfully identified CTCs in peripheral blood of the cancer 

patients with metastatic lung, prostate, pancreatic, breast and colon cancers. They identified 
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CTCs from 115 out of 116 patients with cancer. Their method looks attractive because it does 

not require any preprocessing of the whole blood but it require surface functionalization and 

post identification of captured cells with fluorescent tags. 

 

 

 

Figure 2.15 Setup for isolation of CTCs from whole blood using microchip technology. Reprinted 
with permission from Nature Publishing Group: Nature [122], copyright (2007) 

 

2.4 Nano-Textured Scaffolds and Surfaces 

2.4.1  Nano-Patterning and Nano-Texturing 

 Cell growth, orientation, adhesion and migration are greatly influenced by surface 

topographical features at micro and nanoscale [123, 124]. These features can be of any shape 

such as nanopores, fibers and ridges. Basement membrane is found as underlying layer for 

cellular structure and consists of extracellular matrix (ECM). ECM has porous structure with 
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fibrous collagen network [124]. ECM structure has many features at micro and nanoscale. 

Mimicking the ECM features can play crucial rule in understanding the cell behavior which 

would help in designing efficient artificial tissue and body implants. Nano-features also find a lot 

of applications in biosensing, nanoelectronics, proteomics and next generation light emitting 

diodes [22, 125, 126]. In biosensing applications, the nano-textured surfaces offer increased 

surface area for biomolecule attachment which can increase the efficiency of detection systems.  

2.4.2  Cell Response to Textured Surfaces 

 It is well known that the surface topography and substrate mechanical properties play 

important role in cell response. Grooves are one of the most commonly used features used to 

study cell responses. Generally grooves are patterned in an array form with certain orientation 

[127-129]. Orientation of the cells has been found to increase with increasing depth of the 

grooves, and it has been seen to decrease with increasing groove width [130]. Martinez et at. 

studied the effects of pore size and hydrophobicity of the surface on the fibroblast cell growth. 

They found that pore size played a larger role than hydrophobicity of the material in determining 

the tissue response [131]. In general, cell adhesion, migration and growth rates are greater on 

the rougher surfaces as compared with the smooth ones. Cell response on the wet etched and 

reactive ion etched surfaces was also studied in this report. It has been found that the primary 

cell line preferred rougher surfaces created by reactive ion etching while transformed cells 

preferred wet etched smoother surfaces [131]. Miller et al. studied the effects of nano-texturing 

on endothelial and smooth muscle cells [132]. They synthesized two type of substrates, one 

conventional poly(lactic-co-glycolic acid) (PLGA) substrate and one NaOH treated PLGA 

substrate. The NaOH treatment of PLGA substrates produced nano-texturing. They reported 

more smooth muscle cell growth on the NaOH treated PLGA substrate as compared with the 

conventional PLGA substrate [132]. While endothelial cells showed lesser growth on NaOH 

treated nano-textured substrate as compared with the conventional one. They also synthesized 

PLGA substrate by first casting PDMS on NaOH treated PLGA substrate and then casting 
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PLGA again on the PDMS substrate to eliminate the changes  in chemical composition of NaOH 

treated PLGA substrates as shown in Figure 2.16. They further investigated and found that 

lesser endothelial cell growth was due to chemical changes of the substrate due to NaOH 

treatment (not the nano-texturing). They concluded that nano-texturing of PLGA substrate had 

increased the cell growth of both of the endothelial and smooth muscle cells [132].        

 

Figure 2.16 Process flow to synthesize nano-textured PLGA scaffold with eliminated chemical 
change effects. Reprinted by permission from Elsevier: Biomaterials [132], copyright (2004) 

 

2.5 Break-junctions 

2.5.1  Break-junctions for Biosensing 

 Break-junctions are used to electrical detection of DNA, protein biomarkers and other 

pathogens [133]. The break-junctions are fabricated by inducing a nanogap between two 

metallic lines [134]. The nanogap area is the most important part of the break-junctions as the 

target molecule has to get attached on this place. This is the simplest method to study single 
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molecule charge conduction and analyze their electrical properties. When the target molecule 

makes a bridge between two electrodes, current starts flowing through the molecule under 

applied voltage as shown in Figure 2.17 [135]. The amplitude of the current is correlated to 

electrical properties of bio-molecules. 

 As the gap between the break-junctions should be few nanometers, therefore its 

fabrication is a challenging process. There are two basic methods to make the break-junctions 

from already patterned electrodes, mechanical method and electromigration method. In a 

mechanical break-junction fabrication process, a bridge of metal is suspended over flexible 

substrate [136]. The junctions can be broken by bending the flexible substrate as shown in 

Figure 2.18. In electromigration technique, a large current density or electron movement is 

produced in metallic electrodes by the application of external electric field. If there is any 

charged defect in the metal layer, the momentum of electron is transferred to the defect. The 

transferred momentum builds up larger and larger with the passage of time and eventually 

results into movement of metal atoms away from the defect causing the fabrication of break-

junctions as shown in Figure 2.19 [137]. 

 

Figure 2.17 Schematic of electrical conduction through single molecule chemically attached to 
two facing electrodes. Reprinted with permission [135]. 
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Figure 2.18 Setup for controlled mechanical bending to fabricate break-junctions. Reprinted by 
permission from American Institute of Physics: Applied Physics Letters [136], copyright (1995) 

 

 
Figure 2.19 (a) Metallic line before electromigration. (b) Break-junction formed after 

electromigration. Reprinted by permission from American Institute of Physics: Applied Physics 
Letters [137], copyright (2005) 
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2.5.2  Fabrication of Break-junctions 

 There are many fabrication processes to make metallic break-junctions. Their 

advantages and disadvantages are described in following sub sections.  

2.5.2.1 Mechanically Controllable Fabrication of Break-junctions 

Break-junctions can be fabricated by microfabrication methods to make mechanically 

controllable break-junctions [136]. In one report, oxidized Si wafer was patterned using e-beam 

lithography followed by the evaporation of 80 nm gold layer. The second layer of Al was 

deposited over the whole except gold features. This can be achieved using photolithography. 

Dry etching was used to etch silicon dioxide while metallic layers were acting as a mask. After 

RIE, wet chemical etching was used to etch Si in inverted pyramid shape. The final device 

consisted of two cantilever beams connected by 100 nm wide wire. The mechanical bending 

created a fracture in gold wire, thus breaking the junction with a small nanogap as shown in 

Figure 2.20.    

 

Figure 2.20 (a) Si chip after dry and wet chemical etching. (b) SEM image of two cantilevers 
connected by Au wire. Reprinted by permission from American Institute of Physics: Applied 

Physics Letters [136], copyright (1995) 

2.5.2.2 Shadow Evaporation Fabrication of Break-junctions 

Break-junctions can be fabricated with e-beam lithography and shadow evaporation 

followed by electromigration. In one report, Park et al. used e-beam lithography to a 200 nm 
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long suspended resist bridge, 400 nm above the oxide surface. A film of chrome (3.5 nm) was 

evaporated followed by 10 nm Au deposition at an angle of ±15o with respect to the normal of 

the substrate [138]. The two gold wires were fabricated by the same shadow deposition of the 

Au. Another 3.5 nm of chrome and 80 nm of Au were deposited without any angle to connect 

the nanowires and gold pads patterned with photolithography. The nanogap was created by 

using the electromigration. A voltage was applied across the two Au pads which resulted into 

flow of electrical current. At certain voltage, sudden drop in current was noticed that indicated 

the breakdown of Au junctions. The break-junctions were generally fractured at regions where 

two shadow-evaporated electrodes overlapped because the thin metal layer had highest 

resistance. The SEM micrographs of break-junctions before and after electromigration are 

shown in Figure 2.21 [138].   

 
Figure 2.21 FESEM micrographs of break-junctions (a) before and (b) after electromigration. 
Reprinted by permission from American Institute of Physics: Applied Physics Letters [138], 

copyright (1999) 

 

2.5.2.3 E-Beam Deposition for Fabrication of Break-junctions 

In this fabrication process, silicon wafer was oxidized to the thickness of 1 µm followed by 

low pressure chemical vapor deposition (LPCVD) of silicon nitride film. First, e-beam lithography 
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was used to pattern a few mm long slit with a diameter of 100-150 nm. The pattern was 

transferred to underlying layer of nitride using RIE. The wet chemical etching of oxide using 

BHF etching process left two overhanging silicon nitride structures as shown in Figure 2.22 

[139]. Thin layer of Au was sputtered onto the nitride membrane. Free standing carbon 

nanowire was deposited on the overhanging Au/Si nitride structure using e-beam exposure. The 

carbon had started growing from the edge of one overhanging gold layer towards the opposite 

overhanging structure. The growth of carbon nanowires could be stopped at any time to have 

break-junction of specific nanogaps. The minimum gap fabricated by using this method was less 

than 3 nm as shown in Figure 2.23 [139].       

 

 

Figure 2.22 Schematic showing the fabrication process of gold break-junctions using e-beam 
deposition. (1) Si wafer (2) Si dioxide (3) Si nitride (4) gold (5) e-beam deposited carbon 

electrode. Reprinted by permission from American Institute of Physics [139], copyright (1997) 

 



 

 

 
Figure 2.23 SEM micrograph of two carbon electrodes fabricated with e

Reprinted by permission from American Institute of Physics 

2.5.2.4 Fabrication of Step Junctions

Choi et al. reported a simple method to fabricate a nanoscale gap between two metal 

electrodes without e-beam lithography and electromigration. They made use of positive slope of 

the pattern edge in the positive photoresist. The gold 

process. The negative slope of metal feature acted as a shadow for second deposition of thin 

gold film. Using this method, a nanoscale gap was successfully made, denoted as step junction. 

The process flow of step junction method is shown in 

 
Figure 2.24 Process flow for the fabrication of step junctions. (a) After evaporation of first 

electrode/step layer. (b) After evaporation of second electrode layer/finger layer. The lift off was
performed after evaporation of first electrode

Society: Nano Letters 
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micrograph of two carbon electrodes fabricated with e-beam deposition
Reprinted by permission from American Institute of Physics [139], copyright (1997)

Fabrication of Step Junctions 

reported a simple method to fabricate a nanoscale gap between two metal 

beam lithography and electromigration. They made use of positive slope of 

he positive photoresist. The gold was evaporated followed by lift

process. The negative slope of metal feature acted as a shadow for second deposition of thin 

gold film. Using this method, a nanoscale gap was successfully made, denoted as step junction. 

step junction method is shown in Figure 2.24 [140].   

Process flow for the fabrication of step junctions. (a) After evaporation of first 
electrode/step layer. (b) After evaporation of second electrode layer/finger layer. The lift off was
performed after evaporation of first electrode. Reprinted by permission from American Chemical 

Society: Nano Letters [140], copyright (2004) 

  

deposition. 
, copyright (1997) 

reported a simple method to fabricate a nanoscale gap between two metal 

beam lithography and electromigration. They made use of positive slope of 

was evaporated followed by lift-off 

process. The negative slope of metal feature acted as a shadow for second deposition of thin 

gold film. Using this method, a nanoscale gap was successfully made, denoted as step junction. 

Process flow for the fabrication of step junctions. (a) After evaporation of first 
electrode/step layer. (b) After evaporation of second electrode layer/finger layer. The lift off was 

. Reprinted by permission from American Chemical 



 

 34

 

CHAPTER 3 

NANOPORE BASED SOLID-STATE SENSORS FOR DNA ANALYSIS 
 

3.1 Thermal Shrinking of Solid-State Nanopores by Direct Heating 

3.1.1  Introduction 

 Biological nanopores inspired the fabrication of solid-state nanopores. Solid-state 

nanopores have emerged as novel platform for single molecule analysis [141, 142]. Solid-state 

nanopores have many advantages over protein nanopores because they are more stable than 

protein nanopores under various experimental conditions including pH, salinity and temperature 

[143]. 

 A biomolecule give significant current blockade pulsed during translocation through the 

nanopore. The nanopore diameter should be comparable to the size of the translocating 

species. The conventional nanopore fabrication processes can only synthesize nanopores with 

initial diameters larger than the size of species of interest [63, 144, 145]. The solid-state 

nanopore diameter is generally reduced using Transmission Electron Microscope (TEM) and 

Field Emission Scanning Electron Microscope (FESEM) to induce the electronic shrinking [64]     

and Focused Ion Beam (FIB) for the ion beam sculpting processes [62]. The viscous flow of 

SiO2 membrane is induced by TEM electron beam exposure of optimal intensity during 

shrinking process. The nanopore can shrinks or expands based on the surface-tension-driven 

mass flow. The nanopore obeying the condition of r < t/2, would shrink during TEM e-beam 

exposure where r is the radius of the nanopore and t is the thickness of the membrane in which 

nanopore is made. TEM e-beam exposure depletes oxygen content from the oxide area 

surrounding the nanopore [64]. 
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The solid-state nanopore shrinking with FESEM is due to radiolysis. High energy FESEM 

electron beam disturbs crystalline structure of the nanopore. During FESEM shrinking process, 

Si and oxygen atoms are diffused towards the edge of the nanopore to overcome the crystalline 

defects present at the edge. Different acceleration voltages during FESEM exposure offer 

varying shrinking rates [52]. Under FESEM e-beam, the nanopore was reported to be shrinking 

irrespectively of the ratio of the nanopore’s diameter and membrane thickness [52].  

The nanopore is exposed to an energetic ion beam during FIB sculpting process. The 

accelerating ions can drill a nanopore in a thin membrane due to sputtering of the surface. The 

FIB beam can also cause nanopore shrinking due to atom diffusion or surface-tension-driven 

mass flow [62]. The FIB sculpting process is also dependent on the substrate temperature. It 

was reported that the nanopore shrank at room temperature while it expanded at temperatures 

close to 0 oC [62]. 

Material’s chemical composition around the nanopore periphery changes during TEM or 

FESEM shrinking methods. This produces random modifications of nanopore surface 

properties. These shrinking methods make the nanopore unfavorable for bio-analysis due to 

increased surface charge and electrical noise. Secondly, these shrinking processes can only 

process one nanopore at a time and hence its time consuming. We report a simple to shrink 

nanopores using direct thermal heating. High temperature treatment (>1000 oC), or annealing, 

promoted the viscous flow of the silicon dioxide (SiO2) membrane and resulted in morphological 

changes that depend on the ratio of nanopore diameter to membrane thickness. During high 

temperature annealing process, residual stress in the SiO2 membrane was also reduced. 

Surface material composition of the nanopore did not change during thermal shrinking porcess. 

High temperature annealing has been used extensively in semiconductor industry to reduce 

leakage current [146], repair gate oxide damage [147] and to minimize residual stress [148].  
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3.1.2  Materials and Methods 

3.1.2.1 Solid-State Nanopore Fabrication and Characterization Process  

First of all, double-side-polished, boron-doped silicon (100) wafer (Wafer World, Inc) was 

oxidized to thickness of 400 nm. Positive photoresist (PR) S1813 (Shipley Microposit J2 PR) 

was spin coated on one side of the wafer. The wafer was exposed to G-line photolithography 

equipment and square windows were opened after development process. Then PR was coated 

on the other side. Buffered hydrofluoric acid wet etching process was used to remove oxide 

from square windows. The wafer was then washed with de-ionized (DI) water and dried with 

nitrogen. PR was removed by leaving wafer inside acetone solution for 15 minutes. Free-

standing oxide membranes were fabricated by anisotropic etching using 20% 

tetramethylammonium hydroxide (TMAH) in DI water at 90 oC (J.T. baker, Inc).  TMAH etching 

was stopped once 30x30 µm2 square windows were achieved in SiO2. Reactive Ion Etching 

(RIE) was used to reduced the thickness of oxide membrane to 300 nm by using 

tetraflouromethane (CF4) at 100 watts power and gas flow rate of 15 sccm. The etch rate of the 

RIE was characterized using a reflectometer (Ocean Optics NC-UV-VIS Reflectometer). All 

samples were cleaned with piranha solution before FIB (ZEISS 1540XB) drilling. The free-

standing oxide membranes were drilled with the FIB to create the initial nanopores. The FIB 

process was first optimized in terms of drilling time and milling current keeping acceleration 

voltage (30 kV) fixed. HRTEM (Hitachi H-9500) operating at 300 kV was used to image and 

characterize nanopores. 

3.1.2.2 High temperature shrinking process 

The thermal heating furnace (Lindberg Furnace) was turned on and temperature was 

raised to desired range. All nanopore samples were put together in a horizontal carrier inside 

the heating furnace. The samples were allowed to heat up for 30 seconds before starting the 



 

 

actual processing time. The flow rate

thermal shrinking process. At fixed

allowed to cool down to room temperature. All the samples were cleaned with argon

plasma (Technics Micro-RIE Series 800 plasma system) for 5 minutes before and after every 

thermal processing step. The plasma cleaning was used

3.1.2.3 Results and discussion

The schematic in Figure

membrane composition was determined by energy dispersive X

reported that the free standing 

shown in Figure 3.2. This is in good agreement with 

33.33% Si and 66.66 % O (SiO

membranes [74]. FIB drilled 

resolution transmission electron microscope (HRTEM, Hitachi H

used to image the nanopores after FIB drilling as shown in Figure 
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Figure 3.1 Schematic shows the free standing oxide membrane h
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flow rate of nitrogen gas was maintained at 20 sccm throughout the 

rocess. At fixed time points, the samples were taken out of furnace

to cool down to room temperature. All the samples were cleaned with argon

RIE Series 800 plasma system) for 5 minutes before and after every 

. The plasma cleaning was used to avoid hydrocarbon contamina

Results and discussion 

ure 3.1 depicts the membrane formed after TMAH etching.  Bulk 

membrane composition was determined by energy dispersive X-ray spectroscopy (EDS). 

free standing membranes contained only Si and O, with 31% Si and 69% O 

This is in good agreement with the expected SiO2 stoichiometric

33.33% Si and 66.66 % O (SiO2). FIB was used to drill nanopores in free-standing SiO

FIB drilled nanopores in the diameter range of 100-300 nm. The high 

resolution transmission electron microscope (HRTEM, Hitachi H-9500) operating at 300 kV was 

used to image the nanopores after FIB drilling as shown in Figure 3.2 (inset). The nanopore 

in heating furnace (Lindberg Furnace) at specific temperatures during shrinking 

nitrogen was maintained at 20 sccm.  

Schematic shows the free standing oxide membrane having small pore drilled with 
FIB. Reprinted with permission [48] 

20 sccm throughout the 

, the samples were taken out of furnace and 

to cool down to room temperature. All the samples were cleaned with argon-oxygen 

RIE Series 800 plasma system) for 5 minutes before and after every 

ocarbon contamination.  

etching.  Bulk 

ray spectroscopy (EDS). It was 

with 31% Si and 69% O as 

stoichiometric ratio of 

standing SiO2 

300 nm. The high 

9500) operating at 300 kV was 

(inset). The nanopore 

temperatures during shrinking 

aving small pore drilled with 



 

 

 
Figure 3.2 EDS spectrum for oxide membrane is shown which confirms the presence of only Si 
and O. TEM micrograph shows the nanopore drilled in oxide membrane (Inset)

Nanopores start shrinkin

oC), contradicting previous findings 

to 3 nm at 1150 oC as shown in Figure 

temperature processing step to characterize the process.

chips were unloaded from furnace and

observed that the thermal shrinking process had very little or no effect on the diameter of the 

nanopore at temperatures below 1000 

relaxed to an extent that it would start changing pore morphology. When the nanopores were 

processed at a higher temperature (> 1250 

high thermal stress or the shrinking process was too fast to control. 

was difficult to control the shrinking process especially for nanopores wi

of nm [149]. For example, a nanopore having initial diameter of

1250 oC, the nanopore was closed after 4 minutes due to an increased shrinking rate

in Figure 3.4.  
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EDS spectrum for oxide membrane is shown which confirms the presence of only Si 
and O. TEM micrograph shows the nanopore drilled in oxide membrane (Inset). Reprinted with 

permission [48] 

shrinking or expanding when left at high temperature (1000 

dings [64]. The nanopore with a diameter of 250 nm was

C as shown in Figure 3.3. The nanopores were imaged with TEM after each 

temperature processing step to characterize the process. After each thermal shrinking

were unloaded from furnace and allowed to cool down to room temperature.

hrinking process had very little or no effect on the diameter of the 

below 1000 oC. At low temperature, the oxide layer would not be 

relaxed to an extent that it would start changing pore morphology. When the nanopores were 

ed at a higher temperature (> 1250 oC), the oxide membranes either broke

high thermal stress or the shrinking process was too fast to control. At higher temperatures, it 

was difficult to control the shrinking process especially for nanopores with diameters in few tens 

nanopore having initial diameter of 270 nm, when 

was closed after 4 minutes due to an increased shrinking rate

EDS spectrum for oxide membrane is shown which confirms the presence of only Si 
. Reprinted with 

emperature (1000 oC - 1250 

diameter of 250 nm was reduced 

The nanopores were imaged with TEM after each 

shrinking step, the 

down to room temperature. It was 

hrinking process had very little or no effect on the diameter of the 

t low temperature, the oxide layer would not be 

relaxed to an extent that it would start changing pore morphology. When the nanopores were 

C), the oxide membranes either broke down due to 

At higher temperatures, it 

th diameters in few tens 

when processed at 

was closed after 4 minutes due to an increased shrinking rate as shown 
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Figure 3.3 (a) TEM micrograph of nanopore as drilled with FIB. Its diameter is ~250 nm. (b) 
After 5 minutes of thermal shrinking at 1150 oC. Nanopore diameter is ~150 nm. (c) After 10 
minutes of thermal shrinking at 1150 oC. Nanopore diameter is ~20 nm. (d) After 10 minutes 
and 40 secs of thermal shrinking at 1150 oC. Nanopore diameter is ~3 nm. Reprinted with 

permission [48]] 

 

 
Figure 3.4 (a) TEM micrograph of nanopore as drilled with FIB with diameter of ~270 nm. (b) 

Nanopore closed after 4 minutes of thermal shrinking at 1250 oC. Reprinted with permission [48] 

It was concluded that shrinking and expansion rates increased at higher processing 

temperature. When the nanopore diameter was larger than the membrane thickness, the 

nanopore was found to be expanding in diameter instead of shrinking. The nanopore diameter 



 

 

increased from 350 nm to 1.5 µm 

was due to the fact that initial nanopore diameter was larger (350 nm) than the membrane 

thickness (300 nm).   It was reported

nanopore based on the ratio of initial 

nanopore was drilled. The temperature itself had no effect on whether the nanopore 

shrink or expand. These shrinking and expanding mechanism

tension-driven mass flow which induced viscous flow of oxide film.

 
Figure 3.5 (a) SEM micrograph of the nanopore as drilled with FIB in 300 nm thick oxide 

membrane. The nanopore diameter was ~300 nm. (b) Nanopore diameter increased to ~650 
nm when processed at 1150 oC for 15

~1.5 µm when processed at 1150 

The thermal process for nanopore shrinking

temperatures as shown in Figure 

expansion when processed at 

1000 oC, the nanopore morphology started changing due to the diffusion and the viscous flow of 

oxide film. The average shrinking rate was approximately 22 nm/min at 1150 

increased to 80 nm/min at 1250 
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to 1.5 µm when processed for 50 minutes at 1150 oC  (Figure 3.5

that initial nanopore diameter was larger (350 nm) than the membrane 

thickness (300 nm).   It was reported that direct heating can be used to shrink or expand the 

on the ratio of initial nanopore diameter to oxide membrane thickness in whic

. The temperature itself had no effect on whether the nanopore 

shrinking and expanding mechanisms can be explained by the surface

which induced viscous flow of oxide film. 

(a) SEM micrograph of the nanopore as drilled with FIB in 300 nm thick oxide 
membrane. The nanopore diameter was ~300 nm. (b) Nanopore diameter increased to ~650 

C for 15 minutes. (c) Nanopore diameter was further increased to 
~1.5 µm when processed at 1150 oC for 50 minutes. Reprinted with permission

process for nanopore shrinking was characterized at different 

temperatures as shown in Figure 3.6. The nanopore was found to have no shrinking or 

 900 oC. When the processing temperature was increased above 

pore morphology started changing due to the diffusion and the viscous flow of 

. The average shrinking rate was approximately 22 nm/min at 1150 

1250 oC. The shrinking process was difficult to control

(Figure 3.5). It 

that initial nanopore diameter was larger (350 nm) than the membrane 

nk or expand the 

nanopore diameter to oxide membrane thickness in which 

. The temperature itself had no effect on whether the nanopore would 

can be explained by the surface-

(a) SEM micrograph of the nanopore as drilled with FIB in 300 nm thick oxide 
membrane. The nanopore diameter was ~300 nm. (b) Nanopore diameter increased to ~650 

minutes. (c) Nanopore diameter was further increased to 
. Reprinted with permission [48] 

was characterized at different processing 

was found to have no shrinking or 

temperature was increased above 

pore morphology started changing due to the diffusion and the viscous flow of 

. The average shrinking rate was approximately 22 nm/min at 1150 oC, which 

he shrinking process was difficult to control at higher 



 

 

processing temperatures. When the nanopore diameter w

processing temperature < 1150 

 
Figure 3.6 Plot shows the nanopore shrinking rates at different processing temperatures. The 

nanopore neither shrink nor expand at 900 
increasing processing temperature. Thermal shrinking processes show almost linear behavior at 

all temperatures

During nanopore shrinking process

that can affect nanopore shrinkage dynamics. 

solution (1:1, sulfuric acid:hydrogen peroxide) before nanopore drilling with FIB. The chips were 

cleaned with argon-oxygen plasma

chips were also cleaned with piranha solut

whether the cleaning had any effect on the nanopore diameter

nanopore diameter remained the constant after piranha cleaning

not show any traces of hydrocarbons as shown in Table 

closed based on the ratio of nanopore radius to ox

indication that hydrocarbon contamination wa
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. When the nanopore diameter was reduced to below ~20 nm

< 1150 oC was used to accurately control the shrinking.   

Plot shows the nanopore shrinking rates at different processing temperatures. The 
nanopore neither shrink nor expand at 900 oC. The nanopore shrinking rate increased with 

temperature. Thermal shrinking processes show almost linear behavior at 
all temperatures. Reprinted with permission [48] 

pore shrinking process, there is the possibility of hydrocarbon contamination 

pore shrinkage dynamics. For that, all the chips were cleaned with Piranha 

solution (1:1, sulfuric acid:hydrogen peroxide) before nanopore drilling with FIB. The chips were 

oxygen plasma for 5 minutes before and after each shrinking step. The 

chips were also cleaned with piranha solution for 5 minutes after TEM imaging to find out

ad any effect on the nanopore diameter. TEM images revealed that the

nanopore diameter remained the constant after piranha cleaning. The local EDS analysis

rocarbons as shown in Table 3.1. Secondly, the nanopore opened

based on the ratio of nanopore radius to oxide membrane thickness, which was

that hydrocarbon contamination was not involved in the shrinking process.
 

as reduced to below ~20 nm, 

Plot shows the nanopore shrinking rates at different processing temperatures. The 
C. The nanopore shrinking rate increased with 

temperature. Thermal shrinking processes show almost linear behavior at 

is the possibility of hydrocarbon contamination 

were cleaned with Piranha 

solution (1:1, sulfuric acid:hydrogen peroxide) before nanopore drilling with FIB. The chips were 

for 5 minutes before and after each shrinking step. The 

n for 5 minutes after TEM imaging to find out 

. TEM images revealed that the 

. The local EDS analysis did 

1. Secondly, the nanopore opened or 

ide membrane thickness, which was a strong 

s not involved in the shrinking process. 
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Table 3.1 EDS Analysis of the Nanopore after Different Processing Steps. Reprinted with 
permission [48] 

Processing Condition Element Weight % Atomic % 

Before FIB Drilling O  55.97 69.06 
 Si 44.03 30.94 

After FIB Drilling O 55.60 68.73 
 Si 44.40 31.27 

After Heating O 56.33 69.37 
 Si 43.67 30.63 

 

The solid-state nanopore shrinkage and expansion due to thermal heating can be 

explained by taking into account the surface tension of the viscous oxide membrane [64]. At 

higher temperature, the oxide membrane softens and deforms to find a structural morphology 

with lowest possible surface free energy F. For simplicity, we considered nanopore is of 

cylindrical shape with radius r and membrane thickness t. The change in free energy with 

respect to radius can be calculated using the mathematical relation ∆F = γ∆A = 2πγ (rt – r2), 

where γ is the surface tension of the fluid and ∆A is the change in surface area [64, 150]. It can 

be deduced from the above equation that surface free energy of the nanopore having r < t/2 can 

be lowered by reducing r, whereas it can be lowered for nanopores having r > t/2 by increasing r 

[150]. The ratio of nanopore radius to oxide membrane thickness is considered most important 

factors in determining whether the nanopore will shrink or expand. The ratio phenomenon was 

also verified experimentally. A nanopore with a diameter of 250 nm drilled in 300 nm oxide 

membrane shrank (Figure 3.3) whereas a 350 nm diameter nanopore in 300 nm membrane 

expanded (Figure 3.5). Nanopore shrinking process similar to TEM shrinking can be achieved 

by direct thermal heating of the nanopore. But TEM can only process one nanopore at a time 

whereas this approach can process a whole wafer in one run. We believe that viscous flow is 

induced in the oxide membranes which results in nanopores shrinking or expanding. Similar 

dynamics of nanopore closing and opening have been reported in films of mercury and air holes 
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in water sheets [151]. The micrometer scale holes were used in these studies. The larger holes 

increased in size while the smaller holes closed down due to surface tension [151]. Similar 

shrinking mechanism have been observed when 20 nm thick gold sheets with 10-30 nm pores 

were subjected to an high temperature annealing process [149]. It was reported that nanopores 

with diameters smaller than the thickness of gold film tend to shrink whereas nanopores with 

diameters larger than the film thickness tend to expand during the thermal annealing process 

[149]. Similar diffusion kinetics may be applicable during high temperature process of nanopore 

shrinking. 

3.1.3  Conclusions 

In conclusion, we demonstrated a new technique to shrink nanopores in oxide 

membranes with few nanometer precision. The shrinking process is controlled and repeatable. 

In comparison with other methods, our shrinking process can be used to shrink many 

nanopores chips in one run. We processed 5-10 dyes in one run and achieved similar shrinking 

rates. Chemical composition of the nanopore walls remained unchanged during thermal 

shrinking process. This is one of the biggest advantage of our method as nanopore surface 

charges and its chemical composition play very critical role during DNA and protein 

translocation experiments. The oxide layer is softened under high temperature and is allowed to 

diffuse due to surface-tension-driven mass flow of viscous oxide. 

 

3.2 Nanopore Shrinking with Pulsed Plasma Polymer Deposition 

3.2.1  Introduction 

The use of α-Hemolysin protein nanopore for DNA translocations has inspired 

development of solid-state nanopores for DNA and protein analysis [19, 58, 152, 153].  

Fabrication of solid state nanopores have been stimulated by limited capabilities of biological 
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nanopores under varying experimental conditions like temperature, PH, salinity and mechanical 

properties. Fabrication of solid-state nanopore has been reported with good control on 

nanopore diameter and channel length. The techniques used to fabricate the solid state 

nanopores include focused ion or electron beam sculpting, transmission electron beam (TEM) 

drilling, and feedback chemical etching [59, 63]. Translocation of DNA molecules through 

nanopores is performed by using two compartments setup separated by nanopore device. 

When the negatively charged DNA passes through the nanopore under applied potential, it 

gives characteristic current blockade pulses.  Nanopore biosensors have been used to study 

various biophysical properties including DNA stretching [32], transducing ligand binding 

mechanism into electrochemical signals [154], DNA charge measurements [17], and 

discriminating single base mismatch between target DNA molecules [55]. The nanopore 

diameter can be reduced by using shrinking or deposition processes. TEM or field emission 

scanning electron microscope shrinking has been investigated by different research groups but 

only smaller nanopores can be reduced by these approaches. It has been reported that 

nanopore radius would shrink only when it satisfies the condition r < h/2, where r is the radius of 

the nanopore and h is the thickness of the oxide membrane [64]. Conventional deposition 

method requires atomic layer deposition technique which is a relatively time consuming process 

[54]. Moreover, nanopore are fabricated in SiO2 or Si3N4 membranes which limits the control on 

the nanopore surface properties.  Thus further functionalization steps are required for nanopore 

surface treatment and modification. Therefore there is a need for nanopore fabrication 

approaches that are not limited to the initial size of the nanopore and which can give control on 

surface composition while reducing the nanopore diameter. 

We report a rapid solid-state nanopore fabrication and shrinking process with in situ 

control of surface properties.  Pulsed plasma polymer film (PPPF) deposition technique has 

been employed to control the surface properties of deposited layer. Nanopore surface 

wettability, surface cross linking chemistry and density of surface functional groups were 
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controlled by changing the duty cycle of applied voltage. The nanopores showed linear current-

voltage (I-V) characteristics at reduced diameter with desired surface functional group density.  

Our approach also has capabilities of shrinking easily-fabricated larger nanopores to nanometer 

diameter with control on the deposition rate. An array of nanopores can be shrinked uniformly 

by using this approach.  

3.2.2  Materials and Methods 

3.2.2.1 Fabrication Process 

The process started with 300 nm oxidation of double side polished Si wafer. 

Photolithography was used to open square etch-start windows on one side of the Si wafer. The 

process continued with wet etching of SiO2 with buffered hydrofluoric acid (BHF). Silicon was 

etched through square openings using tetramethylammonium hydroxide (TMAH) anisotropic 

wet etching at 90 oC and 20% concentration in DI water. TMAH etch stopped once a square 

window of 70 x 70 µm in SiO2 was reached. The thickness of SiO2 membrane was then reduced 

to 30 nm by reactive ion etching (RIE) using tetraflouromethane at 100 watts. The gas flow 

pressure of 20 sccm was maintained during RIE process. Dry etch rate of RIE was 

characterized using ellipsometer before processing the membranes. Dry etching of both side 

(Front and Back) was considered to estimate the membrane thickness after RIE process. 

Focused ion beam (FIB) was used to drill small pores of diameter ranging 100 – 400 nm. A 30 

kV acceleration voltage was used for FIB drilling using gallium ions.  Different milling currents (1 

pA, 2 pA, 5 pA and 10 pA) and FIB drilling times (10 – 30 secs) were used to drill nanopores of 

diameters ranging between 100–400 nm. 

3.2.2.2 Pulsed Plasma Polymer Film (PPPF) Deposition 

Plasma polymer film deposition was carried out using a home built plasma reactor system 

[155]. The chips with the nanopores to be coated were placed on the center of the base plate of 

the 6 inch conical reactor. The chips were subjected initially to 30 second exposure to a pulsed 
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Ar plasma for cleaning purpose. After cleaning step, the Ar flow was terminated and the plasma 

polymerization of the methacrylic acid (MAA) monomer was initiated. The RF frequency used 

for plasma discharge was 13.56 MHz. The power inputs were 160 W and 200 W for pulsed and 

continuous wave plasma respectively. The plasma pulse widths used, were in millisecond 

range, with specific plasma on/off ratio for each run set independently. MAA monomer pressure 

employed was 160 mTorr for all deposition runs. The MAA was outgassed two times by freeze 

drying before using for deposition. Prime Si wafer substrates were used for the XPS and 

polymer deposition rate studies. Transparent KBr disks were used for obtaining the FT-IR 

spectra of polymer film. The polymer deposition process was characterized before employing 

onto oxide membrane containing SiO2 nanopore.  

3.2.2.3 Measurement Setup  

The I-V measurements were performed in aqueous solution of 1 M potassium chloride 

(KCl), using Ag/AgCl electrodes. All measurements were recorded using an Axon 200B 

amplifier operated in resistive feedback mode. The whole measuring device was placed inside a 

grounded metallic Faraday cage to reduce the environmental noise. The recorded amplified 

signal was fed to a Digidata 1440A data acquisition system (Axon Instruments). The data 

acquisition system was controlled with PClamp 2.0 software. All the measurements were carried 

out by using a two compartment setup where the nanopore chip was sandwiched between two 

teflon blocks [55]. PDMS) gaskets were used to make sure that there was no leakage current. 

The PDMS gaskets were synthesized by mixing PDMS base and curing agent at 10:1 (w/w) 

ratio in a petri dish. The base and curing agent mixture was left on the hot plate at 100 oC for 12 

hours. The PDMS solidified due to polymerization. The solid PDMS was cut into the gaskets of 

required dimensions. 



 

 

3.2.2.4 DNA Translocation Experiment

Double-stranded λ-DNA was used as received.

DNA concentration used in translocation experiment was 3 nM. The current was

stabilize for few minutes before 

[55]. Voltage was applied and current was measured during tra

applied voltage was ranged from 10 mV to 200 mV. 

were performed at room temperature.  

3.2.3  Results and Discussion 

Solid-state nanopores were drilled in 30 nm thick SiO

nanopore fabrication process flow is show

Figure 3.7 Process flow for nanopore fabrication. (a) oxidized Si chip. (b) After photolithography. 
(c) After BHF wet etching and acetone wash. (d) After TMAH anisotropic etching of Si. (e) Si 

chip after nanopore drilled with FIB
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DNA Translocation Experiment 

DNA was used as received. The length of λ-DNA was 48.5 kbp

translocation experiment was 3 nM. The current was first

before putting λ-DNA into the cis chamber of the measurement setup 

. Voltage was applied and current was measured during translocation experiments. The 

applied voltage was ranged from 10 mV to 200 mV. All the λ-DNA translocation experiments 

were performed at room temperature.    

 

anopores were drilled in 30 nm thick SiO2 membrane using FIB.

process flow is shown in Figure 3.7.  

Process flow for nanopore fabrication. (a) oxidized Si chip. (b) After photolithography. 
(c) After BHF wet etching and acetone wash. (d) After TMAH anisotropic etching of Si. (e) Si 

chip after nanopore drilled with FIB. Reprinted with permission [49] 

48.5 kbp. The λ-

first allowed to 

chamber of the measurement setup 

nslocation experiments. The 

translocation experiments 

using FIB. The 

 

Process flow for nanopore fabrication. (a) oxidized Si chip. (b) After photolithography. 
(c) After BHF wet etching and acetone wash. (d) After TMAH anisotropic etching of Si. (e) Si 
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3.2.3.1 Polymer Deposition and Characterization 

Pulsed plasma polymer film (PPPF) was deposited to reduce diameters of the nanopores. 

The PPPF deposition also provided the carboxylic acid groups on nanopore-wall surfaces. The 

composition of the polymer films was analyzed using FTIR as shown in Figure 3.8(a). XPS 

(Figure 3.8(b)) was also used to verify the polymer surface composition.  FTIR transmission 

spectrum of the polymer film showed a very broad absorption band, extending from 

approximately 3500 to 2800 cm-1. This absorption band can unequivocally be assigned to –

COOH groups. The unusual broadness of this absorption band showed the presence of varying 

extents of H-bonds from the –OH groups of the -COOH functionality [156].  The other 

absorption bands, centered around 2900, 1700 and 900 cm-1, showed the presence of C-H and 

C=O vibrational modes as expected for a polyMAA film. High resolution C(1s) XPS spectra of 

MAA films showed the controllability of the MAA film compositions as a function of the 

deposition conditions used. XPS analysis was done for polymer films deposited under pulsed 

and continuous-wave (CW) conditions. XPS spectra for films prepared under CW, as compared 

to pulsed conditions using 1ms on/5ms off, and 3ms on/30ms off pulse widths as shown in 

Figure 3.8(b). Peak centered near 289 eV is the high binding energy, which can be uniquely 

assigned to the carboxylic (COO) group [157]. The amount of the –COOH groups, relative to the 

total carbon content, increased significantly as the plasma duty cycle is decreased. This 

controlled variation in the –COOH surface density was quantified by integration of the 

deconvoluted C(1s) high resolution photoelectron spectra, as shown in Figure 3.8(b). The 

contribution of the –COOH groups to the total carbon 1s electrons is just 4.0% for CW plasma 

condition. The –COOH contribution increased to 5.2% and 8% for 1 ms on/5 ms off and 3ms 

on/30 ms off conditions respectively. It was concluded that higher surface density of –COOH 

groups is present in the film deposited under pulsed compared to CW conditions. The density of 

surface groups was found to be increasing as the plasma duty cycle employed is decreased.  



 

 

Figure 3.8 (a) FTIR spectrum 
deposition was 3 ms on and 30 ms off (b) High resolution C(1s) spectra of polymer films 

obtained from plasma polymerization of MAA under Continuous 
plasma conditions (on/off pulse plasma ratio of 1/5 and 3/30)

3.2.3.2 Characterization of PPPF Deposition Rat

The deposition rate of PPPF was found using profilometer measurements. The process 

showed linear dependence on time as shown in Figure 3.9

film deposition rate extended over the entire range of thicknesses examined (

nm). The plasma operating conditions were adjusted for a deposition rate of ~ 8 nm/min

condition employed for 8 nm/min deposition rate were:

pressure, and a pulsed plasma duty cycle of 3 ms 

plasma conditions were employed during production of the f

and film thickness measuremen
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spectrum of plasma polymerized MAA films. The duty cycle during this 
3 ms on and 30 ms off (b) High resolution C(1s) spectra of polymer films 

obtained from plasma polymerization of MAA under Continuous Wave plasma (CW) and pulsed
conditions (on/off pulse plasma ratio of 1/5 and 3/30). Reprinted with permission

of PPPF Deposition Rate  

The deposition rate of PPPF was found using profilometer measurements. The process 

on time as shown in Figure 3.9. The process showed linearity of the 

film deposition rate extended over the entire range of thicknesses examined (from 15 to 170 

The plasma operating conditions were adjusted for a deposition rate of ~ 8 nm/min

condition employed for 8 nm/min deposition rate were: 150 W input power, 160 mTorr monomer 

and a pulsed plasma duty cycle of 3 ms on time and 30 ms off time

employed during production of the films for the FTIR, XPS (Figure 3.8

and film thickness measurements (Figure 3.9). 

 

 

of plasma polymerized MAA films. The duty cycle during this 
3 ms on and 30 ms off (b) High resolution C(1s) spectra of polymer films 

(CW) and pulsed 
. Reprinted with permission [49] 

The deposition rate of PPPF was found using profilometer measurements. The process 

linearity of the 

from 15 to 170 

The plasma operating conditions were adjusted for a deposition rate of ~ 8 nm/min. The 

150 W input power, 160 mTorr monomer 

off time. The same 

ilms for the FTIR, XPS (Figure 3.8) 



 

 

Figure 3.9 Plot shows film thickness control with pulsed plasma depos
the polymer was linear with respect to time

3.2.3.3 Nanopore Shrinking with PPPF Deposition

FIB was used to drill a 

deposition, as shown in Figure 3.10.

SEM imaging. The SEM images

nonconductive nature of the polyMAA 

the surface of the PPPF nanopore. 

surface relaxation of the polymer layer

relax the area around periphery of nanopore drilled in oxide membrane. The boundary material 

relaxation resulted in nanopore shrinking.

polymer layer closed the nanopore

electron beam exposure. 
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film thickness control with pulsed plasma deposition. The deposition of 
the polymer was linear with respect to time. Reprinted with permission [49]

inking with PPPF Deposition  

 320 nm pore that was reduced to 80 nm diameter using PPPF 

Figure 3.10. The nanopore reduction could be clearly verified 

. The SEM images showed diffused boundary of the nano

polyMAA film. We found that the electron beam energy damaged 

nanopore. The 80 nm nanopore closed during SEM imaging due to 

e relaxation of the polymer layer. TEM or FESEM electron beam has been reported to 

relax the area around periphery of nanopore drilled in oxide membrane. The boundary material 

relaxation resulted in nanopore shrinking. When nanopore diameter was below 100 nm, the 

nanopore due to reorganization of the polymer film, promoted

 

tion. The deposition of 
[49] 

reduced to 80 nm diameter using PPPF 

could be clearly verified by the 

nanopore due to 

the electron beam energy damaged 

he 80 nm nanopore closed during SEM imaging due to 

. TEM or FESEM electron beam has been reported to 

relax the area around periphery of nanopore drilled in oxide membrane. The boundary material 

When nanopore diameter was below 100 nm, the 

reorganization of the polymer film, promoted by the 



 

 

Figure 3.10 (a) The starting nanopore diameter was 320 nm as fabri
minutes PPPF deposition (~160 nm diameter).
diameter). (d) After 18 minutes PPPF deposition (

blurry due to nonconductive nature of polymer

 

To get better images of the nanopore

characterize and measure the plasma polymer deposition shrinkage of the nanopore, as shown 

in Figure 3.11. AFM micrographs reveal

after PPPF deposition. The micrographs

nanopore shrinkage using PPPF deposition.

10 nm with PPPF deposition in a sequence of three step

AFM micrograph data revealed that

reduction rate of approximately 14 nm min

film deposition rates as shown in

of the polymer deposition rate on a flat substrate. 

 

Figure 3.11 (a) AFM micrograph of the nanopore (300 nm) as fabricated with FIB. (b) 
minutes of PPPF deposition (~190 nm diameter)

nm diameter). (d) After 21 minutes of PPPF deposition 
200 nm

(b)(a)
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nanopore diameter was 320 nm as fabricated with FIB. 
~160 nm diameter). (c) After 15 minutes PPPF deposition (

18 minutes PPPF deposition (~80 nm diameter). SEM micrographs
blurry due to nonconductive nature of polymer. Reprinted with permission

To get better images of the nanopore, Atomic Force Microscope (AFM) was used to 

characterize and measure the plasma polymer deposition shrinkage of the nanopore, as shown 

. AFM micrographs revealed very uniform surface morphology of the 

after PPPF deposition. The micrographs in Figure 3.11 showed the excellent control on the 

using PPPF deposition. A 300 nm nanopore was successfully

in a sequence of three step reductions of of 8, 13 and 21 minutes. 

AFM micrograph data revealed that particular plasma process produced a uniform diameter 

reduction rate of approximately 14 nm min-1. This shrinkage rate is in good agreement with the 

shown in Figure 3.9, in that the nanopore shrinkage rate is 

deposition rate on a flat substrate.  

(a) AFM micrograph of the nanopore (300 nm) as fabricated with FIB. (b) 
(~190 nm diameter). (c) After 13 minutes of PPPF deposition

fter 21 minutes of PPPF deposition (~10 nm diameter). All scale 
200 nm. Reprinted with permission [49] 

(b) (c) (d)

 

cated with FIB. (b) After 12 
15 minutes PPPF deposition (~120 nm 

nm diameter). SEM micrographs became 
. Reprinted with permission [49] 

, Atomic Force Microscope (AFM) was used to 

characterize and measure the plasma polymer deposition shrinkage of the nanopore, as shown 

very uniform surface morphology of the nanopore 

the excellent control on the 

successfully reduced to 

of 8, 13 and 21 minutes. 

particular plasma process produced a uniform diameter 

s in good agreement with the 

pore shrinkage rate is almost twice 

 

(a) AFM micrograph of the nanopore (300 nm) as fabricated with FIB. (b) After 8 
fter 13 minutes of PPPF deposition (~120 

. All scale bars are 
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3.2.3.4 Conductivity Measurements of PPPF Nanopore  

Current-voltage (I-V) measurements were carried out in ionic solution of 1 M potassium 

chloride (KCl) to electrically characterize the nanopore shrinkage. The I-V measurements were 

performed after each PPPF deposition step. The electrical data confirmed that the nanopore 

remained open after each plasma processing step and decrease in conductance was observed 

with increasing plasma deposition times. Thus these I-V measurements are in accord with a 

reduction in nanopore diameter with increasing polymer film thickness. For each of the 

nanopores, the current changed linearly with the applied voltage as shown in Figure 3.12. 

 

Figure 3.12 Shows the I-V current measurements with the PPPF deposition. The initial 
nanopore diameter was 180 nm. The nanopore diameter was reduced to 140, 100, 70, 30 and 

10 nm after 3, 6, 8, 11 and 13 minutes of polymer deposition respectively. Reprinted with 
permission [49] 

 

Conductance of the nanopore, G, was also measured at 1 M KCl concentration. 

Different models have been proposed to fit G of nanopores in previous reports [74, 143]. Bulk 

charge carriers were expected to dominate the ions flow at 1 M KCl. These models also 
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neglected surface charge effect at higher salt concentrations. For our conductance model, we 

considered purely cylindrical nanopore channel [143]. Based on the linear plasma deposition 

rate, a simple resistance equation, 2
/G r Lσπ= , can be used to model the behavior of the 

nanopore, where σ  is the conductivity of KCl solution, L  is the channel length and r  is the 

radius of the nanopore. Our data revealed two regions for conductance that can be fit to 

proposed model, as shown in Figure 3.13. Basically, a non-linear variation in G was observed 

with the sequential change in nanopore diameter. It can be reasonably explained in terms of a 

non-linear plasma polymer deposition along the nanopore channel length. As the naonpore 

shrank and the pore diameter to membrane thickness aspect ratio increased, we propose that 

more localized nanopore surface edge deposition in comparison with that on inside vertical 

walls may have occurred. The overall nanopore geometry would have been deviated from 

perfectly cylindrical geometry after few minutes of plasma polymer deposition. The PPPF 

deposition rate on pore-wall would also vary along the length of the nanopore channel due to 

reduced diffusion of polymer vapors during the deposition process. Additionally, the upstream 

volume transport of pre-polymer gaseous species through the nanopore causes reduced 

pressure.  These effects can be accommodated by changing 2r  to r r∗
× , where r  and r∗  are 

the top and bottom radii of the nanopore respectively [74]. These observations are in accord 

with gas transport phenomena through porous membranes as reported earlier [158]. This 

pressure drop across the membrane can be described as an exponential function of time t, as 

shown by the Equation 3.1 [158]: 

( )
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0
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u
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V l t

p t p e
−∈

∆ ≈        (3.1) 

Here ∆p(t) is the pressure drop across the membrane as a function of t, p0 is the 

pressure drop at time t = 0, ∈  is the porosity of the membrane, A is the exposed area of the 

membrane, Dk is Knudsen diffusivity, Vu is the volume upstream of the membrane, l  is the 

length of the nanopore channel.  



 

 

Figure 3.13 Shows the conductance plot for
deposition. The calculations are for 10 mV of applied potential and 1 M KCl concentration (blue 
dotted line). Measured data (red large dots) sho
two regions of linear current behavior

3.2.3.5 Current Behavior of PPPF Nanopore at Different Salt Concent

We used 0.1 M and 1 M KCl for 

examine the current behavior of the nanopore at different salt concentrations as shown in 

Figure 3.14. The nanopore I-

concentrations ([KCl] ≥ 100 mM), the conductivity of the nanopore showed linear dependence 

on KCl concentration as expected for the bulk conductivity of KCl during the voltage sweep

[143]. When diameter of the nanopore is comparable to the diameter of the

species (K and Cl ions), the diffusion of the ions

This phenomena would reduce the conductivity of the nanopore as co

conductivity [20, 25]. It was also reported that lesser

would reversely increase the nanopore conductivity when compared to bulk conductivity

electrolyte [159]. The deposited MAA

would have increased the concentration of 
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Shows the conductance plot for after successive deposition steps of PPPF 
The calculations are for 10 mV of applied potential and 1 M KCl concentration (blue 

dotted line). Measured data (red large dots) shows good fit to the model curve. The 
urrent behavior which was due to the conical geometry of the nanopore

Reprinted with permission [49] 

Current Behavior of PPPF Nanopore at Different Salt Concentrations 
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layer at the walls of the nanopore [77]. The electrostatic enhancement would have been 

compensated by the hindered diffusion effect [20]. In PPPF nanopore, conductivities of KCl in 

nanopore and bulk solution can be considered approximately equal. Conical nanopores in track-

etched Poly (ethylene terephthalate) (PET) membranes had been reported to rectify the ionic 

current due to electrical double layer [160]. PPPF nanopore is also conical but it did not show 

rectified current behavior. PET membranes are generally very thick (10–12 µm) as compared to 

our polymer nanopore with membrane thickness of ~200 nm [160]. So the nanochannels 

fabricated in PET membranes made perfect conical structure of channels. PET channel length 

is 12 µm while it has 300 nm opening at one side and 5–10 nm opening at other side of the 

membrane. Our polymer nanopore would not be perfectly conical due to conformal nature of the 

plasma polymer film and secondly the oxide membrane was very thin. We propose that PPPF 

nanopore would not rectify the current signal because there would not be significant asymmetry 

in electrostatic potential along the channel during length [160].  

 

Figure 3.14 Shows I-V characterization of 10 nm nanopore at KCl concentrations of 0.1 M 
(diamonds) and 1 M (circles). The current scaled linearly with the voltage at both of the salt 

concentrations. Reprinted with permission [49] 

 

PPPF nanopore shrinkage process is described by Figure 3.15. The nanopore 

diameter and channel length showed linear behavior against time. This plot was based on the 
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AFM micrographs, the profilometer and ionic measurement data and shows the overall behavior 

of PPPF deposition process for nanopore shrinking. 

 

Figure 3.15 The plot shows the nanopore diameter (circles) and channel length (squares) with 
respect to PPPF deposition time. The starting nanopore diameter and channel length were 180 

nm and 100 nm respectively. After approximately 4 minutes of deposition the channel length 
and diameter became equal in dimension. The measured current (triangles) also scaled almost 

linearly with the nanopore diameter which again showed uniform deposition rate with time. 
Reprinted with permission [49] 

3.2.3.6 DNA Translocation Experiments 

Translocation experiments using DNA were carried out to demonstrate the usage of 

PPPF nanopore for biosensor applications. We used unmethylated 48.5 kbp double-stranded λ-

DNA in 1 M KCl buffered with 10 mM Tris-HCl and 1 mM EDTA solutions at pH 7.5. The 

diameter of the PPPF nanopore used for DNA translocation experiments was 10 nm. Open pore 

I-V measurements were performed before the introduction of the λ-DNA into the cis 

compartment of the chemical cell as shown by inset of Figure 3.16. The current blockades due 
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to DNA translocation are shown in Figure 3.16. The current signal was digitized at 200 kHz with 

a low pass filter cutoff frequency of 10 kHz. The average translocation time for one λ-DNA was 

approximately 2.2 msec which was in good agreement with earlier reports [143]. After DNA was 

added into to cis compartment of the device, many transient current blockage pulses were 

observed. Nanopore diameter was also calculated from the magnitude of current blockage 

pulses using the relation ∆I/Iopen = ADNA/Ananopore, where ∆I ~ 65 pA was the current blockage 

magnitude, Iopen ~ 1240 pA was open nanopore current, ADNA ~ 5 nm2 is the average cross-

sectional area of double strand DNA and Ananopore was the nanopore diameter [65]. The value of 

Ananopore was calculated to be equal to 95.38 nm2. Assuming a circular nature of nanopore, the 

diameter of the nanopore was found to be equal to 11 nm which was in good agreement with 

nanopore diameter measured with AFM.  

 

Figure 3.16 Shows DNA translocation through the PPPF nanopore. Current blockades were 
seen when λ-DNA at was added to the cis compartment and 100 mV of applied potential was 
applied. The inset shows the baseline current before the introduction of λ-DNA. Reprinted with 

permission [49] 
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3.2.4  Conclusions  

The pulsed plasma polymerization process was employed to reduce nanopore diameters 

with is situ control on surface functional groups. The PPPF nanopore has been demonstrated 

for use in nanopore sensing applications for the first time. The PPPF nanopore shrinkage 

process involves only a single step and provides excellent control of the pore diameter. The 

control of pore shrinkage has been characterized extensively by a variety of conductivity 

measurements. The viability of this approach for single molecule sensor applications has been 

demonstrated using double stranded λ-DNA. The reported nanopore shrinking method offers 

accurate control of both pore diameter as well as molecular tailoring of the surface chemistry of 

the pores. The surface chemistry can be controlled simply by appropriate choice of monomer 

and/or by attachment of appropriate molecules to reactive functional groups retained in the 

nanopore walls. 

 

3.3 Real-time Detection and Analysis of DNA Translocation using Graphical Processing Unit 
(GPU) 

3.3.1  Introduction 

Fabrication of solid-state devices at micro- and nano-scales has opened new approaches 

for exploring and analyzing diseases. Processes like mass spectrometry (MS), Multi-Electrode 

Array (MEA), and Magnetic Resonant Imaging (MRI) generates lots of data. Advances in 

technology increases the amount of data generated per unit time from such kind of processes, 

and making it harder for the analyst to inference results from it quickly, as the manual process is 

time consuming, tedious, and error-prone. Data generated by Nanopore when DNA is passed 

through it is similar kind of process generating millions of data even a single Desktop cannot 

handle it [55]. Moreover, the data flood collected is too noisy due to background noise (small 

weak peaks) and time-varying baseline (baseline artifacts). It is very common that the peaks 

constitute very small percentage of the acquired data. The process of finding peaks in such 
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huge data is done off-line manually, which is tedious, time-consuming and error-prone. To this 

point, the data deluge created by such measurements already precludes traditional 

architectures. A solution seems to combining parallelism with specialization. Multi-core 

architectures coupled with accelerators are becoming common to sustain high performance 

equivalent to a supercomputer-class node as a cheaper solution. Commodity processors 

provide solution for compute-intensive problems within reasonable budget. Commoditization is 

common place for asymmetric processors and systems like NVIDIA GPUs [161, 162]. Thus it is 

natural that commoditization of accelerators will enable their use in analyzing large-scale data at 

a fraction of a budget of comparable traditional machines. NVIDIA GPUs has been used for 

feature detection in large amount of proteins data [163], and fast mining of huge spike trains 

generated from Multi-electrode Array (MEA) [164]. Work has been done to show overall 

performance improvement by coupling advanced I/O techniques with accelerator based GPU 

processing [165, 166].  

To automate the process we need to device advance I/O techniques for data acquisition 

and peak detection algorithms that will automatically detect the peaks in the acquired data, and 

will deliver it to the user in the required format (scatter plots) within seconds. During the 

detection process the value of threshold is of practical importance, which is used to detect the 

peaks (below threshold) or the noise (above threshold). Different values of threshold give 

different signal to noise ratios, i.e., different number of peaks with different widths in our case. 

Keeping threshold closer to baseline yields many peaks accompanied by weak peaks (peaks 

with shorter widths that are not real peaks but noise). On the other hand, keeping threshold 

farther below the baseline can only detect peaks with large amplitudes and ignore peaks with 

small amplitudes. For the time-varying baseline (baseline artifact), trying different levels of 

threshold even does not work and a dynamic threshold detection mechanism is required that 

should keep track of the time-varying baseline. For analyzing similar kind of data (e.g., neural 
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action potential data), there are a number of techniques developed e.g., feature analysis, cluster 

analysis, spike shape interpolation and filter-based approaches [167]. 

To tackle the problem of peak detection in the data generated by nanopore when DNA 

is passed through it, current implementations have many shortcomings: (i) Currently the 

process of peak detection is done manually which is laborious and time-consuming, (ii) Data 

generated is huge (millions of points) acquired in few seconds. To accomplish our first objective 

we need to automate the process of peak detection by devising algorithm which can extract 

peaks with its attributes (width, amplitude) and discarding rest of the data. The algorithms need 

to cleverly choose appropriate threshold for the detection of peaks. Threshold should not be too 

high (very close to baseline) such that it also detects weak peaks (false positives) neither it 

should be too low such that it ignores the real peaks (false negatives). Such threshold (static) 

can only help when the baseline is pretty stable and not time-varying. For time-varying baseline 

we need baseline tracking threshold that keeps track of the threshold during peak detection. 

The automation process can be accelerated by using CUDA programmable NVIDIA 

GPU (highly parallel architecture) that has been extensively used recently for compute intensive 

workloads. Our data processing algorithm can benefit from GPU and realize our second 

challenge to overcome slow I/O by using optimized I/O techniques such as pre-fetching and 

multiple buffering to break the I/O bottleneck for massive data rates. Advanced I/O techniques 

coupled with accelerator based GPU processing enables us to develop a fully streamed system, 

which will increase the overall system performance. Such an approach seems to be the solution 

to our real-time peak detection framework which will result in high-speed real-time computing. 

Specifically, our contributions to this work are as follows: 

Use of advanced I/O techniques (double buffering and asynchronous I/O) for reading 

raw data into the system. In our implementation, we overlap I/O with computation; this increases 

system performance by making the two processes (I/O and computation) to run in parallel. We 

implemented double buffering for raw data acquisition into the system, while enabling 
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asynchronous I/O communication between CPU and GPU. Our systems is fully streamed such 

that raw data is streamed into the system, which after pre-processing at CPU is further 

streamed it into the GPU, where peaks are detected and analyzed. 

Designed and implemented three different peak detection algorithms using one static 

and two dynamic threshold techniques including baseline tracker method and moving average 

technique. Static threshold does not change throughout the detection process as opposed to 

the baseline tracker method in which threshold keeps track of the baseline. Each algorithm 

detects peaks in the raw input data with their start, end and global minimum (the least current 

value in nano-amperes in the detected peak).  

Parallel implementation of our algorithms for CUDA programmable NVIDIA GPU 

device. After the required pre-processing of raw data; formatted data is staged into the GPU, 

which launches kernel (parallel algorithm) for detecting peaks in the data, and copies results 

back to CPU in streaming fashion. After essential post-processing of results plots are drawn for 

peak visualization.  

Accurate understanding of current blockage pulses plays very critical rule for analysis of 

target biological species. Different hypothesis are made based on the pulse shape and width. 

Pulse width relates the molecule length while pulse shape relates its orientation and diameter 

[33, 61]. The electrical data is acquired by using Axon 200B amplifier connected to Digidata 

1440 (Axon Instruments). PClamp 10.2 is used as software for data acquisition. Other data 

acquisition cards are also used for storing the electrical data from the hardware [55]. The data is 

stored in .abf (axon binary format) which is further analyzed using Clampfit software. The 

current sampling time should be in few µsecs so that the electrical measurement setup can 

record single translocation events. It stores ~ 200,000 – 500,000 distinct values per second. 

The baseline current is the steady state current when there is not translocation event occurring 

and is directly proportional to pore size. As we are dealing with devices at micro and nano 

scale, the current magnitude would also be ranging from µA to nA. At such a small scale, all the 
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measurement systems are prone to noise from external environment. The inbuilt noise in data 

can drastically affect the capabilities of device as single molecule biosensor. The noise 

suppresses pulses of smaller magnitude and we can lose a lot of significant information. 

Secondly, the manual analysis of all the data points is very time consuming process and is 

prone to human errors. Thirdly we can never predict the outcome before the whole process 

analysis is completed. Therefore there is a need for computer-based automated system which 

can process the data in real-time, reduce the inbuilt noise and recover all the useful information 

automatically. Here we report a data acquisition platform which can do all in one run. Our 

proposed method can recover all the useful information from the noisy data and is very time 

efficient as compared with manual data analysis. 

3.3.2  Problem Statement 

When DNA is passed through the nanopore, it gives current blockage signals. The 

electrical measurement setup (sensors) meant for this purpose generates millions points of 

data. The amount of data per second is enormous for desktop machines (even servers) to 

handle for real-time analysis. This huge amount of data is analyzed manually by humans for the 

detection of pulses. The process is tedious and error-prone.  

The free versions of pClamp and Axopatch don’t have all the features available. Even 

the full versions of the software’s don’t have the real-time analysis capability. Our goal is to 

analyze the data on fly and find pulses (real-time data acquisition for DNA translocation), by 

recording the blockage data (pulse-width, pulse-magnitude) only, and discarding the rest of the 

data (noise). We define pulse when the baseline falls below certain threshold of the baseline 

current, and gets back to the baseline current. 

There exists very small percentage of useful information (peaks) in the measured data 

generated by electrical measurement setup. To address this “Needle in a Haystack problem” we 

want to process it in real-time. Real-time implementation will decrease the response time for the 

output (detected peaks) and will make the system faster.  
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3.3.3  GPU Architecture 

GPUs are meant for computationally-intensive data-parallel applications. Its underlying 

architecture is highly parallel, works in a SIMD (Single Instruction Multiple Data) fashion. GPU is 

a many-core device in which cores are grouped together in the form of Symmetric 

Multiprocessor (SM).  A single GPU has couple of SMs. For Instance, NVIDIA GPU 9600M GT 

has 4 SMs, each with 32 cores in it (total of 128 cores), all clocked at GHz. To program GPU, 

CUDA (Compute Unified Development Architecture) is used which is an extension to C 

language. 

And hence CUDA makes the GPU programming easy. While making our data-parallel 

application to run on a GPU, we identify hot-spots (parallel portions of the program amenable to 

GPU architecture) in our application and schedule only those parts to execute on GPU. Such 

parts of the program are enclosed in function with global_primitive, called kernel. A High-level 

overview of a GPU application is shown in Figure 3.17.  

 

 

Figure 3.17 Overview of GPU application showing data copying from host to GPU memory, 
launching GPU kernel, and copying results back to the CPU memory. Reprinted by permission 

from Elsevier [168]  

 

Main program starts execution on CPU, before launching the kernel, data is transferred 

to the GPU memory from CPU memory, GPU kernel is launched, and results are copied back to 

CPU memory. The data-transfer can be done with asynchronous I/O to overlap communication 

with the computation. Kernel can be launched with thousands to millions of threads using 

CUDA. Threads-organization follows a 2-level hierarchy; BLOCK-LEVEL and GRID-LEVEL as 

shown in Figure 3.18. Threads are organized into BLOCKS, which are further organized into 
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GRIDS. In our GPU architecture one block can support a maximum of 512 threads and a 

minimum of 32 threads. A grid can hold a maximum of 64K * 64K threads-blocks. While running 

kernel on GPU, threads are scheduled on each SM in the form of warps. Each warp consists of 

32 threads. 

 

 

Figure 3.18 Shows the thread organization of the GPU. Threads are organized into blocks, 
while blocks are organized into grids. Reprinted by permission from Elsevier [168] 

 

GPU has its own memory hierarchy, ranging from high-latency global/device memory to 

fastest registers available per thread-block. Texture memory, shared memory, and constant 

memory is part of the memory hierarchy of the GPUs as shown in Figure 3.19. Here we discuss 

only global memory, shared memory and registers. Global memory is the memory used to 

transfer data between CPU and GPU. Shared memory is shared among the threads of a block. 

All threads within a block are synchronized. Synchronization across different blocks is achieved 

using global memory and needs separate kernel launches. Each thread block has its own set of 

dedicated registers (16K in our case) which it can use for executing the assigned kernel 

efficiently. Special care should be taken when handling the branch statements in the GPU code. 

Branch-divergence within threads of a block causes threads to execute serially and hence 

hampers the performance. 
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Figure 3.19 Shows the memory hierarchy of NVIDIA GPU. Reprinted by permission from 
Elsevier [168] 

3.3.4  Why GPU for our Problem? 

Our problem of finding pulses in huge data accumulated from DNA can be fit into the 

parallel programming model of GPU. We can better leverage our problem on GPU by breaking 

down our problem into chunks, and process those chunks concurrently for finding pulses. We 

expect huge performance benefits from GPUs for implementing such embarrassingly parallel 

problems. To accomplish I/O challenges which makes the data acquisition process slow, we are 

using advanced I/O techniques like pre-fetching and double buffering. These techniques 

significantly reduce the data acquisition time. For efficiently processing this data for peak 

detection, we implement our algorithm on massively parallel GPU architecture. As elaborated in 

the evaluation, this system design has huge impact on the overall system performance. 

To achieve our objectives, we have designed our system that incorporates the above 

mentioned high performance techniques. Our proposed techniques for data analysis are fixed 

and dynamic threshold methods. Dynamic threshold techniques include baseline-tracker 

method, and moving average method. 
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3.3.5  Design Challenges 

We present the design of our system in this section. We give a high-level overview of the 

system and highlight different design challenges in realizing real-time peak detection for 

nanoscale devices. We also present the details of implemented algorithms, and how we have 

used CUDA-enabled GPUs in parallelizing of these algorithms. We present details of the 

implemented algorithms and describe the parallelization of the developed algorithms on CUDA-

enabled GPUs. Fig 3.20 shows the control flow of using a GPU device to accelerate the 

automated pulse detection process for nanopores.  

 

Figure 3.20 Shows flow diagram of GPU-enabled pulse detection in the data flood created by 
biosensors when DNA is translocated through the solid-state nanopore. The resulting scatter 

plot is used for decision making regarding presence of specific genes and biomarkers. 
Reprinted by permission from Elsevier [168] 

 

The system design challenges are categorized into performance challenges and 

automation (algorithmic) challenges. 

3.3.5.1 Performance Challenges 

In the acquisition of huge amount of data, I/O and multi-core processing speed are the 

two bottlenecks in existing systems. Moreover, the I/O and processing speed themselves are 

sequential in nature. First I/O grabs the data, and then it is processed by the processor. I/O and 

computation occurs in sequence. Overlapping I/O with computation can improve the system 

performance. To optimize the I/O we use advanced I/O techniques like pre-fetching and double 

buffering which overlap I/O with the computation. This improves the system's performance.

 Another optimization is to use GPU for parallel processing the tasks. This can process 

data at much higher speed with its highly parallel architecture. Moreover, for efficient processing 
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of the streaming data we convert floating point numbers to integers. Integer processing is not 

only memory efficient (occupies lesser memory) but also make the processing faster (addition, 

multiplication etc is faster) as compared to the floating point computations. With such a design 

we achieve a sampling rate of 2.5 million samples per second (~400 nsec per sample), as 

compared to the original rate of electrical measurement setup which is 454 Kilo samples per 

second (~2.2 µsec interval between samples). While an improvement of 7.5x observed in 

comparison to its naïve CPU implementation with non-optimized I/O, which is 333 Kilo samples 

per second (~3.0 µsec per sample). 

3.3.5.2 Automation (Algorithmic) Challenges 

There are challenges to run our application in parallel on GPUs. First the data itself is not 

parallel. Data consists of independent and dependent data points. Dependent data points are 

those that form peaks though in some cases noise. Independent data points are the rest of the 

data. There are variable size sequences of dependent data points (e.g., consecutive pulses in a 

peak); some of them form peaks while others larger than certain width (wide contiguous 

regions) in µsec (burst) does not form a peak rather noise. Similarly, peaks with too smaller 

length are also considered as noise. To detect only peaks we define a window which only 

accepts sequence of pulses that form peaks and not noise. 

With GPUs we can launch thousands to billions number of threads. Due to hybrid 

nature of data (independent and dependent points as well) we only go up to launching 

thousands number of threads. Increasing beyond 16K threads, the number of peaks detected is 

reduced. The reason is that peaks falling at the boundary of data-chunks assigned to each 

thread are not tracked.  

3.3.6  System Overview 

System is designed into different software modules to distribute the functionality among 

the components. Figure 3.21 shows a high-level overview of our system. The first component 
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called Data Pre-fetcher streams (double buffering) raw data in to the system, the Host (CPU). 

Data-formatter gets data from Data Pre-fetcher and converts the streamed data to proper format 

to be used by computation Device (GPU), and pass it over to the GPU-Manager, where GPU-

Manager off-loads the buffered data into chunks to the device memory using asynchronous I/O, 

launches GPU kernel for every chunk (for the detection of peaks), and finally copies the result 

back to the system asynchronously. The three steps copying to GPU, kernel launch, copying 

results back to the CPU, overlaps data transfer with computation. Results accumulated at the 

Host are merged together and consolidated to construct the final result. The Result-Analyzer 

collects data from the Device, extracts the right format (width and Amplitude of the peak), and 

finally delivers it to the user in form of scatter plots for further analysis.  

 

Figure 3.21 Shows high-level overview of the software components of our system. Reprinted by 
permission from Elsevier [168] 

3.3.7  Pulse Detection Algorithms 

The purpose of our system is to detect peaks in the given data source. Peaks can be one 

pulse, or a consecutive sequence of pulses. The application reads values from the data file, 

process those values, and detect them against a threshold selected according to a given 

criterion. Different approaches are used for the selection of threshold; fixed threshold and 

dynamic threshold. Dynamic threshold is further categorized with an ad-hoc technique called 



 

 69

baseline tracker method and other is a well-known statistical technique rolling average method. 

The data source contains current values in Nano-Amperes (nA) collected from the DNA 

translocations through nanopore. The sampling time is 2.2 microseconds. The application read 

the data through streams from the file where I/O is much slower as compared to the processing 

power. To hide the I/O latency data is pre-fetched in chunks. Using an I/O optimization 

technique double buffering, data is read at faster speed, and is allocated to a larger buffer, from 

where it is then copied to the GPU. For faster copying of the data, we used page-locked 

(pinned) memory. The input data is divided in equal-size chunks and assigned to the number of 

threads in the GPU kernel launch. Each thread runs a copy of detection algorithm. The peaks 

detected within the chunk are accumulated in the result memory. The output per thread is 

variable due to the random distribution of peaks in the data acquisition process. The result 

(metadata) is copied back to the host for further analysis. On CPU, compaction operation 

removes unnecessary zeros from the metadata leaving only (start, minimum, end) of detected 

peaks. From this metadata we extract the (width, minimum) of the peak. This result is displayed 

as scatter plot showing relationship between the width and minimum of the peaks. The data 

layout algorithm (Figure 3.22) is same for all three techniques, which converts floating-point 

data to the integers. 

 Input: File of raw data including time and current information 

Output: File of time column (tvalue array) and current column (Ivalue array) as integers 

 while not EOF do 

  Scale all tvalue to µseconds and convert to integers 

  Scale all Ivalue to nanoamperes and convert to integers 

  Write tvalue and Ivalue output to file 

 end while 
Figure 3.22 Shows the date preparation algorithm. Reprinted by permission from Elsevier [168] 
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Figures 3.23 and 3.24 show the general flowcharts of the three detection algorithms. 

The algorithms differ from each other in the selection criterion of threshold whether its static or 

dynamic. Dynamic algorithms further differ in the adapting nature of threshold, during the 

process of detection. This adapting attitude of the threshold is shown with optional tag in the 

Figure 3.23. 

 

 

Figure 3.23 Shows the flow chart for pulse detection algorithm(s). Reprinted by permission from 
Elsevier [168] 
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Figure 3.24 Shows parallel version of detection algorithms: Each thread calculates the initial 
threshold, and detects peaks in its chunk. Reprinted by permission from Elsevier [168] 

3.3.7.1 Fixed Threshold Technique 

We first describe the processing of peaks using fixed threshold. The Figure 3.25 shown 

below processes values in sequence from the DNA file and compares against a given threshold. 

Threshold is selected at the beginning of the detection process with some difference (nano-

amperes) less than baseline. This threshold remains static throughout its detection process. All 

the data points which are current values are tested against this static threshold. If the current 

value is less than threshold, it is recorded, otherwise discarded. The peak detected can just be 

a single pulse, or it can be a series of pulses. In our application we are concerned about series 

of pulses, forming a peak. Peaks with very smaller duration (equal to one or two sampling 
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periods), or with very large duration (more than hundreds of sampling periods) are considered 

as noise. For this purpose to detect the right peaks, we define a window which defines the 

desired width of the peak. When a pulse is detected, its start time, and corresponding current 

value is recorded. The current value of the next pulse (if detected for this peak) is compared to 

the previous pulse, and the minimum current between them is selected. The process is 

repeated for the next consecutive pulses (if detected for this peak), until a value greater than 

threshold is encountered. At this point the end time of the peak detected is recorded. So now 

we have start time, end time and minimum current of the peak. We also take care of the width of 

the peak while detecting it. If the width of the peak exceeds certain width, it is discarded. In this 

way, all the values in the file are processed, the peaks with its given attributes are detected, and 

recorded. We can also calculate the width of the peak from the start-time, and end-time of the 

peak. We detect the peaks using a window with minimum width and maximum width, and its 

depth is the difference between the baseline and the given threshold. Peak detected within the 

given width and threshold (depth) of the window is accepted, while others are discarded. Peaks 

are detected precisely, and results from the automated approach have been verified with 

human-based decisions about peaks. 

It is the simplest approach we designed. This approach is faster but error prone to the 

detection process. It may ignore the valid peaks or detected incomplete peaks with incorrect 

width and minimum, which results in noisy peaks. This happens in regions where baseline 

magnitude is fluctuating between just above and just below threshold. Adaptive (dynamic) 

threshold technique is one of the ways for solving this problem. Instead of choosing a single 

Threshold at the beginning, Threshold is updated at each signal (current) value, and when a 

peak detected is in progress, we lock the Threshold updating phase. Such techniques show 

better improvement over noise removal in peak detection process. 
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Input: File of time column (tvalue array) and current column (Ivalue array) as integers 
Output: Recorded pulse (P) as: P[start, min, end] 
Select threshold “T” with a desired difference “x” below the first value in baseline 

for all Ivalue in Ivalue array do  
 Ivalue <> T 
 if Ivalue < T 

Record tvalue as Pstart 

  Update Pmin  

if P[end-start] > max_width 

Discard this pulse and jump to the next value 
end if 

Update Pend 

 else 

  if P[end-start] < min_width 

   Discard this pulse and jump to the next value  

end if 

if Pwidth is within defined time-frame  

Write output P[start,min,end] to file 
end if 

  Discard Ivalue 
end if 

end for 
Figure 3.25 Shows algorithm for fixed threshold technique. Reprinted by permission from 

Elsevier [168] 

3.3.7.2 Dynamic Threshold (Baseline Tracker technique) 

In this case, we have adaptive threshold, which keeps track of the baseline, with certain 

distance x (nano-amperes) below baseline values, and detects peaks accordingly. The 

algorithm for dynamic threshold is shown in Figure 3.26. We start with a seed value of threshold 

which is less than the first current value with x, we track this threshold in accordance with the 

baseline as we move forward. Peak is actually the part of baseline, and it starts with the data 

points that go down abruptly. If x is too high, this will detect only peaks with amplitude larger 

than x, and will discard peaks with amplitude less than x. Keeping x too small, is also not 

favorable; this will detect peaks with too low amplitude which we do not consider as peaks 

though. This x should be selected some reasonable value such that it detects peaks and not 

noise. In our experiments we tested data with varying values of x; 1000 nA, 1200 nA, and 1500 



 

 74

nA, etc. We found 1200 nA, the best out of those values. The threshold is updated at each 

value of the baseline except for the duration of peak detection process. It will be clearer with the 

following example. For instance, for a data sequence of a, b, c, d, e, f, g, and T is the threshold; 

let’s say {c, d, e, f} < T, and {a, b, f}> T. For point a > T, T is maintained as, T = a – x; where x is 

a defined distance at which T is kept below baseline for each data point. We repeat the process 

for point b > T. As soon as c is encountered i.e., c < T, process of peak detection starts, and the 

T updating process is locked. c is recorded as tstart. For subsequent value d < T, minimum out of 

c and d is calculated, say min1 and buffered. For next value e < T, minimum out of min1 and e 

is computed and stored, say min2. Same process repeats for value f and the minimum is 

recorded. To this point we have minimum of the detected points so far, say min. For the next 

value g > T, we output the recorded [tstart, min and tend] with the scaled minimum value (min = 

min – b*(the point right before start of peak), and unlocks the updating process, which is T = g – 

x and so on. The method again starts tracking baseline by keeping the threshold at a fixed 

distance below baseline values. In case of dynamic threshold, the peak detection completes 

based upon two scenarios. Firstly, as soon as the baseline values goes up against threshold. 

Secondly, if the baseline becomes a peak and it stays below threshold for time greater than the 

defined time-frame of the window, such that the width of the peak becomes greater than the 

width of the window, such a peak is discarded. In this way, all the peaks that qualify the window 

(the width) and with values less than T are detected, while the rest data points which are not 

peaks or the peaks doesn't lie in the window are discarded. 
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Input: File of time column (tvalue array) and current column (Ivalue array) as integers 
Output: Recorded pulse (P) as: P[start, min, end] 
Select seed value of threshold “T” with some difference “x” below baseline 
for all Ivalue in Ivalue array do 
 Ivalue <> T 
 if Ivalue < T 

  Record tvalue as Pstart 

Update Pmin 

if P[end-start] > max_width 

Discard this pulse, 
Update T (T = Ivalue – x) and jump to the next value 

end if 

Update Pend 

 else 

  if P[end-start] < min_width 

   Discard this pulse and jump to the next value 
end if 

if Pwidth is within defined time-frame  

Write output P[start,min,end] to file 
end if 

Discard Ivalue 

T = Ivalue – x  
end if 

end for 
Figure 3.26 Shows the algorithm for baseline tracker technique. Reprinted by permission from 

Elsevier [168] 

3.3.7.3 Dynamic Threshold (Rolling Average technique) 

Rolling average or moving average technique is another kind of dynamic threshold 

technique that we adapted for our peak detection process. First we explain how rolling average 

technique works, and then we will show how we applied this to our problem. 

In statistics world, it’s known as moving average, rolling mean, or running average. It is 

a type of finite impulse response filter used to analyze a set of data points by creating a 

consecutive series of averages over different subsets of the overall data set. Subset size is also 

called window of the moving average filter. So moving average is not a single number but it is a 
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set of numbers, each of which is the average of the corresponding window of a larger set of 

data points.  

To calculate the threshold (T) using moving average method, we calculate average of 

values in a window of size “w” as given below: w is the number of items in the window. 

sum = 0; 

tolerance = x%; 

for all Ivalue in window-Array do 

 sum = sum + Ivalue 

end for 

average = sum/w 

T = average – average * tolerance 

Further we compute tolerance x% of this calculated average, which is then subtracted 

from the average to get the Threshold (T) .i.e., T = average – average * tolerance. For efficient 

processing, algorithm does not load window with fresh points all the time.  

For the rest of the data points that do not form peaks but are rather part of baseline, we 

only update T using moving average technique. For efficient processing, we don’t re-compute 

the sum for every new data point. We only slide the window over the next point to include it and 

discard the first value in the window and then compute T over those points. as given below: 

new_sum = old_sum + Ivalue [index] – Ivalue [index – w] 

average = sum / w 

T = average – (average * x%) 

Here index is for an individual iteration i.e., for each signal value, w is the size of 

window and x% is the tolerance. We tested our threshold with varying window size, and 

tolerance. Keeping w too small (5, 10 etc), the algorithm runs faster but the quality of peaks is 

degraded. Keeping w too large e.g., 1000 runs slower but with better quality of peaks. We trade-

off between the speed and quality of peaks with window size of 200 and tolerance of 2.8%. A 
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tolerance of 2.8% means that for average value of 58000 nA calculated over 200 points, T 

should be 1624 nA below this value. The rest of peak detection process is same as that of 

Figure 3.26, i.e, updating T is enabled when no peaks is encountered otherwise it is disabled 

when peak is in the process of detection. The algo for rolling average is shown in Figure 3.27.  

Input: File of time column (tvalue array) and current column (Ivalue array) as integers 
Output: Recorded pulse (P) as: P[start, min, end] 
Calculate seed threshold “T” over initial window size “w” with defined tolerance x%” 
sum = 0; 
tolerance = x%; 
for all Ivalue in window-array do 

 sum = sum + Ivalue 

end for 

average = sum/w 
T = average – average * tolerance 
for all Ivalue in Ivalue array do 

 Ivalue <> T 
 if Ivalue < T 

Record tvalue as Pstart 

Update Pmin 

if P[end-start] > max_width 

Discard this pulse, 
Refill the window with next w items and compute T 

Jump to the next value 
end if 

Update Pend 

 else   

  if P[end-start] < min_width 

   Discard this pulse and jump to the next value 
  end if 

if Pwidth is within defined time-frame  

Write output P[start,min,end] to file 
end if 

Discard Ivalue 

Move forward the window to include next item, and discard first item in the 
window. Re-compute the T over the window now 

end if 

end for 
Figure 3.27 Shows algorithm for rolling average technique. Reprinted by permission from 

Elsevier [168] 
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3.3.8  Detailed Architecture 

In the following sections, we describe the major software components of our system. 

3.3.8.1 Data Pre-fetcher 

To accomplish the I/O challenge in our system, which makes the data input process much 

slower than the data processing; this component pre-fetches the data at higher speed needed 

for processing. Pre-fetcher uses advanced I/O technique, double buffering to overlap I/O with 

computation; this will increase the overall throughput (samples per second) of the system. In 

double buffering technique we are using two buffers as shown in Figure 3.21, one for 

processing the data and other for reading the data from file. When the second buffer is 

processed by the processing thread (locked by processing thread), meanwhile first buffer 

(locked by reader thread) is read by the reader thread, (step 1). As soon as reader is done with 

reading data into its buffer, it swaps its buffer with the other (if available) being processed (step 

2). Now processing thread is working on the first buffer, while reader thread is working on 

second buffer. These two thread (reader and processing) keep on swapping thread until all the 

data is read from the source (file). This overlap of I/O with computation makes the overall 

processing faster. Data itself is fetched in chunks to make the reading faster. We tested I/O 

speed for different chunk sizes 10K, 20K, 40K, 80K, 1M, but didn’t see significant difference. 

We used 10K for our experiments. 

3.3.8.2 Data Formatter 

This component is responsible for reading pre-fetched data and converts it to proper 

format. The data is composed of sampled-time (µses) and corresponding current values (nano-

amperes). Reading data in floating point format and then converting to integers and scaling 

appropriately consumes more time. So we read data in ASCII (character) format from the 

source, converted carefully to integers to get µsecs and nano-amperes respectively. This 

process makes the reading process pretty faster as compared to the former method. When 
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sufficient amount of data is formatted by Data Formatter, we hand-over it to the GPU Manager 

component, (step 3). 

3.3.8.3 GPU Manager 

Transferring data from CPU to GPU, launching GPU Kernel, and copying data back from 

CPU to GPU are the functions of GPU Manager (step 4). GPU Manager uses multiple streams 

to transfer data from the Host memory to the Device memory. The purpose is to overlap data 

transfer (I/O) with kernel launch (computation). Here processing of multiple streams are 

overlapped with one another, given that steps inside a given stream are synchronous. Within 

kernel, the input data is divided equally into chunks which are mapped to the parallel processing 

threads. Each thread works on its own chunk to detect the peaks in it. All threads 

simultaneously operate on its chunk to detect peaks in the data. This is a variable output per 

thread problem. Since peaks in the input data are randomly distributed, some thread would 

detect more peaks than others; some won’t detect any peak in the assigned chunk. The 

attributes of peaks (width, Amplitude) detected by each thread in its chunk are accumulated in a 

shared result memory on the Device. This result memory is asynchronously transferred (copied 

back to the Host memory) as soon as the results from a given stream are accumulated at the 

Device. These results are merged at the Host to generate consolidated result. The Data 

Formatter Unit at the CPU core becomes idle due to slow I/O. Similarly GPU device becomes 

idle while Data formatter is formatting the fetched data. To overcome these I/O bottlenecks, we 

use double buffering at both levels.  

3.3.8.4 Result Analyzer 

This component takes care of the peak information (metadata) obtained from the Device. 

Initially, this is not in the exact format to be delivered to the user. The Result Formatter after 

post-processing (removing zeros from the result array and calculating width of the peak) form 

the scatter plot of the detected peaks. Since the peaks detected out of the measure data are 
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quite fewer in number, we intend to perform post-processing of result on the Host rather than on 

the Device. This peak information is further post-processed to extract the required features i.e., 

width and minimum of each detected peak. This information is then used to get the scatter plot 

of the peaks with peak-width on x-axis, and its amplitude; the minimum current value on y-axis 

as shown in figure 3.28. 

 

 

Figure 3.28 Shows the pulses detected in 120 million points of data using Moving Average 
technique; Threshold is kept 1596 nano-Amperes below baseline, window size kept is 500 

points, minimum acceptable width is 5 micro-Amperes, and maximum acceptable width is 100 
micro-Amperes. Reprinted by permission from Elsevier [168] 

3.3.9  Implementation 

In our design tested performance with different number of buffers; 2, 3, and 4. Littler 

improvement is seen with this increase in number of buffers at the cost of doubling the usage of 

memory. The speed is bound by float to integer conversion (using C command ASCII to float; 

atof() command) which is hampering the performance increase due to multiple buffers. That’s 
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why we decided on using 2 buffers rather than more buffers to save our memory. For the 

buffers size used by Data Pre-fetcher to get data into system in real-time, we tested 

performance by varying buffer sizes from 1K to 10K, no significant performance was seen, so 

we decided to use 1K buffers. Buffer used by GPU-Manager to offload data to the GPU is kept 

at least 57MB which is equivalent to 40 million points (converted to integer format). We also 

tested our performance for Input size of multiples of 57MB. The performance increase is 

proportional to the increase in size of data. By this we observed that our system is scalable with 

different size of inputs at the CPU level, and at the GPU level. 

3.3.10  Evaluation 

In this section, we present the evaluation of our design. We first describe our evaluation 

methodology, followed by the experimental setup that we have used in our evaluation. We then 

compare the performance of our algorithm implementations with the existing state-of-the-art, 

and compare executing the spike detection mechanism on GPU with the corresponding 

execution on the CPU. 

3.3.10.1 Methodologies 

We evaluated our system by measuring two aspects of our system; the algorithmic 

performance (in terms of peak detection), and the System’s performance (in terms of speed) for 

the data generated in real-time. For evaluating algorithms detection capability, we have shown 

the tracking of different threshold techniques for the given data with varying baseline. We 

observed that fixed threshold technique does not keep track of the data with varying baseline, 

while with dynamic threshold technique; threshold adapts itself to the changing baseline. 

From System’s performance point of view, we tested the sampling rate with different 

amount of data generated in real-time. With this scalability of the system was also measured. 

The results show that system is scalable with varying data inputs. 
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3.3.10.2 Experimental Setup 

For our CPU implementation, we used ASUS laptop with Intel Core i3 CPU consisting of 4 

cores; each operating at 1.2 GHz. This machine has 4GB of RAM with only 2.9GB available for 

user applications. For both sequential code, and CPU coupled with GPU, we used the above 

mentioned machine. For parallel implementation, we used GeForce 310M GPU with 16 cores 

clocked at 1.5GHz, and 1GB GPU memory. We used C for CPU, and CUDA for GPU 

programming. 

We used two configurations for our experimental evaluation, especially for performance 

evaluation. Conf I is an optimized CPU implementation of detection algorithms with advanced 

I/O techniques. Conf II is a GPU implementation of each detection algorithm coupled with 

advanced I/O techniques. Conf II is about 5x faster than original electrical measurement setup 

which is operating at peak rate of 454 K samples per second.  

3.3.10.3 Algorithms performance measurements 

We show that our algorithms keep track of the time-varying baseline. Figure 3.29 shows 

the results being obtained using the fixed threshold technique, and the baseline-tracker 

technique. Figure 3.30 shows the tracking of baseline of the rolling average technique. Part (a) 

and (b) of Figure 3.30 shows the tracking of the rolling average technique with No Roll-back. 

The No Roll-back depicts the situation when once the average is calculated, e.g., on w number 

of points, those w points are discarded in the detection process and detection process starts 

from w+1st point instead. We observe best tracking with the rolling average technique out of all 

three algorithms. 



 

 

Figure 3.29 Shows the plots for 
static threshold (selected 1000 nanoamperes below baseline) cannot detect pulses when the 

baseline is very noisy. (b) baseline
Reprinted by permission from Elsevier 
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Shows the plots for static and dynamic threshold (baseline-tracker) techniques, (a) 
static threshold (selected 1000 nanoamperes below baseline) cannot detect pulses when the 

(b) baseline-tracker technique shows how it keeps track of the baseline.
Reprinted by permission from Elsevier [168] 

 

 

tracker) techniques, (a) 
static threshold (selected 1000 nanoamperes below baseline) cannot detect pulses when the 

que shows how it keeps track of the baseline. 



 

 

Figure 3.30 Shows the plots of moving a
(1143 nano-amperes below baseline), sampling rate of data: 75 µseconds, tracking for window 
size: (a) window-size: 750 µses, (b) window

Reprinted by permission from Elsevier 
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Shows the plots of moving average without Roll-back technique, tolerance: 0.3% 
amperes below baseline), sampling rate of data: 75 µseconds, tracking for window 

size: 750 µses, (b) window-size: 900 µses without rolling-back on data
Reprinted by permission from Elsevier [168] 

 

 

e, tolerance: 0.3% 
amperes below baseline), sampling rate of data: 75 µseconds, tracking for window 

back on data-points. 
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3.3.10.4 System Output measurements 

The outputs of all the three techniques are shown in the Figure 3.31. The fixed threshold 

technique detects the pulses and shows better overlap with the manually detected approach, 

but we also found much noise. Baseline-tracker method detects pulses without noise but the 

detected pulses are not overlapping well to the manual detection. Moving Average approach 

has the best overlap with the manual approach and the detection is more tolerant to noise. 

For static and dynamic approaches the threshold is kept 1200 nanoamperes below the 

baseline, which detects the pulses more accurately as compared to other levels of threshold. 

Equivalent tolerance for moving average technique is 2.3%, but we have used 2.8% with which 

we have found better overlap with the manual detection. 

 

 

 

 

 

 

 

 

 

 

 



 

 

Figure 3.31 Shows the comparison of manual detection with automated approach. (a) Static 
technique vs. manual approach, (b) baseline

Average vs. manual approach.
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omparison of manual detection with automated approach. (a) Static 
technique vs. manual approach, (b) baseline-tracker technique vs. manual approach, (c) Moving 

Average vs. manual approach. Reprinted by permission from Elsevier [168]

 

 

omparison of manual detection with automated approach. (a) Static 
tracker technique vs. manual approach, (c) Moving 

[168] 



 

 87

3.3.10.5 System (GPU) Performance measurements 

GPU processing time and overall system (end-to-end) time for different data sizes using 

static threshold technique, baseline-tracker technique and moving average technique are shown 

in Table 3.2, Table 3.3 and Table 3.4 respectively. The temporal performance is measured for 

data varying from 110 MB to 3.3 GB. The execution time is also found to be proportional to the 

size of data. The performance increase, as shown in Table 3.5, is proportional to the increase in 

data size. This shows that our system is scalable with different input sizes at the host and 

device levels. 

We observe that the data transfer time in the static threshold and baseline-tracker 

techniques is almost equal to the computation time, while in the case of the Moving Average 

technique, data transfer is almost similar to other two techniques but computation part takes 

more time. More computation time in moving average is due to the fact that every thread 

calculates the seed threshold for its data chunk as compared to the single threaded program on 

the CPU where this step is performed only once. Each thread initially loads its window with 

fresh data points from the assigned chunk rather than just adding the next data point and 

subtracting the first data point in the window which is the case for rest of the data points in the 

chunk. 

 

Table 3.2 Time taken by GPU kernel: GPU kernel with data transfers and corresponding CPU 
code using Static threshold Technique. Reprinted by permission from Elsevier [168] 

System-Input 
(GB) 

GPU-Input (MB) 
GPU-kernel + Data-transfer time 

(msec) 
CPU-time 

(msec) 

0.11 (4 M points) 32 25 28.93 
0.54 (20 M points) 180 125.32 145.39 
1.1 (40 M points) 320 250.74 295.02 
1.7 (60 M points) 480 376.16 413.78 
2.2 (80 M points) 640 501.43 506.4 
2.7 (100 M points) 800 626.86 669.04 
3.3 (120 M points) 960 752.18 782.37 

 

 



 

 88

Table 3.3 Time taken by GPU kernel: GPU kernel with data transfers and corresponding CPU 
code using Baseline-tracker threshold technique. Reprinted by permission from Elsevier [168] 

System-Input 
(GB) 

GPU-Input (MB) 
GPU-kernel+Data-transfer time 

(msec) 
CPU-time 

(msec) 

0.11 (4 M points) 32 24.73 25.35 
0.54 (20 M points) 180 123.56 147.57 
1.1 (40 M points) 320 239.67 287.02 
1.7 (60 M points) 480 366.93 428.13 
2.2 (80 M points) 640 492.12 522.44 
2.7 (100 M points) 800 612.35 675.87 
3.3 (120 M points) 960 746.6 771.96 

 

Table 3.4 Time taken by GPU kernel: GPU kernel with data transfers and corresponding CPU 
code using moving average technique. Reprinted by permission from Elsevier [168] 

System-Input 
(GB) 

GPU-Input (MB) 
GPU-kernel+Data-transfer time 

(msec) 
CPU-time 

(msec) 

0.11 (4 M points) 32 69.14 31.26 
0.54 (20 M points) 180 345.68 156.29 
1.1 (40 M points) 320 690.95 315.57 
1.7 (60 M points) 480 1036.63 476.24 
2.2 (80 M points) 640 1382.21 640.21 
2.7 (100 M points) 800 1727.75 810.42 
3.3 (120 M points) 960 2072.7 988.08 

 

Table 3.5 Time taken by GPU for different input sizes using the moving average algorithm, and 
overall system time. Reprinted by permission from Elsevier [168] 

System-Input 
(GB) 

GPU time 
(msec) 

System time (seconds) 

Cold Buffer-cache Time Hot Buffer-cache time 

0.11 55.9 2.43 0.558 
0.55 278 9.3 2.55 
1.1 555.7 21.64 4.93 
1.65 834.9 28.5 7.36 
2.2 1115 42.2, 31 9.651 
2.75 1394 54.5, 51.4 13.1 
3.3 1718 70, 67, 49 14.6 

 

3.3.11  Conclusion 

We were able to design real-time system for detecting peaks in millions of data points 

generated from DNA translocation through the nanopore. Three different threshold detection 

techniques are employed, and its impact on the detection of peaks was analyzed in the case of 
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time-varying baseline and noisy data. By employing double buffering technique at two levels we 

achieved significant performance improvement. Using GPU for processing input data further 

accelerated the process of peak detection. This work can have wide implications when many 

bio-sensors are measuring data in parallel from the physiological platforms. We believe that this 

work can be extended to explore the DNA translocation pulse shapes during real-time detection. 
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CHAPTER 4  

SOLID-STATE MICROPORES FOR DETECTION OF CANCER CELLS 
 

4.1 Introduction 

Precise quantification of Circulating Tumor Cells (CTCs) in the peripheral blood of 

cancer patients is believed to help against metastasis of disease. The dissemination and 

deposition of CTCs in different tissues through peripheral blood and evolution of secondary 

tumor was first proposed in late 1980s [169]. The CTCs are believed to detach from the solid 

tumor and spread through blood to secondary tissues [170]. Early stage detection and 

quantification of CTCs is a challenge as they are very low in number ranging 1 – 100 per 

milliliter of blood [103-105, 108].  Enumeration of CTCs in peripheral blood can be helpful in 

determining the effectiveness of therapeutic interventions and forecasting the disease 

prognosis. The CTC detection and isolation has been reported for a number of cancer types 

including breast, bladder and renal cancers [95, 171, 172]. 

Different strategies have been reported for the quantification and isolation of CTCs 

including polycarbonate membrane based blood filtration (size based isolation), microfluidic flow 

cytometry, chromatographic separation and use of immunomagnetic systems (magnetic 

dynabeads) [108, 119, 120, 122, 173-176]. All these approaches either give lower than desired 

yield or involve fluorescent tags for counting. Some of the processes are laboratory dependant 

and very expensive requiring equipment like optical flow cytometry. In immunomagnetic 

systems, the dynabeads are functionalized with anti-epithelial antibodies specific for antigen 

bearing target carcinomas. These typically give yield of approximately 70% [116]. The size 

based separation techniques give higher throughput and yield of approximately 85% but require 

laser scanning cytometry. In such approaches a large number of leukocytes are also retained 

on the membranes after filtration which complicate the cell enumeration using laser scanning 
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[119]. Procedures involving Reverse Transcription-PCR were reported to give higher yields but 

are prone to advanced laboratory equipment and challenging sample handling [177]. For label 

free detection of pathogens, the electrical microflow cytometers are widely used in research 

[178]. The major advantage of using electrical system is that fluorescent labels are not needed 

for cell counting. For single cell analysis, the electrical and microfluidic systems require flow of 

cells in single line fashion. A recent report uses three syringe pumps to maintain a single line 

flow of the human CD4+ T lymphocytes [178]. When cells pass through the channels, the 

embedded electrodes are used to measure electrical impedance of a single cell. Although 

elegant, but such techniques have low throughput.  

There is a need of efficient, inexpensive, label free and highly sensitive approaches to 

detect CTCs from human blood. In this paper, a technique is described that uses single solid-

state micropore for renal cancer cell detection from whole blood. It has been previously reported 

that cancer cell diameters are larger than red and white blood cells [120]. The solid-state 

nanopores have emerged as a novel device for deoxyribonucleic acid (DNA) detection, protein 

analysis and pathogen detection [55]. This work utilizes solid stat micropores (10 to 20 µm) 

instead of nanopores. The translocation mechanism here depends on the applied fluidic 

pressure instead of charge. Although the cells have negative potential on their membrane but 

we observed that they cannot be translocated through the micropore using applied electrical 

potential due to their larger mass compared with the DNA and proteins. When the cells 

suspended in electrolyte are translocated through the micropore, these give distinctive pulses 

by the physical blockage of current flow through the pore. Pulse magnitude corresponds to the 

cell size, pulse duration corresponds to the time required to pass cell through the pore and 

pulse shape gives the 3D profile of how cell is passing through the pore. 

4.2 Materials and Methods 

All the chemicals were purchased from Sigma-Aldrich (St. Louis, MO) unless noted 

otherwise. 
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4.2.1  Micropore Device Fabrication 

The micropore fabrication process started with 200 nm oxidation of double side polished 

(100) Si wafer. G-line photolithography was employed to open a square window on one side of 

the Si wafer followed by SiO2 wet etching using Buffered Hydrofluoric (BHF) acid. 

Tetramethylammonium hydroxide (TMAH; GFS Chemicals) wet chemical etching was used to 

etch through the square opening at 90 oC. This etching process was stopped when Si was 

etched through the whole wafer thickness and only ~200 nm of oxide membrane was left on 

other side of the wafer. The oxide square window size was 50 µm x 50 µm. The whole wafer 

was cut into 5 mm x 5 mm dyes. Focused ion beam (FIB) was used to drill micropores of 

different diameters in thin oxide membrane. The diameter of the micropore depends on the FIB 

beam current and drilling time. Higher the ion milling current and drilling time, larger would be 

the micropore diameter. The diameter of the micropore also depends on the thickness of the 

oxide membrane and material composition of the membrane. The FIB drilling process can be 

replaced with second photolithography process run using backside alignment and mask having 

circular micropore features followed by BHF etching for pore opening. The whole process flow is 

shown in Figure 4.1. The oxide membrane thickness was 200 nm to make sure that only single 

cell could pass through the 12 µm diameter micropore at a time. 



 

 93

 

Figure 4.1 Shows the process flow of solid-state micropore fabrication. (a) After oxidation of Si 
wafer.  (b) After photolithography, square window is opened in photoresist. (c) After BHF 

etching, pattern is transferred to oxide. (d) After TMAH wet etching. (e) Cross-section view of 
the pyramid structure holding oxide membrane. (f) After FIB drilling to make micropores in thin 

oxide membranes. Reprinted by permission of The Royal Society of Chemistry [179] 

 

Once the pores were drilled, the scanning electron microscope analysis showed that 

the inner walls of the pores were not smooth. It was observed that rough inner wall surface of 

micropore was prone to pore blockage during cell translocation. And secondly it was believed 

that the rough oxide surface could rupture the cell membrane during translocation. In order to 

make the pore walls smooth, it was put inside the heating furnace at a temperature of 1050 oC 

for 5 minutes. The higher temperature can significantly change the pore diameter while the 

temperature less than 1000 oC did not give smoothing effect significantly. It has been shown in 

Figure 4.2. 

(a) (c)(b)

(f)(e)

Silicon Silicon Dioxide Photoresist

(d)
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Figure 4.2 Shows the solid state micropore drilled in 200 nm thick Si02 membrane using FIB.  
(a) The micropore just after drilling. The red circle shows the rough structure inside and on the 

edges of the pore walls. (b) The sample heated at 1050 oC for 5 minutes in furnace having 
nitrogen flow of 10 sccm. It clearly shows that the micropore edges and inner wall surface 

became smooth which helped in cell translocation and reduced probability of the breaking of the 
cell outer membrane. The pore became more circular after heat treatment. (Scale bar = 10 µm). 

Reprinted by permission of The Royal Society of Chemistry [179] 

4.2.2  Measurement Setup 

Two compartments measuring device was made using teflon blocks. The micropore chip 

was sandwiched between these two teflon blocks (McMaster-Carr). Polydimethylsiloxane 

(PDMS; Dow Corning, Midland, MI) gaskets were used on both sides of the chip to avoid 

leakage of solution. Ag/AgCl electrodes were used for current measurements. The electrodes 

were connected to data acquisition cards (National Instruments) for voltage biasing and current 

measurement. One compartment of the teflon block was connected to a syringe pump (Harvard 

Apparatus, Holliston, MA) through a tubing adapter (McMaster-Carr). The measurement setup 

is shown in Figure. 4.3. Cells solution with standard phosphate buffered saline (PBS) was 

injected in one compartment connected to syringe pump while the other compartment was filled 

with PBS only. When cells were allowed to translocate through the single pore, it changed the 

conductivity of the pore. The change in the conductivity of the pore is due to the physical 

blockage of the pore with cells while translocating through it.  

(b)(a)
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Figure 4.3 Shows the micropore device measurement setup. (a) Syringe pump connected to 
one of the reservoirs made with teflon blocks. The chip with single micropore is sandwiched 

between two teflon blocks using PDMS gaskets to avoid any leakage. One Ag/AgCl electrode is 
inserted in tubing at inlet and another at the outlet. The biasing and data collection is done with 
LabView software routines using data acquisition cards. (b) The top view of the teflon blocks, 

showing the PDMS gaskets used for sealing the micropore device. Reprinted by permission of 
The Royal Society of Chemistry [179] 

4.2.3  Effects of Oxide Membrane Thickness 

The micropore diameter and oxide membrane thickness plays a critical role in cell 

translocations. Pore diameter smaller than 8 µm did not allow the cancer cells to pass through it 

easily and pore was prone to blockage. And we believe that more the membrane thickness, 

there are more chances of pore blockage as interactions of cell walls with hydrophilic pore walls 

would increase. If the thickness of the membrane is doubled, the physical area of contact of cell 

membrane with the pore inner walls would also be approximately doubled and there would be 

more chances for cells to get attached on the pore walls due to hydrophilic phosphate heads of 

lipid bilayer. The thin membrane also made sure that only one cell can translocate through the 

pore at a time.   

As described earlier, the diameter of the cancer cells are larger than RBCs and WBCs.  

The cancer cells gave distinctive signal while translocating through the micropore. When 

imaged under the optical microscope, most of the renal cancer cells were found having 

diameters more than 20 µm while RBCs and WBCs were smaller in size as shown in Figure 4.4. 

 

Syringe pump Teflon blocks
Ag/AgCl 

electrodes

Outlet

PDMS 

gaskets 

and Chip

Inlet

(a) (b)



 

 

Figure 4.4 Shows the optical micrographs of the c
blood diluted with PBS. (b) Renal 
with whole blood and suspended in PBS solution.

magnification. The scale bar is 50 µm.

4.2.4  Primary Renal Cancer Cell C

Human renal derived cancer cells found in brain tissue were obtained from consenting 

patients at the University of Texas Southwestern Medical Center (Dallas, TX, USA) with the 

approval of the Institutional Review Board. The collected brain tissue containing metasta

renal derived cancer cells were chemically dissociated with papain and dispase (both 2%) and 

cultured in Dulbecco’s modified Eagle’s medium (DMEM) with 10% fetal bovine serum.

4.2.5  Isolation of Red Blood Cells (RBCs)

The whole bovine blood was purchased from Lampire Biological with 

anticoagulant. WBCs were isolated from the whole blood using OptiPrep

medium. Whole blood was mixed with Opt

Saline (TBS; 0.85% NaCl, 20 mM Tricine

so that it did not mix with the blood.

minutes. The top transparent layer w

collected material was washed three times with PBS for 10 minutes each. The WBCs were 

collected from the bottom of centrifuge tube and resuspended in PBS. For RBC isolation from 

whole blood, the whole blood was centrifuged at 2000 g

carefully from the bottom of the centrifuge tube and resuspended in PBS
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optical micrographs of the cell suspensions on glass slide.
(b) Renal cancers cells suspended in PBS. (c) Renal cancer cells mixed 

ended in PBS solution. All the images were taken with same lens and 
magnification. The scale bar is 50 µm. Reprinted by permission of The Royal Society of 

Chemistry [179] 

Primary Renal Cancer Cell Culture (Human Derived) 

al derived cancer cells found in brain tissue were obtained from consenting 

patients at the University of Texas Southwestern Medical Center (Dallas, TX, USA) with the 

approval of the Institutional Review Board. The collected brain tissue containing metasta

renal derived cancer cells were chemically dissociated with papain and dispase (both 2%) and 

cultured in Dulbecco’s modified Eagle’s medium (DMEM) with 10% fetal bovine serum.

Blood Cells (RBCs) and White Blood Cells (WBCs) from Bovine

The whole bovine blood was purchased from Lampire Biological with 

anticoagulant. WBCs were isolated from the whole blood using OptiPrepRM density gradient 

medium. Whole blood was mixed with OptiPrep at a ratio of 1:8. Half ml of Tricine Buffered 

Saline (TBS; 0.85% NaCl, 20 mM Tricine-NaOH, pH 7.4) was layered on top of mixture carefully 

it did not mix with the blood. The whole blood solution was centrifuged at 2000 g

minutes. The top transparent layer was removed carefully upto 0.5 ml below the meniscus. The 

collected material was washed three times with PBS for 10 minutes each. The WBCs were 

collected from the bottom of centrifuge tube and resuspended in PBS. For RBC isolation from 

e blood was centrifuged at 2000 gav for 15 minutes.  RBCs were collected 

carefully from the bottom of the centrifuge tube and resuspended in PBS again. 

 

ell suspensions on glass slide. (a) Whole 
(c) Renal cancer cells mixed 

All the images were taken with same lens and 
Reprinted by permission of The Royal Society of 

al derived cancer cells found in brain tissue were obtained from consenting 

patients at the University of Texas Southwestern Medical Center (Dallas, TX, USA) with the 

approval of the Institutional Review Board. The collected brain tissue containing metastasized 

renal derived cancer cells were chemically dissociated with papain and dispase (both 2%) and 

cultured in Dulbecco’s modified Eagle’s medium (DMEM) with 10% fetal bovine serum. 

(WBCs) from Bovine Blood 

The whole bovine blood was purchased from Lampire Biological with K2-EDTA as 

density gradient 

ml of Tricine Buffered 

NaOH, pH 7.4) was layered on top of mixture carefully 

The whole blood solution was centrifuged at 2000 gav for 15 

as removed carefully upto 0.5 ml below the meniscus. The 

collected material was washed three times with PBS for 10 minutes each. The WBCs were 

collected from the bottom of centrifuge tube and resuspended in PBS. For RBC isolation from 

for 15 minutes.  RBCs were collected 
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4.3 Results and Discussions 

In order to demonstrate the capability of the device as a microflow cytometer, different 

concentrations of renal cancer cells were mixed with PBS and run through the 12 µm pore at 

flow rate of 10 µL per min and current sampling time of 2.5 µsec. The same experiment was 

repeated for 20 µm pore at a flow rate of 10 µL per min. The two experiments showed similar 

results. The device showed excellent results in renal cell counting as shown in Figure 4.5. When 

a single cell tried to translocate through the pore, it showed distinctive current blockade signals. 

The two cell counting measurements, one through the micropore and other by hemocytometer, 

were in excellent agreement with R2 value of 0.9999.  

 

Figure 4.5 Shows concentration comparison between micropore device and hemocytometer cell 
counter device for 5 different concentrations of renal cancer cells (5 to 500 cells/50 µL). The plot 

is for 12 µm pore at flow rate of 10 µL per min. The dot line (purple) is a linear regression of 5 
samples (R2= 0.9999) and indicates good correlation between the two methods. Reprinted by 

permission of The Royal Society of Chemistry [179] 

To check the stability of the micropore device, we analyzed the electrical profile of cells 

(e.g., renal cancer cells, RBC and WBC) at three different timepoints: 1, 5 and 10 minutes. The 
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cell profiles remained stable 

reliability and stability of the micro

Figure 4.6 Shows the translocation pulses for all cell types (Cancer Cell, WBCs, RBCs) at 
different time points (1, 10 and 25 mins). The device shows the stable behavior.

permission of The Royal Society of Chemistry 

 

We showed that the micropore device can

The renal cancer cells were mixed with PBS at concentrat

solution. The flow rate was optimized for maximum throughpu

per minutes, the device started missing useful information for cancer cells during translocation.  

Below 10 µL per min flow rate, the thro

was 10 µL per min. The optimiz

higher current sampling time, the measuring equipment gave less
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 as shown in Figure 4.6. These results clearly demonstrated 

the micropore for cell counting purpose. 

Shows the translocation pulses for all cell types (Cancer Cell, WBCs, RBCs) at 
different time points (1, 10 and 25 mins). The device shows the stable behavior. Reprinted by 

permission of The Royal Society of Chemistry [179] 

micropore device can discriminated between different cell types

The renal cancer cells were mixed with PBS at concentration of 1000 renal cells/mL

The flow rate was optimized for maximum throughput and we found that above 20 µL 

started missing useful information for cancer cells during translocation.  

Below 10 µL per min flow rate, the throughput of our device was lower. The optimized flow rate 

. The optimized current sampling time was thus set at 2.5 µsec. Although at 

higher current sampling time, the measuring equipment gave lesser baseline noise, but some 

These results clearly demonstrated 

 

Shows the translocation pulses for all cell types (Cancer Cell, WBCs, RBCs) at 
Reprinted by 

tween different cell types.  

ion of 1000 renal cells/mL of PBS 

t and we found that above 20 µL 

started missing useful information for cancer cells during translocation.  

ughput of our device was lower. The optimized flow rate 

d current sampling time was thus set at 2.5 µsec. Although at 

baseline noise, but some 
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useful information could be lost.  Below 2.5 µsec sampling time, there was more noise which 

suppressed some current blockage signals during cell translocations. The applied bias was 5 

volts. The RBCs and WBCs were separated using protocols described above. RBCs and WBCs 

were mixed in PBS separately at equal concentrations of 1,000 cells/mL. They were processed 

using the same micropore device (Flow rate = 10 µL per min, Current sampling time = 2.5 µsec, 

Applied voltage = 5V). For 12 µm pore, less number of RBCs and WBCs were detected than 

expected. The sizes of the RBCs and large number of WBCs were smaller than the pore 

diameter. When smaller cells passed through the 12 µm pore, they could not completely block 

the pore and therefore did not give significant pulse signals. The characteristic shape of the 

pulse blockade signals also depends on the orientation of the cells passing through it. The 

measurement setup can record current samples at such a high rate that it can accurately track 

the 3D profile of the larger cells (renal cancer cells), but in case of cells with smaller sizes, 

equipment with higher sampling rate would be needed. Nevertheless, the micropore chip 

showed significantly different current blockade pulse for all the three types of cell suspensions 

as shown in Figure 4.7. More than 85% of cancer cells showed different pulse widths and 

amplitudes. The pulse shapes are shown more closely in Figure 4.7 (b-d). When the cancer cell 

translocated through the 12 µm pore, it squeezed through the pore because its diameter was 

larger than the pore size.  While squeezing, it physically blocked the pore and showed 

significant current dips. All of the pulses for renal cancer cells depicted very smooth bell shape 

which shows that only one cancer cell passed through the pore at a time. When RBCs pulses 

were analyzed, most of the pulses were double or triple spiked which suggested that significant 

signal could be measured only when clumps of two or more RBCs passed together as shown in 

Figure 4.7 (e-g). WBCs have a range of cell diameters (5-18 µm). When the WBCs of larger 

size translocated through the 12 µm pore, they gave smooth pulses. 



 

 

Figure 4.7 Shows the distribution of the cell data according to their size while tr
through 12 µm pore. (a) This plot points out the distribution of cancer c
types. (b), (c) and (d) show pulses for Cancer cells, 
that the pulses for cancer cells showed more current blockage and more translocation time 
when compared with other cell suspensions. (e

Almost all of the pulses were double spiked or irregular shaped in contrast to the pulses from 
cancer cells which were smooth and bell shaped. It suggested
signals for RBCs when they were

 

The average translocation time and peak amplitude for three cell types is shown in 

Table 4.1. Statistical analysis of data

statistically significant difference (P

analysis was based on the translocation time and peak amplitude values.
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he distribution of the cell data according to their size while translocating 
(a) This plot points out the distribution of cancer cells from the other cell 

types. (b), (c) and (d) show pulses for Cancer cells, WBCs and RBCs, respectively.
that the pulses for cancer cells showed more current blockage and more translocation time 

ed with other cell suspensions. (e-g) Show the close-up of the RBCs pulses.  
Almost all of the pulses were double spiked or irregular shaped in contrast to the pulses from 

ch were smooth and bell shaped. It suggested that the device only showed
when they were clumped together. Reprinted by permission of The Royal 

Society of Chemistry [179] 

The average translocation time and peak amplitude for three cell types is shown in 

1. Statistical analysis of data (ANOVA one-way Analysis) showed that there was 

statistically significant difference (P-value < 0.01) between all cell types (Table 4.

analysis was based on the translocation time and peak amplitude values. 

 
 

 

anslocating 
ells from the other cell 

WBCs and RBCs, respectively. It depicts 
that the pulses for cancer cells showed more current blockage and more translocation time 

up of the RBCs pulses.  
Almost all of the pulses were double spiked or irregular shaped in contrast to the pulses from 

device only showed 
Reprinted by permission of The Royal 

The average translocation time and peak amplitude for three cell types is shown in 

howed that there was 

4.1). Statistical 
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Table 4.1 Translocation time and amplitude for different cell types for 12 µm pore. Where 
*P<0.01 between CTCs and others; #P<0.01 between WBCs and RBCs. Reprinted by 

permission of The Royal Society of Chemistry [179] 

Cells 

Types 

Average 

Translocation Time 

Average Peak 

Amplitude 

CTCs  138.16 ± 192.4   10.56 ± 3.51   

WBCs  18.53 ± 11.24*  3.34 ± 1.05*     

RBCs  6.63 ± 6.57*#      2.56 ± 0.59*#  

 

For optimal pore diameter, the same experiment was repeated with 20 µm pore 

diameter. The pulse amplitude was reduced for all the cell suspensions when compared with 12 

µm pore, as expected. Translocation time and pulse amplitude from all three types of cells were 

significantly different as shown in Figure 4.8. Very few RBC clumps were detected because of 

the larger pore diameter. All the applied conditions were same as for 12 µm pore. Using 20 µm, 

the average translocation time and peak amplitude for three cell types is shown in Table 4.2. 

Statistical analysis of data (ANOVA one-way Analysis) showed that there was statistically 

significant difference (P-value < 0.01) between all cell types (Table 4.2). Statistical analysis was 

based on the translocation time and peak amplitude values. 
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Figure 4.8 Shows the distribution of the cells according to their size while translocating through 
20 µm pore.  (a) Plot shows reduction in pulse magnitudes in comparison to those for the 12 µm 

pore. The plot shows distinct behavior for cancer cells in contrast to other cell types. (b-d) 
Shows the pulse data from pClamp software. (b), (c) and (d) show example pulses for cancer 
cells, peripheral mononuclear cells and RBCs, respectively. Reprinted by permission of The 

Royal Society of Chemistry [179] 
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Table 4.2 Translocation time and amplitude for different cell types for 2o µm pore. Where 
*P<0.01 between CTCs and others; #P<0.01 between WBCs and RBCs. Reprinted by 

permission of The Royal Society of Chemistry [179] 

Cells Types Average Translocation 

Time 

Average Peak Amplitude 

CTCs  100.15 ± 75.9  5.09 + 1.51  

WBCs  9.47 ± 9.08*  2.3 ± 0.45*  

RBCs  6.72 ± 9.02*  1.81 ± 0.42*#  

 

 For 20 µm pore, when the flow rate was increased from 10 µL per min to 25 µL per 

min, only very few RBCs and WBCs were detected due to increased translocation velocity of 

cells as shown in Figure 4.9. It is interesting to note that renal cancer cells still gave significant 

current blockage pulses at higher flow rate of 25 µL per min.  

 

Figure 4.9 Shows the distribution of the cells data according to their size while translocating 
through 20 µm pore at flow rate of 25 µL per min. This data points out the distinct distribution of 

cancer cells from the other cell types. The average translocation times and current blockade 
amplitudes for renal cancer cells were significantly higher than other cells types. Only few 

WBCs and RBCs were detected at higher flow rate of 25 µL per min. Reprinted by permission of 
The Royal Society of Chemistry [179] 
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For further proof of the principle, we mixed the renal cancer cells with whole bovine 

blood. The blood was first diluted with PBS at 1:10 ratio and processed using our device. Then 

known concentration of cancer cells were added into the solution (100 cells/mL). The solution 

was mixed well before putting into the device and the measurements of cell translocation. The 

flow rate was maintained at 10 µL per min for both of the micropores (12 µm and 20 µm). The 

data was recorded using LabView software at current sampling time of 2.5 µsec and distribution 

density plots were made to analyze the data. Most of the cells (RBCs and WBCs) showed 

familiar peaks as shown in Figure 4.10. Some of the blood cells showed high current blockade 

signal because of clumping at higher concentration. But they can be easily separated from the 

renal cancer cells based on their pulse shape, width and translocation time. Cancer cells still 

showed smooth and deep current pulses when compared to other cell types. For 12 µm pore, 

about 70% of the cancer cells were detected while detection percentage was about 50% using 

20 µm pore.  
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Figure 4.10 Shows the density plots for mixed cell suspensions. (a) Shows the density plot of 
the whole blood diluted with PBS at a ratio of 1:10 for 12 µm pore. The colormap at right of each 

plot shows the density distribution of cells according to their translocation time and pulse 
amplitude. (b) Shows the density plot when mixture of whole blood with renal cancer cells was 
processed using the pore chip. Because of size difference the cancer cells showed distinctive 
current pulses as highlighted by dashed oval. Analysis of the pulse shapes further reduced the 
background noise. The cancer cells gave smooth bell shaped pulses, while the other cells and 
clumps gave spiked pulses because of their irregular orientation. (c) Shows the density plot of 
diluted whole blood with PBS buffer for 20 µm pore. All the other parameters were same as for 
12 µm pore. (d) Shows the density plot, when renal cancer cells were mixed with the solution of 
whole blood with PBS and whole mixture was process with 20 µm pore. The cancer cells can be 
differentiated easily form other cells based on their current pulse characteristics. Characteristic 
pulses were detected form the data and are shown for different data distributions. Reprinted by 

permission of The Royal Society of Chemistry [179] 
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For 20 µm pore diameter and at higher flow rate of 25 µL per min, the detection 

efficiency was reduced to approximately 40% as shown in Figure 4.11. At higher cell denisty, 

more than one cell approach the pore entrance but the pore works on first come first serve 

basis. When cells were translocated separately at low concentrations, they gave less 

translocation time when compared to mixed translocation at higher concentration. At higher flow 

rates of 25 µL per min, the 20 µm pore lost its detection efficiency because more than one cell 

would try to enter the pore at any time instance and affect the pulse characteristics. Secondly, 

the translocation time was reduced at flow rate of 25 µL per min which would require lesser 

sampling time for pulse shape discrimination.   

  

Figure 4.11 Shows the density plots for mixed cell suspension. (a) Shows the density plot of the 
whole blood diluted with PBS at a ratio of 1:10 for 20 µm pore. The flow rate was 25 µL per min. 
(b) Shows the density plot when mixture of whole blood with renal cancer cells was processed 

using the micropore chip of 20 µm diameter. Because of size difference the cancer cells 
showed distinctive current pulses as highlighted by dashed oval. At flow rate of 25 µL per min, 

detection efficiency was reduced to 40%, and pulse characterizing based on pulse shape 
became more challenging. Reprinted by permission of The Royal Society of Chemistry [179] 

4.4 Conclusions 

A novel solid-state micropore based cancer cell detection device was fabricated. 

Cancer cells can be detected directly from the whole blood using micropore device. 12 µm pore 

gave better cancer cell discrimination. The discrimination could be increased by diluting the 

blood further with PBS buffer, but more dilution would reduce the overall throughput. The cell 

detection approach based on size is broadly applicable and could be used for complete 

(a)
(b)
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phenotypic characterization of specific cells. Live and dead cells could also be differentiated by 

our proposed method. We successfully showed that solid-state micropore can be used for label 

free and efficient CTC detection from blood based on their size. Micropore device gave 85% 

cancer detection efficiency. Our proposed method opened a new research direction for CTC 

detection and characterization. 
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CHAPTER 5  

NANOTEXTURED SCAFFOLD FROM CHICKEN EGGSHELLS 
 

5.1 Introduction 

Cell growth, adhesion, migration and orientation are influenced by surface 

topographical features of substrates like pores, fibers and ridges at nanometer dimensions [180, 

181]. The cells shows more attachment and proliferation on textured surfaces as compared with 

flat ones [182, 183]. Basement membranes serve as an underlying layer for cellular structures 

throughout the human body. The basement membrane is composed of extracellular matrix 

(ECM) which has nanoporous structure with collagen fibrous network. ECM consists of fibrous 

collagen, proteoglycans, fibronectin, hyaluronic acid and laminin. The substrates having nano-

structures, dense nanopores and high surface area have topographical resemblance with ECM 

and considered ideal in many tissue engineering and cell growth applications [184-186]. 

Therefore methods and processes to make surfaces with nano-texturing are highly desirable. 

The textured surfaces have also found a lot of application in biosensors, pathogen detection 

proteomics and light emitting diodes [22, 126, 187, 188]. Nano-textured surfaces offers 

increased surface area which allows more protein or nucleic acid binding to capture specific 

biological targets [189]. Nano-textured surfaces are prepared using photolithography, plasma 

etching, micro contact printing, stencil assisted patterning and long polymer chemical etching 

processes. These fabrication processes have limited utility because they are cost prohibitive or 

require special equipment [190]. Therefore a simple and cost effective fabrication process is 

required to make nano and micro-textured surfaces.     

We report a simple and inexpensive method to make 3D nano and micro-structures 

using wet chemical etching of chicken eggshell. The chicken eggshell is totally resorbable and 

biocompatible with good osteoconductivity [191-193]. Calcium carbonate has emerged as a 
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novel bone substitute in its natural or derived form for bone healing applications in dentistry and 

orthopedics [194, 195]. Coralline eggshells have been previously reported to synthesize 

nanoparticles and nano-powder which can be further sintered to make porous scaffolds. 

However, we report that eggshells can provide novel substrate features that can be tailored for 

many more applications. For the first time, we report synthesis of nano-textured scaffolds by wet 

chemical etching of chicken eggshells. Briefly, chicken eggshells are treated with diluted 

hydrochloric acid (HCl) and sulphuric acid (H2SO4). The chemical treatment etches the 

eggshell surface into nanoporous and eggshell-grass scaffolds. The patterns are also 

transferred to polydimethylsilaxane (PDMS) with precision. The PDMS scaffolds are then 

utilized to study the effects of nano-texturing on the growth of human fibroblast cells.      

5.2 Materials and Methods 

All chemicals were obtained from Sigma-Aldrich (St. Louis, MO) unless otherwise 

noted. 

5.2.1  Synthesis of Chicken Eggshell Scaffold 

The chicken eggshells were first cleaned from inside by leaving them for 30 minutes in 

hot water followed by washing with de-ionized (DI) water. The eggshell was dried with nitrogen 

blow after boiling. The eggshells were processed in hot furnace at 200 oC for 2 hours to burn 

away any impurities. The eggshells were dipped in 15% HCl for 5 minutes for fabrication of 

nano-textured surfaces. The HCl-treated eggshells were washed with large amount of DI water 

and dried with nitrogen. In order to make micro-needle scaffolds, the eggshells were left in 25% 

H2SO4 for half an hour. The H2SO4-treated eggshells were also washed with a conspicuous 

amount of DI water and dried with nitrogen blow. After drying, scaffolds were stored in Petri 

dishes for later use.    
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5.2.2  Gold Sputtering for SEM Imaging 

As scanning electron microspore (SEM) imaging requires conductive samples, we 

sputtered 10 nm thin film of gold on eggshell samples to make these conductive for imaging. 

The SEM (ZEISS Supra 55) was used in Variable Pressure mode. Secondary electron (SE) 

detector at high vacuum was used during SEM imaging.   

5.2.3  Energy-Dispersive X-ray Spectroscopy (EDS) and Composition Mapping 

Energy-Dispersive X-ray Spectroscopy (EDS) was used for elemental analysis of 

synthesized eggshell scaffolds. EDS and mapping was done before gold coating. EDS detector 

(EDAX, Genesis) was attached to SEM. After loading the sample, SEM was focused at 15 mm 

working distance with 15 KV applied voltage. First EDS data was captured and then mapping 

analysis was done using inbuilt mapping software. 

5.2.4  X-ray Diffraction Analysis for Chicken Eggshell Samples 

First eggshell samples were loaded into sample holders using molding clay. The X-ray 

system (KristalloFlex-810, Siemens D-500) was turned on and allowed to warm up for 10 

minutes. The sample was loaded and X-ray beam was turned on. X-ray diffraction data was 

captured at the following conditions: 2θ_start = 8o, 2θ_end = 120o, step size = 0.05 and dwell 

time = 3 secs. 

5.2.5  Polydimethysiloxane Casting 

The eggshell samples were treated with 1H,1H,2H,2H-Perfluorooctyl-trichlorosilane 

(PFTS). Deposition of thin film of PFTS helped in peeling off of polydimethysiloxane (PDMS: 

Sylgard 184, Dow Corning) from eggshell samples [196]. For PFTS deposition, the eggshell 

samples were put on the hot plate next to a glass slide that carried few drops of PFTS. These 

were covered with glass Petri dish with small hole in it. The temperature of the hot plate was 

maintained at 250 oC. The PFTS evaporated at high temperature and get deposited on the 

eggshells scaffolds making few nm polymer layer [197]. The eggshells scaffolds were removed 
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from the hot plate after 20 minutes and allowed to cool down. PDMS was prepared by mixing 

base curing agent at the ratio of 1:10 (w/w). PDMS mixture was placed in vacuum chamber to 

remove air bubbles. PDMS mixture was then poured on the eggshell scaffolds and allowed to 

polymerize for 10 minutes at 150 oC. The samples were cooled down and PDMS was peeled off 

the eggshell scaffolds.  

5.2.6  Atomic Force Microscope (AFM) Surface Analysis 

AFM was used for surface analysis of PDMS scaffolds casted from textured eggshell 

surfaces. Non-contact AFM tips (NCLR fo: 190 kHz, C: 48 N/m, NanoWorld AG) were used to 

analyze the PDMS surface. No coating was applied on samples prepared for AFM analysis.  

5.2.7  Human-derived Primary Immortalized Fibroblast Cell Culture 

Human fibroblast cells were obtained from consenting patients at the University of Texas 

Southwestern Medical Center (Dallas, TX, USA) with the approval of the Institutional Review 

Board. The collected human fibroblast cells were cultured in Dulbecco’s modified Eagle’s 

medium (DMEM/F-12, Cellgro, Mediatech Inc.) with 10% fetal bovine serum. Gentamycin and L-

Glutamine (Invitrogen) were also added in cell culture medium. Cells were incubated under 

standard cell culture conditions i.e. a sterile, humidified, 95% air, 5% CO2 and 37 oC.  

5.2.8  In vitro Fibroblast Cell Culture Studies and Laminin Coating on PDMS Scaffolds 

Texture and plain PDMS scaffolds were cut into 6 mm diameter circular disks. All the 

PDMS samples were glued into 24 well plate using UV glue (Dymax Corporation). The well 

plate was left under UV lamp for 20-30 mins to cure the UV glue. All the PDMS scaffolds were 

washed three times with DI water and dried with nitrogen blow. The PDMS samples were 

treated with O2 plasma for 30 minutes to sterilize the scaffolds. Secondly, the plasma treatment 

made the surface of PDMS hydrophilic. All of the scaffolds were washed again with DI water 3 

times. The samples were then coated with Poly-D-Lysine (PDL) by immersing the scaffolds in 

PDL solution for 24 hours. PDL solution was made in DI water. The PDL solution was drained 
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out after 24 hours and the wells were filled with DI water. The wells were washed again 

thoroughly with sterilized DI water for 3 times. PDMS samples were then coated with laminin by 

immersing the samples in solution with 10 µg/ml laminin in 1X PBS solution. Well plate was left 

at 37 oC in incubator for 3-4 hours to coat laminin on PDMS surfaces [198]. The laminin solution 

was then removed and samples were washed with sterilized 1X PBS thrice. Freshly harvested 

human fibroblasts cells were seeded onto the PDMS samples; 5000 cells/cm2 for low density 

and 100,000 cells/cm2 for high density cell culture studies. Four samples were prepared for 

each condition (n=4). Statistical Analysis was performed using one-way ANOVA analysis for 

three independent samples. 

5.2.9  Immunostaining of Human Fibroblast Cells 

After cell culture for 3 days, the cell culture medium was removed from the wells. The 

cells were fixed by immersing all the samples into 4% paraformaldehyde for 3 hours. Blocking 

solution was prepared by mixing goat serum with washing solution (0.5 % Triton X-100 in 1X 

PBS solution) to make 4% goat serum. 4% paraformaldehyde was removed after 3 hours 

followed by washing three times with 1X PBS. Blocking solution was added on samples for 1 

hour at room temperature. Blocking solution was replaced with primary antibody solution 

(Vimentin, mIgG1, 1:500) and well plate was left overnight at 4 oC. After specific time period, 

primary antibody solution was removed and all the PDMS samples were washed 3 times with 

washing solution. Secondary antibody solution was prepared by mixing goat anti-mouse IgG1 

Dylight 488 (1:400, Jackson ImmunoResearch Laboratories Inc., USA) with washing solution. 

Secondary antibody solution was added to all wells and samples were left for 1 hour at room 

temperature. Samples were washed again three times with washing solution. Samples were left 

with 1X PBS. All the samples were imaged with the same fluorescent microscope.  
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5.2.10  Laminin Staining 

The method to stain for laminin was similar to immunostaining process used for fibroblast 

except different primary and secondary antibodies were used. Laminin was fixed by immersing 

samples in 4% paraformaldehyde. Primary laminin antibody (rabbit IgG, 1:200) solution was 

added to all of the wells and kept at 4 oC overnight. After desired time, primary was removed 

and secondary antibody solution, goat anti-rabbit IgG Dylight 488 (1:400, Jackson 

ImmunoResearch Laboratories Inc.), was added and well plate was kept at room temperature 

for 1 hour. Samples were washed with washing buffer three times followed by immersion in 1X 

PBS solution. Four images were taken for each sample from random parts using fluorescent 

microscope. The intensity data was measured and quantified with ImageJ software. The 

intensities were calculated by selecting random areas of the images.  Bright spots were avoided 

during intensity quantification. Statistical Analysis was performed using one-way ANOVA 

analysis for three independent samples.  

5.2.11  Cell Sample Preparation for SEM Imaging 

In order to prepare the cell samples for SEM imaging, different ethanol gradient solutions 

(v/v) were prepared by mixing with DI water at concentrations of 20%, 30%, 50%, 70%, 85%, 

95% and 100% [189]. The gradient solutions were used to remove water content from the cells. 

The ethanol gradient solutions helped cells to be fixed without rupturing the cell walls. All the 

samples were put in each ethanol gradient solution for 15 minutes in increasing concentration 

order (starting with 20%). Samples were stored at -20 oC for overnight. Fixed cell samples were 

prepared for SEM imaging by sputtering few nm of gold onto all samples. 

5.3 Results and Discussions 

5.3.1  Wet Etching of Chicken Eggshells 

The eggshell samples were cleaned as explained in materials and method section. When 

the samples were treated with diluted HCl and H2SO4, different nano-textures were produced on 
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the eggshell surface. Chemically treated eggshell samples had nano-features and micro-

needles as shown by SEM micrographs in Figure 5.1. SEM micrographs showed that original 

eggshell does not have any of the features like micro-features or nanoporous texture. 

 

Figure 5.1 Shows the SEM micrographs for original and chemically treated eggshell surfaces. 
(a) Original eggshell surface. (b) Eggshell treated with 25% H2SO4 solution for 30 minutes. (c) 

Eggshell treated with 15% HCl solution for 5 minutes 

 

H2SO4-treated eggshell scaffolds showed needles with widths ranging between 500 nm 

– 3 µm and the lengths of most of the needles are 50 µm as shown in Figure 5.2. Eggshell 

micro-needles are similar to silicon grass in shape [25, 26]. The concentration of sulfuric acid 

did not have any effect on the size, shape, orientation, thickness or length of the micro-needles. 

We found that higher the concentration of sulfuric, higher would be the rate of chemical reaction 

but it did not have any effect on synthesized micro-needles. 

 

Figure 5.2 Shows the SEM micrographs of micro-needles synthesized by the chemical reaction 
of eggshell with sulfuric acid. (a) Shows single micro-needle with width of ~800 nm. (b) The 

lengths of micro-needles ranged between 25–60 µm 

20 um 20 um 500 nm

(a) (b) (c)

15 um500 nm

(a) (b)
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Nanoporous texture was formed on the surface of eggshell treated with diluted HCl. 

The average diameter of nanopore was less than 100 nm as shown in Figure 5.3. The 

nanoporous pattern was very uniform over the whole eggshell surface. We used higher 

concentrations of HCl (25 %, 50%) but, again, it showed only increase in the chemical reaction 

with no differences in the final nano-texture. At higher concentrations of HCl, it was difficult to 

control the chemical reaction. The HCl reacted vigorously with chicken eggshell at higher 

concentrations. 

 

Figure 5.3 Shows SEM micrograph of the eggshell treated with HCl. The diameter of most of the 
nanopores is less than ~100 nm 

 

5.3.2  EDS Elemental Analysis and Mapping of Eggshell 

Energy-dispersive x-ray spectroscopy (EDS) was performed to analyze the material 

composition as described in Materials and Method section. The original chicken eggshell mainly 

consisted of Ca, C, O, P and Mg as shown in Figure 5.4(a). EDS spectrum analysis showed that 

carbon content decreased significantly in H2SO4 treated sample as carbon would form CO2 

during chemical reaction Figure 5.4(b). Chemical reaction might also have dissolved some 

organic impurities. The sulfuric acid treatment decreased the carbon content and sulfur content 

was appeared as shown by Equation 5.1.    

CaCO3 + H2SO4  � CaSO4 + H2O + CO2    (5.1) 

200 nm
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Figure 5.4 EDS elemental analysis of original and chemically treated eggshell samples. (a) EDS 
spectrum of original eggshell. (b) EDS spectrum of eggshell sample treated with diluted H2SO4. 

(c) EDS spectrum of eggshell sample treated with diluted HCl 

 

Chicken eggshell mainly consists of 94% calcium carbonate, 1% calcium phosphate, 

4% organic matter and 1% magnesium carbonate [199]. When calcium carbonate reacted with 

sulphuric acid, grass like features were produced which were supposed to be made up of 

calcium sulphate. The composition mapping was performed on the H2SO4 treated sample as 

Energy (KeV)

(a)

Energy (KeV)

(b)

Energy (KeV)

(c)
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explained in materials and methods section and also shown in Figure 5.5. Mapping of eggshell 

samples treated with sulfuric acid proved that calcium was abundantly present all over the 

sample but oxygen and sulfur were mainly present on the surface of micro-needles. It was due 

to the fact that the original eggshell is composed of calcium carbonate which has calcium 

everywhere. As sulfur was only present over the needle surface, that confirmed the formation of 

calcium sulphate crystals. The presence of carbon in few areas might be due to underlying 

calcium carbonate which was still in its original form. 

 

Figure 5.5 Elemental mapping of sulfuric acid treated eggshell samples. (a) SEM micrographs 
of the sample area used for mapping. Mapping micrographs show: (b) Mapping of calcium; (c) 

Mapping of carbon; (d) Mapping of oxygen; (e) Mapping of sulfur 

 

Carbon content was reduced when eggshell reacted with diluted HCl solution as shown 

in Figure 5.4(b). Lesser carbon content was due to the release of CO2 and dissolution of organic 

components during chemical reaction. Chlorine was not found in the EDS spectrum, because 

CaCl2 precipitated out in the solution. The reaction equation of eggshell with HCl is given by 

Equation 5.2.      

(a)  SEM image (b)  Mapping of Ca (c)  Mapping of C

(d)  Mapping of O (e)  Mapping of S
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CaCO3 + 2HCl  � CaCl2 + H2O + CO2    (5.2) 

The formation of the nano-features on the eggshell surface was due to random etching 

of the eggshell surface. When eggshell was reacted with HCL, CO2 was being released 

resulting bubble formation. The bubbles prevented the physical contact of certain areas of the 

eggshell surface with HCl for short duration of time. This bubble formation process resulted into 

an uneven chemical etching of the eggshell surface which led the appearance of nano-features 

on eggshell surface.  

5.3.3  XRD Crystal Analysis of Eggshell 

The eggshell samples were also characterized with XRD as shown in Figure 5.6. After 

recording the XRD data, Jade5 software was used to analyze the results. It was found that 

original eggshells showed a significant peak around 2θ ~ 30o which was characteristic of 

crystalline calcite having hkl (104) [200]. These results were similar to previous reports [201]. 

The XRD spectrum of H2SO4 treated eggshell showed that there were few peaks which were 

not associated with calcite as denoted by stars in Figure 5.6(a). These peaks were associated 

with calcium sulphate dihydrate (CSD) crystals [202]. The three peaks (2θ ~ 12o, 20o and 24o) 

are similar as reported earlier reports [202]. The overlapping of two XRD spectra in certain 

regions might be due to the fact that calcite phase was still present in underlying layers of 

eggshell. The sample treated with HCl showed XRD spectrum very similar to original eggshell 

as shown in Figure 5.6(b). The XRD spectra of both of the samples perfectly overlapped with 

significant peak around 2θ ~ 30o (calcite crystalline phase). The HCl has just etched the 

eggshell surface but did not change the surface composition. It can also be confirmed  by EDS 

analysis. 
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Figure 5.6 X-ray diffraction spectra for original and chemically treated eggshell samples. (a) 
Comparison between XRD spectra of original eggshell and H2SO4 treated eggshell. The peaks 

represented by arrows show the characteristics of crystalline calcite phase having hkl (104), 
(113), (202), (018) and (116). Stars represent the peaks not associated with calcites. (b) 

Comparison between XRD spectra of original eggshell and HCl treated eggshell 

 

5.3.4  Polymer Casting and AFM Analysis        

PDMS was casted onto the chemically treated eggshells as explained in the materials 

and methods section. A nanolayer of 1H,1H,2H,2H-Perfluorooctyl-trichlorosilane (PFTS) 
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polymer was deposited before casting PDMS, as PFTS helped in peeling PDMS off of the 

eggshell surface. Three different samples were synthesized i.e. PDMS casted from plain 

surface (Sample-1), PDMS casted from eggshell with micro-needles (Sample-2) and PDMS 

casted from eggshells with nano-texture (Sample-3). For convenience we will use Sample-1 

(plain control), Sample-2 (casted from H2SO4 treated eggshell) and Sample-3 (casted from HCl 

treated eggshell) in the remaining text. After casting, PDMS samples were analyzed using 

atomic force microscope (AFM). The AFM micrographs showed that Sample-2 showed both 

micro and nano-features while Sample-3 had only nano-texture as shown in Figure 5.7. For 

Sample-2, the micro-features were transferred from the micro-needles. As micro-needles were 

very dense, there were nano-gaps present between the micro-needles which resulted in the 

formations of nano-features on the PDMS Sample-2. 

 

Figure 5.7 Shows AFM micrographs of PDMS samples casted form native and processed 
eggshells. (a) Sample-1, PDMS casted on plain glass surface. (b) Sample-2, PDMS casted on 

eggshell with micro-needles. (c) Sample-3, PDMS casted from eggshell with nano-texture 

 

The samples were also analyzed by SEM as shown in Figure 5.8. SEM micrographs 

clearly revealed that PDMS Sample-2 had both of the micro and nano-features. Very uniform 

nano-texture was found on the surface of PDMS Sample-3 which casted from eggshell treated 

with HCL. 

(a) (b) (c)
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Figure 5.8 Shows SEM micrographs of PDMS samples. (a) Sample-2 with nano to micron range 
features. (b) Sample-3 with nano-texture 

 

5.3.5  Laminin Coating on PDMS Samples   

To study the in vitro fibroblast cell growth on different surfaces, first human fibroblast cells 

were seeded onto the PDMS samples without laminin coating. The cells were allowed to grow 

on PDMS surfaces for 3 days. It was observed that cells were not growing well on the PDMS 

surfaces without laminin coating. The intrinsic hydrophobicity of PDMS did not allow cells to 

attach and grow well. Cells like moderately hydrophilic surfaces. Cell membrane proteins are 

highly absorbable on moderate hydrophilic surface which facilitates cell adhesion. It is also 

interesting to point out that highly hydrophilic surfaces also prevent protein adsorption. The flat 

PDMS surface is very hydrophobic because methyl group is present on both sides of backbone 

chain with average contact angle of ~115±2o. It is interesting to note that hydrophobic surfaces 

become more hydrophobic with nano-texturing, while hydrophilic surfaces become more 

hydrophilic with nano-texturing [189]. In this regards, nano-texturing would not help in reducing 

the contact angle of hydrophobic PDMS surface. The PDMS samples were made hydrophilic by 

laminin coating as described in material and methods section [198]. Fluorescent imaging was 

used to verify the laminin attachment. Fluorescent intensity was quantified on all of the laminin 

coated PDMS samples as shown in Figure 5.9.  

(a) (b)
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Fluorescent intensity quantification showed that the laminin attachment on Sample-3 

was 2 times more than Sample-1 because it had more surface area available for attachment. 

There was also ~50% more protein attachment on the nano-textured PDMS surface (Sample-3) 

as compared to mciro-textured PDMS (Sample-2). Statistical analysis showed that there were 

significant statistical differences between Sample-1, Sample-2 and Sample-3 (P-value < 0.0001, 

n=4).      

 

 

Figure 5.9 Shows fluorescent intensity (a.u.) after laminin coating of PDMS samples. There 
were significant statistical differences between flat and textured PDMS samples (*p <0.0001, 

n=4). Nano-textured PDMS samples were also statistically different from micro-structured 
PDMS samples (#p <0.0001, n=4) 

 

5.3.6  In vitro Fibroblast Cell Growth 

Human fibroblast cells were seeded on the all three types of laminin coated PDMS 

samples. The cell growth was found to be significantly more on laminin coated textured Sample-

2 and Sample-3 as compared to laminin coated plain Sample-1 as shown in Figure 5.10. The 

cell density increased from 63±14 cells/mm2 (Sample-1) to 810±207 cells/mm2 (Sample-2) and 
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1035±130 cells/mm2 (Sample-3) as shown in Figure 5.11. The PDMS samples casted from HCl 

treated eggshell showed denser and more uniform fibroblast growth compared to other PDMS 

samples. Statistical analysis showed that there were statistically significant differences (P-value 

< 0.01) between Sample-1, Sample-2 and Sample-3. Though Sample-3 had more cell density 

than Sample-2 but they were not significantly statistically different (P-value = 0.1236). It was 

also observed that if the initial cell seeding density was increased from 4000 cells/cm2 to 

100,000 cells/cm2, there were very little affects of nano-texturing on cell growth. The cells aslo 

proliferated well on Sample-1 but there were lesser in number. Similar initial cell seeding 

number affect on MDCK epithelial cell growth has been reported earlier [203]. For dense cell 

culture studies, cell-cell contact might have resulted in increased mechanical forces between 

cells [198]. The decrease in topographical effects on the cell growth might have resulted from 

these mechanical forces. 

 

Figure 5.10 hows fluorescently labeled human fibroblasts on different PDMS surface types. (a) 
Fibroblast growth on cell culture. (b) Fibroblast growth on flat PDMS, Sample-1. (c) Fibroblast 
growth on Sample-2. (d) Fibroblast growth on Sample-3. Human fibroblast cells were cultured 

for 3 days before fluorescent imaging 

(a) (b)

(c) (d)



 

 

Figure 5.11 Shows human fibroblast 
cells were imaged and counted after 3 days of cell

differences between Sample-1 and other samples (*
3 were not statistically

 

5.3.7  Cell Morphology on Flat and 

SEM imaging was used to characterize the cell morphology on PDMS surfaces. Visual 

differences in cell morphology were 
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uman fibroblast growth density on all three types of PDMS samples.
cells were imaged and counted after 3 days of cell growth. There was significant statistical 

1 and other samples (*p <0.01, n=4), while Sample-2 and S
statistically significant different (#p = 0.12, n=4) 

ell Morphology on Flat and Nano-textured PDMS 

SEM imaging was used to characterize the cell morphology on PDMS surfaces. Visual 

differences in cell morphology were seen on flat and nano-textured PDMS surfaces. The cell 

was spherical as shown in Figure 5.12, while cells on the nano

textured surfaces were elongated and well-spread. We believe that nano-texturing helps

which resulted in more cell growth. SEM micrographs showed that 

fibroblast cells were ~100 µm elongated on nano-textured PDMS surface while cells on plain 

in size. We show that nano-texturing plays a very important role in 

ion, cell adhesion, growth and proliferation. The nano-textured surfaces 

increased surface area which allowed more of the protein attachment and hence helped 
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Figure 5.12 Shows SEM micrographs showing human fibroblast morphology on all types of 
PDMS surfaces. (a) Fibroblast morphology on flat PDMS sample (spherical). (b) Fibroblast 

morphology on PDMS Sample-2 (elongated). (c) Fibroblast morphology on PDMS Sample-3 
(elongated and spread out) 

 

5.4 Conclusions 

The reported nano-texture synthesis method is simple, rapid and cost-effective. As 

these micro and nano-scale structures are synthesized from chicken eggshells, it opens a new 

way to create nano-textured surfaces while recycling common waste. The unique micro-needle 

pattern resembles silicon grass which has been used for different applications including cell 

culture studies. The patterns can be successfully transferred to many polymers as 

demonstrated in case of PDMS. The casted nano-textured PDMS shows more protein 

attachment due to increased surface area. The cells growth rate is also increased on these 

surfaces as compared to flat ones that show the power of these novel substrates that can 

significantly enhance cell culture studies. 

(a) (b) (c)
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CHAPTER 6  

RAPID NANO-MANUFACTURING OF BREAK-JUNCTIONS USING FOCUSED ION BEAM 
(FIB) AND ELECTROMIGRATION 

 

6.1 Introduction 

Break-junctions are one of the simplest ways to study the current flow in molecules 

[204]. It consists of a thin metal strip in which a gap is formed by one of the many possible 

ways. The gap that is formed is usually in the nano or sub-nanometer range. The break in the 

metal strip can be caused by a variety of methods including e-beam lithography, 

electromigration, with mechanical control, electrochemical deposition [135], etc. The majority of 

the approaches uses either serial e-beam writing of metal electrodes or suffers from low-yield.  

Break-junctions have also been synthesized using scanning tunneling microscope tips, where 

molecules bridge the tip and substrate surface [205]. The tunneling microscope process is also 

not scalable because each individual molecule has to get attached between the tip and 

substrate. 

 Herein, we present a novel approach of using focused ion beam (FIB) scratch followed 

by conventional electromigration to create break-junctions at precise locations. Electromigration 

is a break-down phenomenon where application of voltage and current that flows results into a 

“break” in the metal line. The reported process gave higher yield. We believe that a break-

junction with larger distance (~200 nm) having very small conductance between electrodes is 

more favorable for applications in molecular sensing. The lower conductance of break-junction 

can show more pronounced change when an analyte binds to surface-attached probes in-

between the electrodes.   
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6.2 Materials and Methods 

The fabrication of metallic break-junctions started with the oxidation of silicon wafer 

followed by two-step photolithography process. In the first step of photolithography, a 3 µm wide 

line pattern was defined followed by e-beam evaporation of 50 Å of titanium. The titanium 

coating was used as an adhesion layer. The process continued with the evaporation of 150 Å of 

gold. Lift-off was performed to have metal lines on the wafer. In the second step of 

photolithography, probing pads were patterned that were aligned to the metal lines. The probing 

pads were made of 100 Å titanium and 500 Å gold.   

The FIB has been used in many applications in nano and micro-scale fabrication. FIB 

has also been used extensively in MEMS for micromachining and ion milling [206, 207]. In this 

report we used a manual FIB milling process on gold lines to make a scratch on the surface. A 

30 kV acceleration voltage was used for the FIB scratching using Gallium ions. Different milling 

currents (100 pA, 20 pA and 1 pA) and FIB scratching times (120 sec and 60 sec) were used to 

achieve optimum conditions. A number of characterization runs were carried out to ensure that 

FIB does not remove all of the metal line during scratching. This characterization was very 

critical because if FIB scratching would remove all of the metal, it might also affect the 

underlying oxide. The underlying oxide would be further used for surface functionalization.     

FIB drilling has been used previously to create surface defects in a pattern for selective 

and controlled electrochemical deposition of metals [208]. We believe that this presented work 

is the first report of using FIB based partial scratching of the metal lines to create controlled 

nano-gaps for break-junction fabrication. The innovation and opportunity lies in using the 

conventional photolithography to define pattern and then using FIB process to make scratches 

rather than patterning the whole line using e-beam writing. The reported process also did not 

require e-beam alignment marks during fabrication process.   

The Agilent I-V probe station was used to measure current-voltage (I-V) characteristics 

across the metal lines. Sweeping voltage was applied and current flow was measured. The I-V 
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measurements were done before and after the FIB scratch, and again before and after the 

creation of break-junction with electromigration.   

6.3 Results and Discussions 

First the line was patterned using optical photolithography on the chip surface as 

shown in Figure 6.1. The whole process is explained in the materials and methods section.   

 

Figure 6.1 Shows the SEM micrograph of the gold lines as patterned with optical 
photolithography. Reprinted with permission [209] 

 

FIB scratching was performed on the chip after metallic lines are patterned. Figure 6.2 

showed different FIB conditions that resulted in scratching of the gold lines. The amount of 

material removed from the metal lines was directly proportional to the milling current and time of 

the FIB scratching process. A longer FIB exposure with higher milling current resulted in 

complete removal of the metal as shown in Figure 6.2(a). Lesser milling current resulted in 

removal of relatively less metal but long exposure time (120 sec) still resulted in a wide trench 

as shown by Figure 6.2(b). Decreasing the exposure time to 60 sec and milling current to 1 pA 
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provided the optimum removal of material as shown by Figure 6.2(c). All of the devices were 

processed at these conditions.   

  

 

Figure 6.2 Shows the SEM micrographs for FIB scratches at different accelerating voltages, 
milling currents and time of scracthing exposure; (a) 30 kV, 100 pA, 120 sec (b) 30 kV, 20 pA, 

120 sec, and (c) 30 kV, 1 pA, 60 sec. Magnified view of scratch is shown in inset of (c). 
Reprinted with permission [209] 

 

The I-V data was recorded using probe station after FIB scratch of metal lines. All 

devices showed a linear I-V trend proving the electrical and physical continuity of the metal lines 

(a)

5 um

(b)

200 nm

(c)
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as shown by Figure 6.3. To break the metal lines at specific location, electromigration voltage 

sweep (0 to ~5 V) was applied. The drop in recorded current showed the complete break in the 

metal line (Inset to Figure 6.3). The complete breaking of metal lines is shown by Figure 6.4. 

The I-V data was compared before and after the application of the electromigration as shown in 

Figure 6.5. Once the junctions are completely broken, the current flow became negligible. 

 

Figure 6.3 Shows the I-V data of metal lines after the FIB scratch. Inset shows the sudden drop 
in current through metal line describing the complete break of the metal. Reprinted with 

permission [209] 

 

 

Figure 6.4 Shows the SEM micrograph with the nano-gap between metallic line. Reprinted with 
permission [209] 



 

 131

 

Figure 6.5 Shows the I-V plot before and after break in metallic lines due to electromigration. 
Reprinted with permission [209] 

 

Conductance of the break-junctions is plotted in Figure 6.6. The graph shows that most 

of the electrodes with nano-gap in the range of 150 – 500 nm had a conductance only in the 

range of a few nS. This would be important parameter as conductance change can be more 

pronounced. The distribution of the nano-gaps that the most of the gaps were in the range of 

100 – ~300 nm. 
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Figure 6.6 Shows the distribution of the devices according to conductance and nano-gap 
distance. The most of the gaps were in the range of 100 to ~300 nm. Reprinted with permission 

[209] 

 

The results showed that the break-junctions were synthesized and characterized at 

each processing step. The FIB scratching process provided a rapid method to create nano-

scratch in the metal lines. The FIB scratch provides very high electrical bottleneck to the flow of 

charge carriers. The high resistance and defects of the scratched part offered localized break in 

metal lines upon the applied voltage. During the FIB scratching process, the incident ions stroke 

the surface of the metal and transferred their energy to the electrons and atoms resulting in 

ejection of the atoms from the metal surface. The ions may also be penetrating the metal film 

and can also displace the atoms from their positions.  Acceleration voltage applied during FIB 

scratching process plays a key role in these two competing processes. 

 The penetration of the ions into surface layer also depends on the penetration 

depth or range of the ions Rp. At depth D inside the material, if Gaussian curve is fitted to the 

distribution of the ions, it has the form of Equation (6.1). 
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Where pR∆  is the Range Straggle. The number of atoms ejected from the surface 

depend on the energy of the striking ions. The FIB processes give typical yield of 1-10 

atoms/ion. The yield also depends on the incident angle between ion beam and normal to the 

surface. Yield increases with 1/ cosθ , where θ is the incident angle [209]. The FIB milling 

process depends on milling current and time interval of the FIB process. As we only want to 

scratch the surface of the metal line, we first optimized our FIB process to desired feature. The 

complete removal of metal layer was not desired as it could cause defects in underlying SiO2 

layer which needs to be maintained plain and viable for possible immobilization of probe 

molecules. In one of our previous report, we defined the break-junctions with e-beam and these 

were used for electrical detection of selective target proteins using double-stranded DNA probe 

immobilized on the plain SiO2 between the electrodes [210]. The reported method for the 

fabrication of break-junction can be used for a variety of similar applications, especially for 

genes or biomarker detection at very small concentrations [211]. 

 The electromigration is the phenomenon in which external electric field is 

applied that caused a large current density in the metal lines. The electrons move under the 

influence of applied potential. If there is a defect in the metal, the momentum of the electrons is 

transferred to the defect. After certain time period, the momentum exchange becomes larger. 

The resulting build-up of a force causes the atoms to move away from the defect causing the 

breakdown of the metal line. In our process, FIB scratching not only provides a high resistance 

scratch on the metal line but it also introduces defects that directly help in breaking the metal 

line using electromigration. Although electromigration has been used by many research groups 

for synthesis of break-junctions [212, 213], the described method of producing nanogaps on 

FIB-scratched metal lines gave higher throughput and yield. We have successfully achieved 
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>60% yield of nanoscale devices as compared to previously reported yield of 10-20% [214, 

215]. FIB to scratch the metal surface proves faster and less expensive way to fabricate break-

junctions as compared with e-beam defined nanogaps. 

6.4 Conclusions 

 We reported a rapid approach to create break-junctions. The FIB is used to 

only scratch the metal line followed by electromigration. The reported fabrication method has 

many advantage as compared with traditions methods like cost, time-to-manufacture, yield and 

spatial control of junctions’ locations. Break-junctions fabricated with FIB can be used for 

biosensors and biomarker detection. 
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CHAPTER 7  

FUTURE RESEARCH DIRECTIONS 
 

7.1 Introduction 

In this chapter, we are discussing future research directions and potential use of 

developed biosensing platforms. It includes the scope of more work that would 

supplement/complement the current research work.  

7.2 Selective Detection of Epidermal Growth Factor Receptor (EGFR) using PPPF Nanopores 

  As thermal shrinking and PPPF deposition processes give rapid fabrication of solid-

state nanopore, we plan to use nanopores for selective sensing of EGFR protein. We described 

earlier that EGFR protein is termed as “Cancer Protein” as it is over expressed in many tumor 

cells including breast cancer, lung cancer and prostate cancer. The expression levels of EGFR 

in cancer cells can be over 100 times higher than those in normal cells. The anti-EGFR aptamer 

has been used to selectively capture EGFR protien and tumor cells [216]. The nanopores with 

controlled surface composition can be synthesized using PPPF deposition process. The 

methacrylic acid monomer will be used during polymer deposition to have COO— group on the 

nanopore walls [49]. Anti-EGFR aptamer will be tethered to COO— surface groups using N-

ethyl-N’-(3-dimethylaminopropyl) carbodiimide (EDC) and N-hydroxysuccinimide (NHS) 

chemistry [217]. Amine-Reactive O-acylysourea intermediate was formed by EDC but the 

intermediate is unstable due to susceptibility to hydrolysis in aqueous solution. The intermediate 

can be stabilized by using EDC/NHS mixture. Nanopore walls can be functionalized with amine-

modified single strand DNA (ss-DNA) by incubated at 37 oC overnight. After DNA attachment 

the nanopore walls can be further functionalized with RNA aptamer which specifically binds to 

EGFR [218]. The final nanopore structure should looks like as shown in Figure 7.1.  
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Figure 7.1 Shows the nanopore structure after PPPF deposition and anti-EGFR 
functionalization 

 

 We plan to use Bovine Serum Albumin (BSA) protein as a control. We believe as two 

proteins will try to translocate through the functionalized nanopore, different type of current 

blockage pulses are expected. The signals from translocations of EGFR protein will be 

differentiated from the BSA translocations because of specific binding of EGFR with RNA 

aptamers as shown in Figure 7.2. The GPU based real-time detection algorithms will be 

designed to automate the pulse detection process. The developed nanopore platform can 

perform selective detection of EGFR cancer protein at very low concentrations. The automatic 

detection algorithms such as moving average and adaptive threshold will increase the detection 

efficiency of target proteins.     

Polymer
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Figure 7.2 Shows the expected current translocations pulses from EGFR and BSA proteins 
through aptamer functionalized solid-state nanopore 

 

7.3 Selective Enumeration of CD4+ T Lymphocytes  

HIV/AIDS affects more than 30 million people all over the world. More that 67% of the 

affected people live in resource poor region of sub-Saharan Africa [219]. Anti-retrovial Therapy 

(ART) increases the quality of life of patients and global efforts increased the accessibility of 

such therapies to a large extent. Unfortunately, the lack of feasible diagnostic test to determine 

when to start ART hinders the effective use of treatment [219]. An important diagnostic 

procedure is to count the CD4+ T lymphocytes from the blood. Flow cytometers using laser 

induced fluorescence principles and laser light scattering are gold standards to count CD4+ 

cells [220, 221]. However the cost and technical requirements made these equipment 

inaccessible to resource poor regions. These optical equipment include lenses, filters, light 

sources, light detectors and CCDs which make them very expensive, bulky and fragile. These 

equipment also need regular maintenance. To deal with the problems, a cheap point of care 

(POC) microchip is needed for counting CD4+ cells.   

Solid-state device having only one micropore would be used for selective counting of 

the CD4+ T lymphocytes. As the average diameter of the leukocytes is 13 um, the micropore 

have diameter comparable to 13 um will be used [178]. If the diameter of the micropore is larger 
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than 13, there are chances that more than two cells will try to pass through the pore at one time, 

which would produce error in final results. CD4+ cells will be mixed with PBS at different 

concentrations and run through the device. The schematic of the device is shown in Figure 7.3. 

The results will be compared with the standard flow cytometer. CD4+ cells over-express CD4 

proteins on cell surface. Micropore chip is then functionalized with CD4+ antibody, and CD4+ 

cells are processed again. When the cells try to pass through the functionalized micropore, the 

antibody would attract the translocating cells. And the cell would give different translocation time 

and pulse amplitude. The pore diameter, flow rate and sampling time would be optimized. 

 

Figure 7.3 Shows the schematic for experimental setup that can be used for selective 
enumeration of CD4+ lymphocytes. The inset shows the translocation of a cell (red) through the 

micropore functionalized with CD4+ antibody 

 

Once the device is characterized, the leukocytes would be separated from the human 

whole blood. The cells would be processed with functionalized and non-functionalized 

micropore chips to count the CD4+ cells. It is proposed that the CD4+ cells would give 

distinctive signals due to the antigen-antibody interactions. Upon accomplishment, the proposed 

device can be used for CD4+ T lymphocytes from the blood. The device would be very cheap 

and efficient. It would release burden from the health centers of resource poor regions.   

Syring Pump
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7.4 Nano-Textured Surfaces for Efficient Cancer Detection and Cytology 

We synthesized novel eggshell scaffolds having nanoporous and micro grass forest 

patterns as explained in Chapter 5. These surfaces gave 2 time increased laminin protein 

adsorption and 16 times more cell. The unique patterns have more available surface area due 

to texturing. We can use these eggshell scaffolds for efficient capture of primary human 

glioblastom (hGBM) cells. The EGFR protein is over expressed on many cancer cell types 

including hGBM [216]. Textured substrates can be functionalized with anti-EGFR RNA 

aptamers which bind very specifically with EGFR. As the chicken eggshell substrates give more 

protein adsorption, it is hypothesized that more of the anti-EGFR aptamers would bind with the 

textured substrates. For that PDMS channel will be made having nano-textured bottom surface 

as shown in Figure 7.4. The sample containing hGBM and healthy cells will be tested.  I believe 

that novel substrates functionalized with anti-EGFR would give significantly more hGBM cells 

capture. These novel substrates will give efficient cancer cytology platform.         

 

Figure 7.4 Shows the schematic for PDMS device having nano-textured bottom. The hGBM 
cells can be captured efficiently with aptamer functionalized, nano-textured surfaces 

Only 
Cancerous 
cells would 
be captured

EGFR
Binding 
Aptamer

Cells 
Inlet

Cells 
Outlet

Cancer Cells Healthy Cells
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