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ABSTRACT

INVESTIGATION OF INSTABILITIES AFFECTING DETONATIONS:

IMPROVING THE RESOLUTION USING BLOCK-STRUCTURED

ADAPTIVE MESH REFINEMENT

PRASHAANTH RAVINDRAN, Ph.D.

The University of Texas at Arlington, 2012

Supervising Professor: Luca Massa

The unstable nature of detonation waves is a result of the critical relationship

between the hydrodynamic shock and the chemical reactions sustaining the shock.

A perturbative analysis of the critical point is quite challenging due to the multi-

ple spatio–temporal scales involved along with the non–linear nature of the shock–

reaction mechanism. The author’s research attempts to provide detailed resolution

of the instabilities at the shock front. Another key aspect of the present research

is to develop an understanding of the causality between the non–linear dynamics of

the front and the eventual breakdown of the sub–structures. An accurate numerical

simulation of detonation waves requires a very efficient solution of the Euler equations

in conservation form with detailed, non–equilibrium chemistry. The difference in the

flow and reaction length scales results in very stiff source terms, requiring the problem

to be solved with adaptive mesh refinement. For this purpose, Berger–Colella’s block–

structured adaptive mesh refinement (AMR) strategy has been developed and applied

to time–explicit finite volume methods. The block–structured technique uses a hierar-
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chy of parent–child sub–grids, integrated recursively over time. One novel approach to

partition the problem within a large supercomputer was the use of modified Peano–

Hilbert space filling curves. The AMR framework was merged with CLAWPACK,

a package providing finite volume numerical methods tailored for wave–propagation

problems. The stiffness problem is bypassed by using a 1st order Godunov or a 2nd

order Strang splitting technique, where the flow variables and source terms are in-

tegrated independently. A linearly explicit fourth-order Runge-Kutta integrator is

used for the flow, and an ODE solver was used to overcome the numerical stiffness.

Second–order spatial resolution is obtained by using a second–order Roe–HLL scheme

with the inclusion of numerical viscosity to stabilize the solution near the disconti-

nuity. The scheme is made monotonic by coupling the van Albada limiter with the

higher order MUSCL–Hancock extrapolation to the primitive variables of the Euler

equations. Simulations using simplified single–step and detailed chemical kinetics

have been provided. In detonations with simplified chemistry, the one–dimensional

longitudinal instabilities have been simulated, and a mechanism forcing the collapse

of the period–doubling modes was identified. The transverse instabilities were sim-

ulated for a 2D detonation, and the corresponding transverse wave was shown to

be unstable with a periodic normal mode. Also, a Floquet analysis was carried out

with the three–dimensional inviscid Euler equations for a longitudinally stable case.

Using domain decomposition to identify the global eigenfunctions corresponding to

the two least stable eigenvalues, it was found that the bifurcation of limit cycles in

three dimensions follows a period doubling process similar to that proven to occur

in one dimension and it is because of transverse instabilities. For detonations with

detailed chemistry, the one dimensional simulations for two cases were presented and

validated with experimental results. The 2D simulation shows the re–initiation of
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the triple point leading to the formation of cellular structure of the detonation wave.

Some of the important features in the front were identified and explained.
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CHAPTER 1

INTRODUCTION

This research work is a numerical study of the detonation front, geared towards

understanding the spatio–temporal instability of the front resulting in periodic oscil-

lation of the shock front and the associated fluctuations in the reaction zone. The

interaction between the hydrodynamic flow and the chemical kinetics is complex in

nature and there have been concerted efforts in trying to explain the phenomena.

Planar wave theory, used in the turn of the 20th century to explain detonations, while

accurately determining detonation velocity, has been insufficient to explain even the

modest detonation experiments. Experiments and numerical simulations over the

last few decades have shown that detonation waves exhibit non–stationary, multi–

dimensional structures and the shock front has a symbiotic relationship with the

reaction zone. Even with all the modern advances in imaging and spectral methods

to capture detonations, significant difficulties arise when analyzing the reaction zone.

Numerical simulations have provided a valuable insight and more detail of the flow–

field. However, detailed resolution of the reaction zone has been a problematic topic

in the past due to the limitations of grid density affecting computational expenditure.

The reaction zone plays a vital role in the development of instabilities and therefore

needs to be addressed in proper context.

1.1 Detonation Wave Structure

A detonation is characterized by a shock wave coupled to a region of intense

chemical reactions. The shock, acting like a piston in an engine, adiabatically com-
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presses the combustible mixture, raising the temperature above the point of ignition.

At the occurrence of ignition, there is a delay known as “induction time” for the re-

actants to react rapidly to attain chemical equilibrium. Since the chemical reaction

is exothermic, the energy release aids in propagation of the wave. The shock and

the reaction zone travel at identical wave speed, known the Chapman–Jouguet (CJ)

velocity. The CJ velocity is the limiting velocity of a self sustaining detonation which

was independently calculated by Chapman [4] and Jouguet [5]. At this point, the

shock–reaction front would be in perfect equilibrium. However, this equilibrium is

very sensitive to transverse and longitudinal disturbances (unstable modes) which can

destroy the planar structure. These modes can lead to non–stationary shock waves

propagating to the detonation front, involving spatio–temporal periodic oscillations

of the shock–reaction front. This sets up a complex flow pattern known as a “triple

point”, where the detonation front is intersected by a transverse shock. Due to the

curving of the lead shock, a system of vortices are created which travel into reaction

zone, thus disturbing the chemical reaction rates, leading to further imbalance in

shock structure. It becomes necessary to understand the nature of triple point for-

mation and the instabilities associated with the formations, for various safety studies

such as hydrogen fuel cells and technical applications such as detonation engines.

Figure 1.1. Shadowgraph images showing the difference of regular cell structure due
to weakly unstable detonation waves (diluted with Argon) to that of the irregular cell
structures due to strongly unstable detonation waves [1].

2



Experiments with diluent hydrogen–oxygen have exhibited an organized or “reg-

ular” structure when compared to undiluted mixtures which show a vastly “irregu-

lar” structure, on soot foils [1]. Detonations with regular and irregular structures

have significantly different macroscopic behaviors with differing activation energies

and critical diameters. Since regular structures are observed only in highly diluted

mixtures, which are impractical in technical applications and unrealistic in practical

safety problems like explosion hazards, it becomes necessary to study the behavior of

detonations close to the limits of instability and beyond.

The instability of the front and the appearance of transverse waves for a weakly

unstable detonation is shown in Figure 1.2. The shock–front undergoes cyclic spatio–

temporal oscillations during the wave propagation. One can also visualize some wave–

like structures moving perpendicular to the overall direction of the detonation wave

and periodically collide with the lead shock setting up regions of intense temperature

and pressure. These waves are known as “transverse waves” and their presence is

vital for detonation propagation. After a collision, the shock decays smoothly till the

next transverse wave collision. The point of collision of the transverse and longitu-

dinal wave is called a “triple point”. Hence, the wavefront has a coupled transverse-

longitudinal instability, involving periodic cycles of oscillations and one such complete

cycle is known as a “cell cycle”. The cellular pattern is the history of triple point tracks

in the propagating front and the width of the cells is the measure of spacing of the

transverse waves, commonly referred to as the detonation cell width λ.

1.2 Historical Perspective

The instability of the detonation wave front and resulting cellular structure has

been documented extensively, and some of the most important studies are discussed

here. The earliest theory on detonations was provided by Zeldovich [6]. Strehlow
3



(a)

(b)

Figure 1.2. Top:2D simulation of a weakly unstable detonation wave illustrating a
complete cell cycle. Bottom: Triple point tracks shown as dashed lines form the
cellular pattern when the wave propagates.

investigated in detail the transverse wave structure in weakly–unstable detonations

supported by dilute hydrogen–oxygen and acetylene–oxygen mixtures; he qualita-

tively measured the wave spacing over a large range of pressures and temperatures

[7]. These studies showed that the dominant factors in determining detonation cell–
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size were the reaction zone length, initial pressure, diluent fraction and stoichiometry.

Erpenbeck investigated the linear stability of steady detonation waves and obtained

numerical results for the stability boundary limits for a single-step Arrhenius reaction

rate model [8]. Barthel developed an alternate approximate analysis that demon-

strated the trapping of acoustic waves in the reaction zone, and showed that the

wavefront was convoluted [9]. Also, the spacing factor was computed to be roughly

twice the observed transverse spacing of dilute hydrogen–oxygen detonations. How-

ever, the early theoretical approaches ignored the coupling between the transverse

waves, the main shock and the reaction zone. Shepherd concentrated on improving

the chemical kinetics part of the problem but ignored the multidimensional nature

of the observed cellular structure [10]. A more detailed chemical kinetics approach

was taken by Bauwens et al., who modeled detonations with a pressure dependent

four–step chain–branching reaction model [11].

The distance between the leading shock front and measurable reaction is known

as the “induction length Lig”. This induction zone behind the shock plays a vital role

in the stability of the front and it was attempted to solve this as a linear stability

eigenvalue problem [12]. The detonation was unstable under all conditions when the

induction zone was very sensitive to the shock temperature. The nonlinear develop-

ment of instability was studied in detail using numerical and asymptotic methods by

Bourlioux et al. [13]. It was discovered that the transition to instability involved an

eigenmode crossing the imaginary axis, indicating the presence of a Hopf bifurcation.

This investigation also documented for the first time a multi–dimensional numerical

computation in the regime of transition to instability [14]. Short conducted a normal

mode analysis to study the linear stability of one– and two– dimensional detonation

wave characterized by a single–step Arrhenius chemical reaction [15]. He made the

following observations: for one–dimensional disturbances, a low–frequency oscillatory

5



mode bifurcates into a slowly evolving non–oscillatory mode for lower activation ener-

gies and a faster one for higher activation energies. Also, for large activation energies,

the stability spectrum consists of a large number on unstable one–dimensional modes

possessing a maximum growth rate at very high frequencies. Numerical simulations

in two– and three– dimensions showed that the increase in activation energy resulted

in more irregular structures characterized by stronger triple points, large variations of

local shock velocity inside the detonation cell and higher frequency in the creation and

destruction of triple points, independent of boundary conditions [16, 17, 18]. Massa

et al. shed more light on the triple point shear layers observed for higher activation

energies and showed that an enhanced mixing between the reacted and unreacted

systems was supported by a Kelvin–Helmholtz instability [19]. One important obser-

vation by their study was that large scale vortical structures occurring downstream of

the induction distance did not affect the reaction for low activation energy mixtures

but is not so conclusive for high activation energies.

Majda had proved the existence and stability of multi–dimensional detonations

using the assumption of uniform stability [20], a principle which was applied success-

fully to detonations by Zumbrun et al [21]. Their work provided a stability index

which is satisfied for weak and strong detonations of Majda model. Zumbrun also

conducted a rigorous characterization of the transition from stability to time–periodic

“galloping” instability for traveling waves. He concluded that a relative Poincaré–Hopf

bifurcation arises in ODE with translational symmetry [22]. This was extended to

detonations, bifurcation conditions were determined and the first complete nonlinear

stability result for strong detonations was provided for one–dimensional detonations

[23]. Using this technique, a bifurcation diagram illustrating the transition pattern

from a simple harmonic limit–cycle to a more complex oscillation, can be constructed

from the computational results [24]. The period doubling events predicted earlier
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were confirmed using shock fitting coupled with higher order WENO for single step

chemical kinetics [25]. However, due to the computational expense of uniform meshes,

multi–dimensional simulations have not been carried out. Hence, the effort was under-

taken to visualize the period–doubling events leading to chaos in multi–dimensional

simulations so that a complete picture can be developed to the underlying causes of

these instabilities.

1.3 Motivation And Approach

At high effective activation energies, a detonation supports a large set of insta-

bility modes characterized by highly dispersive waves with a broad range of phase

velocities. Consider, for example, the dispersion diagram for a Q = E = 50 (Q

and E are the heat release and energy parameters) structure shown in Fig. 1.3. The

diagram shows that the detonation does not have a preferential instability mode,

but a broad band spectrum of modes with similar peak growth rates (i.e., Re(α) in

Fig. 1.3). As a result, a high activation energy detonation sustains multi–scale and

dispersive phenomena that produce a broad range of sub–structures very difficult to

capture with computational fluid dynamic methods operating on static computational

meshes. Adaptive mesh refinement (AMR) can play a vital role in the quest to

understand and resolve the sub–structures in a detonation wave. Higher resolutions

than those generally used in numerical studies are required. Resolutions of less than

20 points in the characteristic induction length (Lig) of the detonation gives very poor

predictions of the shock configuration and chemical reaction [26]. The use of AMR

can drastically reduce computation time while maintaining the accuracy. With the

help of AMR, it is possible to investigate the evolution of the longitudinal instability

and explore the non–linear features far from the stability limit. Since the path of the
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Figure 1.3. Detonation dispersion diagram at high activation energy. Legend: Solid
line (present research), symbols [2]. Growth rate versus frequency for γ = 1.2 (con-
stant), Q = E = 50, and f = 1.2. Normal modes for k ≤ 4 are plotted.

instability pattern to chaos is uncertain, general interpretation of a large amount of

data by conducting numerical simulations is highly preferable to experimental studies.

Accurate modeling of the (turbulent) fluctuations supported by detonations

is of interest to a number of engineering applications, which include, for example,

the computational analysis of detonation engines. A successful modeling effort must

consider the nature of the breakdown of the sub–structures supported by the thermo-

acoustic instability, and how this process is related to the detonation parameters.

Based on observations and extensive research on the topic, detonations have now

been classified into two categories: weakly unstable detonations in mixtures with low

activation energy and heat release, and highly unstable detonations in mixtures with

high activation energy and heat release. In weakly unstable detonation, “keystone”

structures were observed experimentally [27, 1] and it was discovered that shear lay-

ers form the boundary of keystones, separating fast–reacting gas passing through the

Mach stem portion of the front and the slow–reacting gas passing through transverse

waves. Because of the existence of shear layers, the transverse waves were found to
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be insignificant in affecting combustion, hence do not play a role in the propagation

of weakly stable fronts. For the strong unstable detonations however, substantial

oscillations have been observed in the reaction zone behind the shock, resulting in

Kelvin–Helmholtz instabilities resembling a turbulent combustion mechanism. It be-

comes necessary to understand the role of the small–scale structures which can affect

the propagation of highly unstable detonations.

1.4 Dissertation Outline

A solution framework for the reactive Euler equations in mixtures of thermally

perfect gases with both single step and detailed chemical reaction kinetics, using

spatio–temporal adaptive mesh refinement is outlined in this thesis. In Chapter 2,

a brief theory behind detonation waves is provided. A stationary one–dimensional

Zeldovich-Neumann-Döring model is solved with Euler equations [6, 28]. The exact

solution of the simplest model with a single step irreversible chemical kinetics was

derived and then extended to detailed reaction mechanism [29]. In Chapter 3, the

mathematical and numerical modeling of detonations are outlined. The governing

equations are the Euler equations with reaction terms written in a conservation law

form. The numerical methods employed to solve the governing equations are also dis-

cussed. The application of a suitable shock–capturing method on the Euler equations

is a very important topic and is discussed in detail in this chapter. The technique

employed was a hybrid second–order Roe-Harten-Lax-Van Leer with Einfeldt modifi-

cation and entropy correction [30]. The entropy correction was used to add artificial

viscosity to moderate the nonphysical oscillations appearing at jump conditions [31].

To ensure higher order accuracy, the MUSCL variable extrapolation was used.

In Chapter 4, the Berger–Collela block–structured AMR is derived and ex-

plained in detail [32]. The parallel implementation is discussed with a strategy to
9



reduce communication overhead. The load balancing is performed using a novel

Peano–Hilbert space filling curve [33]. Some benchmark test cases are also provided

to illustrate the efficiency of the algorithm. In Chapter 5, the simulations are carried

out with simplified single–step chemistry. The period–doubling phenomena is repli-

cated in 1–D and the additional simulations are also carried out to fill the gaps in the

path to chaos. An unprecedented 320Pts/Lig have been used for 1–D simulations.

Some of the previously unobserved features are discovered and The 2–D simulations

are also provided in the bifurcation regime with 160Pts/Lig. The 2D simulations are

performed with longitudinally unstable overdrive parameters and activation energies.

Also, a longitudinally stable case to illustrate the transversely unstable phenomenon

was simulated. A 3D Floquet analysis was also performed on time–periodic flow.

In Chapter 6, simulations with detailed chemistry for hydrogen–oxygen mixtures are

provided. Like before, 1–D and 2–D simulations are carried out. The cellular struc-

ture was observed by tracking the triple points as the detonation wave propagates.

Chapter 7 concludes the document with the summary of research with observations

and the original contribution, and chapter 8 outlines some recommendations for future

work.
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CHAPTER 2

THEORY OF DETONATIONS

This chapter gives a review of detonation theory and the mathematical model

pertinent to this research. Scientific studies of the detonation phenomena date back

from the end of the 19th century and a huge trove of literature has developed over

this period. In lieu of a detailed reference list, books by Grushcka and Wecken [34],

Fickett and Davis [29], Dremin [35] and a comprehensive review by Lee [36] provide

a more exhaustive treatment on the topic of detonations.

An explosive gas or gaseous mixture is one which is characterized by a rapid

energy release due to high exothermicity. Detonations and deflagrations are essentially

combustion waves propagated by the release of energy of an explosive mixture. Not

all fuel and oxidizer mixtures support a burning zone or a combustion wave, only

those mixtures that are within well defined flammability limits. Detonation waves

are a class of combustion waves where a shock wave is sustained by the energy of the

chemical reaction in the highly compressed explosive media existing in the wave. The

difference between detonations and deflagrations is their wave speed: detonations are

supersonic waves and deflagrations are subsonic waves, both sustained by chemical

reactions. Also, not all explosions are detonations: explosions differ by not requiring

this coupling of chemical reaction with the shock front.

Studies of gaseous detonations have shown no single sequence of events due to

what is now referred to the complex cellular structure of a detonation wave. After

successful initiation of a detonation wave, transverse waves have been experimentally

observed to impact the walls of the test–section, displaying a distinct “fish scale”
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pattern [37]. Studies on transverse waves have been limited due to the difficulty in

accurately quantifying them, but are nonetheless important because the regularity of

the cellular structures depends on the transverse waves.

The far-field solution of steady detonations waves does not require any knowl-

edge of the structure of the induction region, but can be determined based on con-

servation laws (control volume approach). Section 2.1 details the concepts proposed

by Chapman [4] and Jouguet [5] to determine the detonation velocity and developed

the solution from the integrated conservation equations by assuming the wave to be

steady, planar and one–dimensional. The CJ theory also establishes the flow behind

the shockfront to be sonic. The classical one–dimensional theory of detonation known

as the Zeldovich–Neumann–Döring (ZND) theory extends the CJ theory. According

to ZND theory, a detonation wave is constructed as a planar shock followed by a

reaction zone initiated with an induction delay as discussed in Sec. 2.2. A case of a

single irreversible reaction with two perfect gases using dynamic parameters s uch as

activation energy, heat release and overdrive is described in Sec. 2.3. This solution

is then extended to a detailed kinetics model consisting of more than two reversible

reactions in Sec. 2.4. In Sec. 2.5, the oscillatory behavior of unsteady detonation

waves is presented, which leads to the phenomenon of initiation of waves transverse

to the mean propagation direction.

2.1 Chapman–Jouguet Simple Theory

The Chapman–Jouguet (CJ) theory posits that a detonation wave is steady,

planar and one–dimensional. The approach to calculating the detonation velocity for

such assumptions necessitates the understanding of the symbols used for velocities
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Figure 2.1. Illustration of detonation velocities in shock and lab frame.

in their appropriate reference frames, as illustrated in Figure 2.1. The integrated

governing equations and the equations of state written in control volume form are:

ρ1u1 = ρ2u2

P1 + ρ1u
2
1 = P2 + ρ2u

2
2

h1 +
1

2
u2

1 = h2 +
1

2
u2

2

h1 = γ
γ−1

P1

ρ1
; h2 = γ

γ−1
P2

ρ2

(2.1)

In this type of representation, all the combustion events are collapsed into one

discontinuity. There are five equations and six unknowns (u1, u2, h1, h2, P2, ρ2),

and an eigenvalue cannot be be obtained. To determine all the unknowns, it is

necessary to know the rate of reaction (the internal structure of the flow) to calculate

the detonation velocity.

2.1.1 Hugoniot Line and the CJ point

It is best to develop certain relationships for convenience sake. First the ex-

pression for velocities:

u2 =

(
ρ1

ρ2

)
u1 (2.2)
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Substituting Eq. 2.2 in the momentum equation and dividing by ρ2
1, the equa-

tion for Rayleigh line is obtained, shown as

u2
1 =

1

ρ2
1

 P2 − P1(
1
ρ1
− 1

ρ2

)
 (2.3)

Note that the equation of state is not invoked in the derivation of the Rayleigh

line. This is due to the fact that (ρ1u1)2 is always positive. Equation 2.3 can also be

extended to velocity u2 using Eq. 2.2.

The energy equation is rewritten using the above velocity derivations as follows:

h2 − h1 =
1

2

(
u2

1 − u2
2

)
=

(
1

ρ1

+
1

ρ2

)
(P2 − P1) (2.4)

Equation 2.4 is known as the Hugoniot Curve and can also be written in terms

of the ratio of specific heats γ as

γ

γ − 1

(
P2

ρ2

− P1

ρ1

)
− 1

2

(
1

ρ1

+
1

ρ2

)
(P2 − P1) = h2 − h1 = q (2.5)

where q is the rate of heat release from the exothermic reaction. When q = 0, the

Hugoniot equation holds valid for a shock wave.

Figure 2.2 shows the plot of the Hugoniot curve for an arbitrary q. The curve is

essentially a plot of all the possible values of (1/ρ2, P2) for a given (1/ρ1, P1), shown

as A in the figure and a given q. The regions of possible solutions are constructed

by drawing the tangents passing through A. Since the curve is a hyperbola, there

are two tangents intersecting the curve, diving the Hugoniot curve into five regions,

specified as Roman numerals (I − V ). Region V does not represent real solutions due

to negative angle of the slope through those points and can be ignored. Regions III

and IV give solutions for deflagration waves based on the angle of the slope and the
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Figure 2.2. Hugoniot curve illustrating the detonation and deflagration regions.

resulting velocities. Regions I and II result in solutions for detonation waves and high

velocities. This can be determined by

∆u

u1

=
u2 − u1

u1

=
(1/ρ1)− (1/ρ2)

(1/ρ1)
= 1− (1/ρ2)

(1/ρ1)
(2.6)

In regions I and II, the detonation branch of the Hugoniot curve, (1/ρ2) < (1/ρ1)

and the right hand side of Eq. 2.6 is positive. Physically, this occurs because of the hot

products following the shock wave. Regions III and IV are known as the deflagration

branch, (1/ρ2) > (1/ρ1) , where the RHS of Eq. 2.6 is negative, implying that the

hot gases move away from the wave.
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Of particular interest on the Hugoniot curve is point J, also known as the CJ

point. Chapman [4] postulated that the slope of the adiabat is exactly the slope

through J,  (P2 − P1)(
1
ρ1

)
−
(

1
ρ2

)

J

= −


 ∂P2

∂
(

1
ρ2

)

s


J

(2.7)

For a detailed proof of Eq. 2.7, the reader can refer to Chapman’s seminal work

on detonations. Chapman’s equation is very useful in developing another important

condition at point J, the velocity of sound in the burned gas., which is written as:

c2
2 = − 1

ρ2
2

 ∂P2

∂
(

1
ρ2

)

s

(2.8)

Using Eq. 2.8 in 2.7, it can be derived as:

[
c2

2

]
J

=
1

ρ2
2

 (P2 − P1)(
1
ρ1

)
−
(

1
ρ2

)

s

=
[
u2

2

]
J

[u2]J = [c2]J ⇒ [M2]J = 1

(2.9)

leading to Chapman’s most important conclusion, that the velocity of burned

gases gases at point J is the same as the speed of sound in the burned gases. Recalling

that the velocity of burned gas is given by ∆u = u1 − u2, at point J it is now

u1 = ∆u+ c2

u1 =

(
1

ρ1

)√{
−
[

∂P2

∂ (1/ρ2)

]} (2.10)

This implies that at the point J, the detonation velocity is equal to the speed

of sound in the gases behind the detonation plus the velocity of the gases at the same

location. With the condition u2 = c2 at J, the detonation branches of the Hugoniot

curve are now described in the following manner:

• Region I: P2 > PJ , Strong detonation
16



• Region II: P2 < PJ , Weak detonation

At points above J, the pressures and temperatures are greater than the pressure

and temperature at the CJ point, u2 < u2,J and c2 > c2,J . Thus, M2 < 1 at points

above J. This is an important observation since it was found that the simulations

fail if M reaches the sonic velocity. The same approach can be extended to the

weak detonations branch, where M2 > M2,J resulting in supersonic flow behind the

detonation wave.

Chapman stated in Region I, only velocities corresponding to point J are valid

[4]. Jouguet further explained that, for points above point J, the speed of sound in the

burned gases is greater than the detonation velocity [5]. For non-driven conditions,

if a rarefaction wave starts behind a detonation wave, it should catch up to the

detonation wave, dropping the pressure and reducing the velocities to those at point

J. Thus points above J are unstable. At point J, since M2 = 1, the rarefactions

will not overtake it, making point J the condition for “self sustained” detonation. For

their contributions in this topic, point J became known as the Chapman–Jouguet (CJ)

point. The major problem with extending the CJ analysis to realistic gas mixtures is

the assumptions of a structureless steady detonation.

Therefore, the limitations of the CJ theory are in its simplified assumptions. In

Region II, the weak detonation branch may be attained by a) without shock transition

by means of supersonic combustion or, b) in the so-called pathological case, where

the region of intermediate states reaches beyond the Hugoniot curve. The second

possibility merits a discussion as it leads to the extension of the CJ simple theory,

discussed subsequently in this chapter. John von Neumann raised some objections

over the CJ theory, in what is know called von Neumann pathological case, where he

proved that it was possible to attain equilibrium with M2 > 1 [38]. Moreover, due

to the unsteady nature of detonations, it has been demonstrated experimentally and
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numerically longitudinal and transversal instabilities play a crucial role. Longitudinal

oscillations have in fact proven to establish a discrepancy between CJ detonation

velocity and experimental observations, though at the time the deviation was not

explained [7]. It has now been confirmed that only the CJ point is stable and the rest

of the points on Regions I and II are unstable and will violate the CJ theory [34].

2.2 Zeldovich–Neumann–Döring Theory

Zeldovich [6], von Neumann [28] and Döring [39] independently derived the

theory for the structure of the detonation wave. The ZND theory states that the

detonation wave consists of a planar shock moving at the detonation velocity with

a high temperature–pressure gas behind the shock. After a small amount of time

period, known as “induction period”, the chemical reaction is initiated and thermal

energy is generated. With the progress in reaction, there is a rise in temperature and

a fall in density and pressure, until CJ values are reached at which point the reaction

attains equilibrium. A rarefaction wave then develops, the slope of which depends on

the distance to the detonation wave. The CJ theory did not require the knowledge of

the chemical rate kinetics and structure, and that assumption was satisfactory due to

zero restrictions being placed on the distance between the shock and the reaction zone.

But to understand the structure of the wave, the chemical kinetics must be accounted

for because the reaction mechanism gives the spatial and temporal separation of the

front and the C-J plane. The reaction rate for typical hydrocarbon oxidation reactions

proceed at an extremely high rate following the Arrhenius law and has a relatively

large overall activation energy.

Figure 2.3 shows a graphical representation of the ZND theory, by illustrating

the variation of important physical parameters as a function of the propagating dis-

tance. Plane X is the shock front, plane X ′ is the plane immediately after the shock
18



Figure 2.3. Parametric variation of physical quantities per ZND theory.

and plane X ′′ is the CJ plane. The conditions identifying the CJ plane have been

derived in the previous section, while plane X‘ can be typified using the Rankine-

Hugoniot jump conditions.

Table 2.1. Calculated values of physical parameters for hydrogen–oxygen detonations

Parameter X X ′ X ′′

M 5.29 0.40 1.00
u(m/s) 2920 524 1589
P (atm) 1 33 19
T (K) 298 1773 3680
ρ/ρ1 1.00 5.57 1.84

Table 2.1 shows typical physical values for hydrogen oxygen detonations. It can

be inferred that as the gas passes from the shock front to the CJ state, the pressure
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drops by approximately a factor of 2, the temperature rises by approximately a factor

of 2, and the density by a factor of 3. The Hugoniot curve can be modified slightly

to reflect this change and is shown in Figure 2.4.

Figure 2.4. Chemical kinetics paths in the Hugoniot curve for ZND theory.

There are two possible paths, using slow kinetics or fast kinetics, by which a

mass element passing through the wave from ε = 0 to ε = 1 satisfying the conservation

equations and at the same time change the physical properties continuously along the

distance of travel. The element may enter the wave in the state corresponding to its

initial point and move directly to the CJ point, using slow kinetics, which requires

reaction to occur at each point in this path. However, the pressure change across this

path is very low at each point, hence the temperature cannot be raised high enough at
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each discrete point to initiate fast reaction. However, on the path of faster kinetics, a

jump is made from X ′ to X ′′, the conditions for reaction are met. It is noted that to

jump from X ′ to X ′′, the pressure does not follow the points on the Hugoniot curve.

The ZND theory considers the structure of the wave to be one–dimensional

and are adequate for determining the physical quantities of γ, P2, T2 and ρ2. But

as remarked in the last section, the multi–dimensional nature of detonation waves

leads to the invalidation of the basic assumptions of the ZND. Finite rate chemistry

is necessary to explain multidimensional detonations because the length scale of the

instability is the induction distance. Since simplified chemistry is sufficiently accurate

to explain the cellular structure, it will be discussed first in the next section.

2.3 Detonations With Simplified Kinetics

Based on the previous sections, it is possible to solve a one–dimensional deto-

nation problem using a simplified reaction mechanism. Assuming the reaction mech-

anism to consist of one irreversible, exothermic reaction A → B with an exothermic

energy release h0
A − h0

B = ∆h0 = q0 > 0, the Arrhenius forward reaction rate is given

as

[k (T )]f = k exp
(
−Ea/R̃T

)
(2.11)

where Ea is the specific total energy of species A and R̃ is the universal gas constant.

The mass production rates are now given as

WAω̇A = −WBω̇B = −kρA exp
(
−EA/R̃T

)
(2.12)
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where W is the molecular weight and ω̇A is the chemical production rate of species.

With the perfect gas assumption of γ = γA = γB, and YB the mass fraction of

products B, the hydrodynamic pressure can be evaluated as:

P = (γ − 1)
(
ρe− ρ (1− YB)h0

A − ρYBh0
B

)
. (2.13)

Since the reaction is irreversible, h0
B can be assumed to be zero, and q0 = ∆h0,

thus, Eq. 2.13 transforms into

P = (γ − 1) (ρe− ρ (1− YB) q0) (2.14)

Equation 2.14 is the equation of state for the simplified reaction model. To-

gether with the the integrated governing equations in Sec. 2.1 and the new equation

of state 2.14, the system of governing equations is augmented by the species mass

balances as given below:

ρ0u0 = ρ1u1

P0 + ρ0u
2
1 = P1 + ρ1u

2
1

h0 +
1

2
u2

0 = h1 +
1

2
u2

1

P = (γ − 1) (ρe− ρ (1− YB) q0)

ρ0u0YB = ρ1u1YB + kρ (1− YB) exp

(
−EA
WAR̃T

)
.

(2.15)

The burned and unburned states have been renamed as 1 and 0 respectively.

The parameter
(
−EA

WA

)
is referred as the “activation energy” and denoted by E∗0 .

2.3.1 Paramteric Normalization

The integrated equations in Eq. 2.15 can be made invariant of the preshock

acoustic temperature using normalization so that all the parameters are dimensionless.
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The normalization factors used here have been chosen based on the factors used by

Bourlioux and Majda [13, 14]. The normalized parameters are given below:

P = p
p0
, V = v

v0
= ρ0

ρ
, U = u√

p0v0
, D = d√

p0v0

Ē = E
p0v0

, Q0 = q0
p0v0

E∗0 =
E∗

A

p0v0
K̄ = k√

p0v0

(2.16)

The reaction rate equation can be normalized to

K̄r (YB) = K̄
1− YB
DV

exp

(
− E∗0
PV

)
(2.17)

The length can be normalized based on the half–reaction length which is defined

as the distance between the detonation front and the point where half of the reaction

progress is equal to 1/2, i.e., L1/2 =
1/2∫
0

dYB
rYB

. The length scale is normalized as:

X =
x(
L1/2

K̄

) (2.18)

The speed of sound is normalized to C0 =
√
γ and detonation velocity is D = DU+U .

The Rayleigh lines and the Hugoniot curve can now be non–dimensionalized as

P − 1

1− V
= D2

(
P + µ2

) (
V − µ2

)
= 1− µ4 + 2µ2YBQ0

(2.19)

where µ = γ−1
γ+1

for brevity.

At the CJ point, the pressure and density calculations can be normalized to

PCJ =
D2

CJ+1

γ+1
, VCJ =

γ(D2
CJ+1)

(γ+1)D2
CJ

(2.20)

Hence, D2
CJ can be found by substituting the normalized pressure and density

parameters into the Hugoniot equation, resulting in a quadratic equation:

D2
CJ −

{√
4γ + 2 (γ2 − 1)Q0

}
DCJ + γ = 0 (2.21)
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Note that the mass fraction term has dropped out of the detonation velocity

calculation. This is due to the chemical reaction attaining equilibrium at the CJ

point, and for a single step irreversible reaction this implies that YB = 1. Equation

2.21 has two roots, one with a solution in the detonation branch of the Hugoniot

curve and the other in the deflagration branch of the Hugoniot curve. Hence, the

detonation velocity is given as

DCJ =

√
(γ2 − 1)Q0

2
+ γ +

√
(γ2 − 1)Q0

2
(2.22)

Since MCJ = 1, the velocity of burned gases is the same as the speed of sound

in burned gases, given by

UCJ = CCJ =
√
γPCJVCJ (2.23)

One more important parameter, called “overdrive parameter” is introduced here.

It is essentially the relationship of the actual detonation velocity to the velocity at

the CJ point and is given as:

f =

(
D

DCJ

)2

(2.24)

2.4 Detonations With Detailed Kinetics

In this section, the methodology for detonations using single–step kinetics is

extended to detailed chemistry involving multiple species and reversible reactions.

The only change from the single–step modeling is the chemical rate equation given as

∂
∂x

(ρiuYi) = Wiω̇i

(
ρi

Yi
Wi
, · · · , ρk YkWk

)
, i = 1, · · ·K (2.25)

where i is the species index and K is the total number of species in the chemical

reaction.
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The difference between the simplified model and the detailed chemistry models

is that the RHS of Eq. 2.25 requires the computation of density and temperature

at every step. Also, the calculation of the density, pressure and velocity is different

from the single–step model and requires the full system of stationary transport equa-

tions to be solved simultaneously [40]. To solve the source terms, a semi–implicit

fourth–order Runge–Kutta method based on Rosenbrock–Wanner family of methods

developed by Kaps [41] has been employed. A root finding algorithm using a combi-

nation of bisection and secant method, developed by Sandia National Laboratories,

has been coupled to the Runge Kutta solver [42]. Due to the difference in chemical

and hydrodynamic time–scales, the resulting ODE equations are stiff in nature, thus

requiring the use of an ODE solver. For this purpose, a backward differentiating

solver is used.

Similar to the simplified chemistry model, the CJ state values need to be cal-

culated. NASA-CEA code has been used to calculate the CJ parameters as input for

the detailed chemistry model [43].

Detonations involving detailed chemistry have a very distinctive induction zone,

given as the length–scale lig. The induction length is used as the length scale for the

simulations involving detailed chemistry. It is calculated as the product of induction

time, which is the time taken from ignition to measurable chemical reaction, and the

von Neumann velocity.

2.5 Detonation Front Structure

Our knowledge of the detonation front structure has been gleaned from an im-

mense experimental effort and few numerical simulations. The key feature of the

structure are the transverse waves. These secondary shocks are joined to the shock

front in a conventional three–shock configuration, in what is known as “triple point”,
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where the Mach stem and the incident shock form the leading shock and the trans-

verse wave is the reflected shock. The transverse waves are not steady waves, but

continuously decaying, and periodically collide with other transverse waves moving

the opposite direction. Understanding of the transverse instability phenomenon re-

quires the study of the structure composed by the shock front and the transverse

waves, their coupling with the acoustic modes and their behavior in transient condi-

tions. These topics are discussed in the next two sections.

2.5.1 Cellular Structure

Confined detonations typically have a cell size one or two orders of magnitude

greater than the induction length. Strehlow and his coworkers have conducted much

of the work on the topic of detonations as evidenced by his voluminous literature

[7, 44, 45, 46, 47]. In general, it has been observed that regular structure is favored by

low initial pressure and high dilution with inert gases. In particular, Strehlow found

that fuel–lean mixtures were more regular than fuel–rich mixtures [46]. In Chapter

1, the imprint of the triple–point was illustrated to show the cellular structure.

There is a class of detonation waves where the primary instability is longitu-

dinal, known as ‘galloping detonations’. The earliest experimental study with gal-

loping detonations was reported by Saint–Cloud et al. [48] where a deflagration-to-

detonation mechanism resulted in an extreme longitudinal oscillation which propa-

gated the wave much faster than regular detonations waves. The role of acoustic

waves in one–dimensional longitudinal oscillatory instabilities, increasing the wave

speed to a gallop was reported by Clavin [49]. Massa et al. [50] provided some insight

into thermo–acoustic effects due to the coupling of non–equilibrium heat release and

pressure perturbation. Thermo–acoustic effects have been reported in other similar

phenomena, like supersonic–jet instability. The high temperature non–equilibrium
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thermo–chemistry of carbon–oxygen mixtures affect the instability of supersonic jets

by dampening out some acoustic and vortical modes to the extent that only a finite

number of them persists and only below a certain limit frequency [51]. An analogous

effect is found to occur in feedback waves with negative phase speed.

2.5.2 Transverse Wave

Strehlow and his co–workers conducted systematic experiments to understand

the multi–dimensional nature of detonations in rectangular channels and one of the

topics on great interest for them was transverse waves [7, 46, 47]. Gordeev discovered

that transverse waves appear when a strong perturbation is applied to an existing

front and concluded that the perturbation upsets the balance of the shock causing it

to split into two and setting of transverse waves [52].

Transverse waves in established detonations are not steady structures but tran-

sient decaying phenomena. The average propagation velocity of transverse waves is

only slightly above the speed of sound in the final equilibrium state. Bourlioux and

Majda, using linear stability analysis of the growth rate of transverse oscillations,

showed that the cell width Z corresponds to the most unstable wavelength in the

transverse direction [14]. But one of the important concerns regarding transverse

waves is whether they can undergo the period–doubling phenomenon similar to lon-

gitudinal waves and if so, whether the bifurcation of transverse waves have any effect

on the wave structure and propagation. A Floquet analysis of the multidimensional

transverse instability for simple chemical kinetics is provided in the results section.
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CHAPTER 3

MODELING OF DETONATIONS

3.1 Mathematical Formulation

The equations used to model reactive flow are the time–dependent reactive

Euler equations of conservation mass, momentum, energy and reaction, give in tensor

notation as:

∂ρ

∂t
+∇ · (ρv) = 0

∂ρv

∂t
+∇ · (ρvv) +∇ ·P = 0

∂E

∂t
+∇ · (Ev) +∇ · (v ·P) = 0

∂Yi
∂t

+∇ · (Yiv) = Wiω̇i

ρ
, i = 1, · · · , K

(3.1)

The first term in all the equations represents the rate of change of the flow

solution and the second term describes the convective fluid dynamic effects. The

pressure tensor P, total density ρ and energy E used here are defined by:

P = P (ρ, T ) I

ρ =
K∑
i=1

ρi

E =
1

2
ρv · v +

K∑
i=1

ρihi − P

(3.2)

The expression for the thermal equation of state is given by:

P =
K∑
i=1

Pi =
K∑
i=1

ρiRiT (3.3)

The chemical production rates are derived from a reaction mechanism consisting

of Nr reactions per unit volume is given by
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ω̇i (C1, · · · , CK , T ) =
Nr∑
j=1

(
νrj,i − ν

f
j,i

)[
kfj

K∏
l=1

C
νfj,i
l − krj

K∏
l=1

C
νrj,i
l

]
, i = 1, · · · , K

(3.4)

with kfj and krj denoting the Arrhenius forward and reverse reactions rate of

each chemical reaction, give as

kfj (T ) = AfjT
βf
j exp

(
−Ef

j /R̃T
)

kbj (T ) = AbjT
βb
j exp

(
−Eb

j/R̃T
) (3.5)

The evaluation of Eq. 3.4 and 3.5 is accomplished by using CHEMKIN-III [53]

and Westbrook hydrogen–oxygen–argon reaction mechanism [54].

The speed of sound is calculated as

c =

[
γ

(
K∑
i=1

YiRiT

)]1/2

(3.6)

A specific solution of the reactive flow equations is determined by the initial

conditions, the set of reacting species and their fluid dynamic, thermophysical and

thermochemical properties, and the boundary conditions that describe the geometry

of the system. Boundary and initial conditions select out the solution that applies

to the particular problem under study from many families of possible solutions. The

physical and numerical implications of the particular boundary conditions influence

the numerical techniques used.

There are 4 possible boundary conditions: inflow, outflow, symmetry plane and

wall. For inviscid Euler equations, the symmetry and wall condition behave the same

and are considered to be reflective. Along the symmetry or wall plane, the component

of velocity vector normal to the boundary is zero i.e.

v · n = 0 (3.7)
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For inlet, the Dirichlet conditions are applied and for outlet, the Neumann

conditions are employed [55].

3.2 Numerical Formulation

In this section, the standard approach in constructing high resolution Finite

Volume (FV) upwind schemes are described. The hybrid Riemann solver of Roe

and Harten–Lax–van Leer (HLL) are derived. The hybrid scheme is useful due

to the propensity of Roe scheme to introduce non–physical energy densities, upon

which the HLL scheme was devised [56]. For higher order approximation, the Mono-

tone Upstream–centered Schemes for Conservation Laws (MUSCL) reconstruction

approach is employed. Due to the propensity of upwind schemes to introduce oscilla-

tions in the presence of a discontinuity, a Harten–Hyman entropy fix is added to the

Roe scheme in the flux approximation process [57]. The numerical integration of the

stiff reaction terms is undertaken with an operator splitting approach.

3.2.1 General Formulation for FV Conservation Laws

The finite volume method is based on subdividing the spatial domain into inter-

vals, also called “grid cells” and tracking the flux q over each of the volumes. In each

time–step, the flux values are updated using approximations through the endpoints

of the intervals. The value Qn
i will approximate the average value at time tn as:

Qn
i ≈

1

∆x

xi+1/2∫
xi−1/2

q (x, tn) dx (3.8)

where ∆x = xi+1/2 − xi−1/2 is the length of the cell. For sake of simplicity, the

assumption is uniform Cartesian meshes. If q is a smooth function, then Eq. 3.8
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agrees with a value of q at the midpoint of the interval to O (∆x2).The integral form

of the conservation law is given by:

d

dt

∫
q (x, t)dx = f

(
q
[
xi−1/2, t

])
− f

(
q
[
xi+1/2, t

])
(3.9)

By working with cell averages, it is easier to use the important properties of the

conservation. This is particularly important in accurately calculating shock waves,

conservation form ensures that the total mass within the computational domain is

preserved and varies correctly with the implementation of proper boundary condi-

tions.

Equation 3.9 can be used to develop an explicit time–marching algorithm, given

Qn
i , the cell average at time tn. Thus an approximation of Qn+1

i can obtained as:

Qn+1
i = Qn

i −
∆t

∆x

(
F n
i+1/2 − F n

i−1/2

)
(3.10)

where F n
i±1/2 is the approximation to the average flux along x = xi±1/2 given by

F n
i±1/2 ≈

1

∆t

tn+1∫
tn

f
(
q
(
xi−1/2, t

))
dt (3.11)

For a hyperbolic problem, F n
i−1/2 can be found based on the values Qn

i−1 and

Qn
i , the cell averages of either side of the interface. Then Eq. 3.10 becomes

Qn+1
i = Qn

i −
∆t

∆x

(
Φ
(
Qn
i , Q

n
i+1

)
− Φ

(
Qn
i−1, Q

n
i

))
(3.12)

where F n
i+1/2 = Φ

(
Qn
i , Q

n
i+1

)
.

3.2.2 Stability - CFL condition

An essential requirement for the numerical method to be convergent i.e. the nu-

merical solution should converge to the solution of the differential equation accurately

31



is stability. The CFL condition, named after Courant, Friedrichs and Lewy [58], is

a necessary condition that must be satisfied by any FV method to ensure stability

and convergence. The CFL condition requires the computational method to mimic

the propagation of information as in the physical phenomenon, as determined by the

eigenvalues of the flux Jacobian. A sequence of approximate solutions are defined

initially and as the grid refines, the solution is checked for convergence. It is noted

that the CFL condition is only a necessary condition for stability and not a sufficient

condition to guarantee stability.

In order for the CFL condition to be satisfied, for a hyperbolic system of equa-

tions generally having a set of m wave speeds λ1, · · · , λm, the Courant number given

by ν is

ν ≡ max |λi|
∆t

∆x
. (3.13)

Since hyperbolic methods typically use explicit methods as derived earlier, the

Courant number is always slightly lesser than 1. This is useful to fix the ratio ∆t/∆x

as the grid is being refined due to the necessity of increasing resolution at the same

rate in both space and time.

3.2.3 Godunov’s method

Godunov proposed a numerical method to solve non–linear Euler equations by

solving the non–linear Riemann problem at the cell interface [59]. Recalling the Qn
i

represents an approximation of the cell average q,

Qn
i ≈

1

∆x

xi+1/2∫
xi−1/2

q (x, tn) dx (3.14)
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the piecewise constant representation defined by these cell values can be used as initial

data q̃n (x, tn) and solving this over time results in q̃n (x, tn+1). This is then averaged

over each cell to obtain

Qn+1
i =

1

∆x

xi+1/2∫
xi−1/2

q̃n (x, tn+1) dx. (3.15)

For a small enough time–step ∆t, the exact solution of q̃n (x, tn) is determined by

piecing together the Riemann problem solutions from each cell interface.

The cell average is updated through the formula in Eq. 3.10,

F n
i−1/2 = Φ

(
Qn
i−1, Q

n
i

)
= f

(
q↓
(
Qn
i−1, Q

n
i

))
(3.16)

where q↓ refers to the left ql and right qr states of the of the Riemann problem.

Implementation of the Godunov’s family of methods does not require the full

structure of the Riemann solution at each interface, just the value of q↓ at each

interface. In the case of detonations, the intermediate states where the Hugoniot

and integral curves intersect are determined and Q↓i−1 will result in one of the states.

Since very little information of the Riemann solution, it is easier to approximate the

Riemann solution by not compromising on the accuracy.

Reactive flow are essentially wave propagation problems, so Godunov’s method

in wave propagation formulation is given by

Qn+1
i = Qn

i −
∆t

∆x

(
A+∆Qi−1/2 + A−∆Qi+1/2

)
(3.17)

where the cell–averaged fluctuations are defined as

A−∆Qi+1/2 = f
(
Q↓i−1/2

)
− f (Qi−1)

A+∆Qi−1/2 = f (Qi)− f
(
Q↓i−1/2

) (3.18)
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3.2.3.1 Convergence for Godunov’s method

If a sequence of numerical approximations converges to a function q as the grid

is refined, then the limit function of q is a weak solution of the conservation law.

This equality can be reassuring when a discontinuity is computed on a fine grid, the

solution is accurate as it is close to some weak solution. This is not true for non–

conservative methods. Unfortunately, it is inevitable that a conservative method

can converge to entropy violating weak solutions. In Euler’s equations, the physical

entropy provides an entropy function, in which case the limiting solution provided by

Godunov’s method usually provides physically accurate solutions, in the eventuality

of non–physical solutions, there is a need to perform an entropy fix as explained later

in this section.

3.2.4 Approximate Riemann Solvers

As mentioned earlier in this document, to solve the Riemann problem using

Godunov’s method, the entire structure of the Riemann problem is not required to

be known. The only terms which need to be determined are the q↓ (ql, qr) states, along

x/t = 0. To compute q↓ however, the full wave structure and wave speeds in order to

determine where q↓ lies in state space. Since q↓ lies in the intersection of the Hugoniot

and integral curves, it is in the intermediate states of shocks and rarefactions in the

process of connecting ql and qr.

A wide variety of approximate Riemann solvers have been proposed to counter

the computational expense of an exact Riemann solver, without compromising ac-

curacy when used on Godunov schemes [60, 61, 57]. The speedup of the Riemann

solver has a major impact on the efficiency Godunov–type methods, since the Rie-

mann problem is solved at every cell interface. With the increase in grid interfaces,
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the computational expense of Godunov methods exponentially increase, however the

expense can be justified for these methods due to their nature of producing the best

results for discontinuous problems with fewer grid points.

An approximate Riemann solution for a given data Qi−1 and Qi that approx-

imates the true similarity solution to the Riemann problem, consists of a set of Mw

waves W p
i−1/2 propagating at speeds given by spi−1/2 given as

Qi −Qi−1 =
Mw∑
p=1

W p
i−1/2 (3.19)

Using this function, the Godunov’s method can be generalized by using the

waves and speeds from the approximate Riemann’s solution as

A−∆Qi−1/2 =
Mw∑
p=1

(
spi−1/2

)−
W p
i−1/2

A+∆Qi−1/2 =
Mw∑
p=1

(
spi−1/2

)+

W p
i−1/2

(3.20)

Using the above relationships, Eq. 3.17 can be updated. This approximation

holds true only if the Rankine–Hugoniot conditions is satisfied across each wave. This

approximation also stands the chance of losing its conservative property if special care

is not taken in defining the approximate solution.

3.2.4.1 Roe Linearization

The defining of an approximate Riemann solution can be undertaken by sub-

stituting the non–linear problem by a linearized equation defined locally at each cell

interface, as follows:

q̂t + Âi−1/2q̂x = 0. (3.21)
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The matrix Âi−1/2 is selected to be an approximation to f (q) valid in the

neighborhood of Qi−1/2 and Qi. The matrix should also be diagonal so that Eq. 3.21

is hyperbolic, and should also possess a capability to connect Qi−1/2 and Qi by a single

wave W p, where that wave is also an eigenvector. If this property can hold, then the

approximate Riemann solution will also consist of this single wave and hence will

agree to the exact solution. Because of this property, the Âi−1/2 can now be defined

in terms of wave speed as

f (Qi)− f (Qi−1) = s (Qi −Qi−1) = Âi−1/2 (Qi −Qi−1) . (3.22)

This is a very useful condition to impose on the matrix, as it will ensure con-

servation provided the following equation is satisfied,

A−∆Qi−1/2 + A+∆Qi−1/2 = f (Qi)− f (Qi−1) . (3.23)

Roe discovered a way to find the state matrix for Euler equations, by integrating

through intermediate functions to obtain A−∆Qi−1/2 [62]. By Roe’s linearization, the

state matrix is found by

Ĉi−1/2 = f (Qi)− f (Qi−1)

B̂i−1/2 = Qi −Qi−1

Âi−1/2 =
Ĉi−1/2

B̂i−1/2

.

(3.24)

Harten et al. showed that an integration scheme of this kind can always be used

to define the matrix Â provided the system has a convex entropy function. For Euler

equations with ideal polytropic gas equation of state, Roe proposed the parameter

vector z = ρ1/2q, leading to the following Roe linearized parameters for velocities,

total specific enthalpies and speed of sound:
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û =

√
ρi−1ui−1 +

√
ρiui√

ρi−1 +
√
ρi

Ĥ =

√
ρi−1Hi−1 +

√
ρiHi√

ρi−1 +
√
ρi

=

(
Ei−1+pi−1√

ρi−1

)
+
(
Ei+pi√

ρi

)
√
ρi−1 +

√
ρi

ĉ =

√
(γ − 1)

(
Ĥ − 1

2
û2

)
.

(3.25)

Toro lists all the possible Roe linearized parameters for a variety of gasdynamics

problems which have been used in this research work [57].

3.2.4.2 Harten–Hyman Entropy Fix

The use of Roe’s linearization forces only discontinuities on the approximate

Riemann solution, without rarefaction waves. This leads to a violation of entropy.

The use of entropy–violating Roe’s approximate Riemann solution leads to difficulties

only in the case of a transonic rarefaction wave (as in the case of detonations), in

which f ′ (ql) < 0 < f ′ (qr). In this scenario, it becomes necessary to modify the

approximate Riemann solver in order to obtain entropy satisfying conditions.

A more general approach was used by Harten and Hyman to solve the Riemann

problem at sonic conditions [63]. If there is a transonic k wave in λkl < 0 < λkr where

λkl,r represents the kth eigenvalue computed in the states qkl,r given as

qkl = Qi−1 +
k−1∑
p=1

W p (3.26)

and

qkr = qkl +W k (3.27)

The single wave represented as W k is substituted by two waves W k
l = βW k

and W k
r = (1− β)W k. To preserve conservation, the approximate Riemann solution

looks like

37



λklW
k
l + λkrW

k
r = λ̂kW k

β =
λkr − λ̂k

λkr − λkl

(3.28)

This entropy fix can be interpreted as a piecewise linear approximation to the

flux function in the neighborhood of the sonic point, and hence the Roe method with

this entropy–fix converges to the entropy satisfying weak solution.

3.2.4.3 HLL Solver

In some situations, linearized Riemann solvers based on Roe average can fail

completely, giving rise of non–physical solutions like negative pressures or densities

in Euler equations. This is very common for situations involving rapid and strong

expansion. Einfeldt et al. proved that for certain Riemann problems, there is no

linearization that will preserve positivity requiring the use of other methods to ap-

proximate the Riemann solution [56].

A simple approximate Riemann solver can be based on estimating the largest

and smallest wave speeds arising in the Riemann solution, and then taking Q̂ (x/t)

to consist of only two waves propagating at speeds s1
i−1/2 and s2

i−1/2. The waves are

modified and taken equal to

W 1
i−1/2 = Q̂i−1/2 −Qi−1

W 2
i−1/2 = Qi − Q̂i−1/2.

(3.29)

The state of Q̂i−1/2 can now be determined by requiring the approximate solution to

be conservative, which requires

s1
i−1/2

(
Q̂i−1/2 −Qi−1

)
+ s2

i−1/2

(
Qi − Q̂i−1/2

)
= f (Qi)− f (Qi−1) . (3.30)

Rearranging to get Q̂i−1/2
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Q̂i−1/2 =
f (Qi)− f (Qi−1) + s1

i−1/2 (Qi−1)− s2
i−1/2 (Qi)

s1
i−1/2 − s2

i−1/2

. (3.31)

This is known as the Harten–Lax–van Leer (HLL) solver [64] and extended by

Einfeldt [65] for gas dynamics by assigning s1 and s2 as

s1
i−1/2 = min

(
min

(
λpi−1, λ̂

p
i−1/2

))
s2
i−1/2 = max

(
max

(
λpi , λ̂

p
i−1/2

))
.

(3.32)

In particular, the Einfeldt modified HLL (HLLE) method shares the nice prop-

erty of Roe solver that for data connected by a single shock wave, the approximate

solution agrees with the true solution. In general, an entropy fix is not required for

this method, since it is positively conservative which is helpful when encountering low

densities.

A slight modification to the HLLE solver is used in this research work, wherein a

contact discontinuity is captured accurately by introducing a piecewise linear function

as an approximate solution, by replacing the constant intermediate state given in Eq.

3.31 with a linear function carrying the same total integral [65]. By this modified

approach, the full Riemann structure is no longer modeled only by the two fastest

and slowest waves, hence leading to a better resolution of the discontinuity.

3.2.5 Higher Order Resolution and Accuracy

The approximate Riemann solvers derived above can be extended to high–

resolution methods using the following modification to Eq.3.21 as follows:

Qn+1
i = Qn

i −
∆t

∆x

(
A−∆Qi+1/2 + A+∆Qi−1/2

)
− ∆t

∆x

(
F̃i+1/2 − F̃i−1/2

)
(3.33)

where A±∆Qi∓1/2 are the fluctuations in the approximate Riemann solver and F̃i±1/2

is the high–resolution correction given by
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F̃i±1/2 =
1

2

Mw∑
p=1

∣∣∣spi±1/2

∣∣∣ (1− ∆t

∆x

∣∣∣spi±1/2

∣∣∣) W̃ p
i±1/2 (3.34)

When the Roe solver is used, then Mw = m and when HLL solver is used, then

Mw = 2.

Second–order methods similar to Eq. 3.33 have a general tendency to give oscil-

latory approximations to discontinuous solutions. Even when the solution is smooth,

oscillation appear due to the dispersive nature of these methods. The addition of

crucial limiters leads to a significant improvement for solving non–linear problems.

Going back to Eq. 3.34, the last term W̃ p
i±1/2 can be modified by applying some

form of limiter which changes the magnitude of the correction used, depending on the

behavior of the solution. The limiting process is complicated by the fact that the so-

lution to a hyperbolic system typically consists of a superposition of waves of several

different families, some of which may be smooth and others discontinuous at a given

point of time. Hence the limiters are applied in such a way that the discontinuity

portion of the solution remains non–oscillatory whereas the smooth portion remains

accurate. Methods based on this idea are known as “slope–limiter” methods.

The approximate Riemann method is rewritten as

Qn+1
i = Qn

i −
∆t

∆x

(
A+∆Qi−1/2 + A−∆Qi+1/2

)
− 1

2

(
σni − σni−1

)
(3.35)

where σi is the slope of the ith cell. If the slopes are chosen to be zero, the original

Godunov equations is returned. The behavior of the solution near this ith decides the

correct equation for σni . This approach was introduced by van Leer in a series of papers

where he developed the technique now known as MUSCL (Monotone Upstream–

centered Schemes for Conservation Laws), specifically for non–linear conservation

laws [66, 67, 68]. Details on the limiters can be found in other literature and will not

be discussed here [57, 55, 69].
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3.2.6 Source Terms

For reactive flow, where the exothermic energy released by chemical reactions

has a profound effect on the hydrodynamic flow, the reactions occur in much faster

time–steps than fluid dynamics and hence the source terms are “stiff” in nature. One

standard approach for reactive flows is to use “operator–splitting” methods. This

procedure is quite simple to use and is implemented successfully in the CLAWPACK

software. Using operator–splitting, it is possible to use the high resolution methods

derived earlier on hydrodynamic terms, with standard ODE solvers for the source

terms.

The fractional step methods employed for reactive Euler equations are of the

form:
Step1 : qt + ūqx = 0

Step2 : qt = −βq = ψ (q)

(3.36)

Here, qt is the term containing the chemical source terms and is defined as:

ψ (q) = Wiω̇i (ρ1, · · · , ρK) i = 1, · · · , K (3.37)

where Wi is the molecular weight of the species and ω̇i is the chemical rate of

production dependent on species density and global temperature.

Maintaining convention, Eq. 3.36 can be rewritten in operator form as

A = −ū∂x

B = −β
(3.38)

But since β is a function of f , there will be a splitting error, given by:

q (x,∆t)− q′′ (x,∆t) =
1

2
∆t2ūβ′ (x) q (x, 0) +O

(
∆t3
)

(3.39)

Since the splitting error propagates at O (∆t2) at each time–step, this method

can only be first order accurate, since after t/∆t time–steps, the error becomes O (∆t).
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An improved fractional-step method called Godunov splitting, yields second order

accuracy with a slight modification. The idea is to solve the first step in 3.36 over

only half a time step ∆t/2, then use the result as data for a full time–step for the

second step in Eq. 3.10, and finally take another half–time step on the first step. This

approach was put forward by Strang and is known as “Strang splitting ” [70] and the

details can be obtained from Ref. [70]. Even though Strang splitting is second order

in nature, it’s similarity to the Godunov splitting suggests that a first order accuracy

might be sufficient. This is because the coefficient of O (∆t) can be much smaller

than the second order discretization terms arising from Strang splitting.

Since the ODE’s are stiff, an appropriate ODE solver is necessary. A linearly

implicit fourth–order two stage Runge Kutta method is employed for integrating the

stiff reaction terms with local sub–cycling with automatic time–step adjustment. The

linearly implicit approach is used here to avoid the computationally expensive solution

of non–linear equations, using an implicit update using Trapezoidal Rule [69]. The

automatic time step reduction is carried out in accordance to meeting CFL criteria.

A detailed discussion of the functioning of linearly implicit methods is avoided here

and readers are encouraged to refer to the Rosenbrock–Wanner type solvers explained

by Wanner [71].

3.3 CLAWPACK

CLAWPACK, which stands for Conservation Laws Package, is a software pack-

age designed by Leveque based on finite volume methods in his book [72, 73]. The

algorithms can be applied to a wide variety of hyperbolic problems, simply by provid-

ing the appropriate Riemann solver, along with initial data and boundary conditions.

The package has capability to solve both linear and non–linear problems. All the
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numerical methods employed in this research work has been derived from the com-

putational routines included in CLAWPACK.

43



CHAPTER 4

PARALLEL ADAPTIVE MESH REFINEMENT FRAMEWORK

This chapter describes the features of the block structured adaptive mesh re-

finement (AMR)framework which was developed by Berger [74]. This has been imple-

mented as a library built upon MPI parallelization and communication abstractions

on an optimal load balancing algorithm. An effective spatial and temporal resolution

can be attained using refinement levels in combination with factors at each level.

The AMR framework was coupled to a numerical solver package called CLAWPACK

(Conservation Laws Package) [69] which implements wave propagation methods to

solve homogeneous hyperbolic conservation laws equations using finite volume (FV)

methods.

This chapter is organized as follows. Section 4.1 reviews various solution adap-

tive mesh refinement techniques and pertinent literature on the the topic is provided.

The rationale behind the use of block–structured AMR in this research is provided

in Sec. 4.2. The design of the parallel AMR framework detailing the domain decom-

position, partitioning, error estimation, refinement and load balancing strategies are

given in Sec. 4.3. The framework is implemented using DAGH (Distributed Adaptive

Grid Hierarchies) [75]. Section 4.4 discusses the implementation of numerical solvers

using CLAWPACK. Section 4.5 provides two validation cases to test the accuracy

and efficiency of the AMR framework to close out the chapter.
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4.1 Introduction

The solution of reactive flow problems involves computations across a broad

range of spatial and temporal scales. There have been documented cases of adaptive

mesh refinement (AMR) reducing computational expense without compromising ac-

curacy [76, 77]. For reactive flows of high complexity, such as detonations, failure of

computations to resolve all the pertinent scales can be overcome by using mesh refine-

ment techniques [78]. There are three fundamental strategies that can be employed

for dynamic adaptive grid refinement as illustrated in Figure 4.1. The first approach

(a) (b)

(c)

Figure 4.1. The three strategies of mesh refinement: (a) Unstructured method em-
ploying a graph–like representation (b) Structured method involving individual cell
refinements (c) Hierarchical structured method employing patch–wise mesh refine-
ment.

relies on unstructured meshes and develops a finite element approximation suitable
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for complex geometries [79]. Unstructured adaptive methods store the solution us-

ing ‘graph’ or ‘tree’ representations; these methods are called unstructured because

connectivity information must be stored for each unknown ‘node’ of the graph [80].

However, with the advent of cache–based processors, the performance of unstructured

mesh refinement was very poor as a lot of computational time was spent in memory

referencing. The second approach was developed by Kokhlov, to refine individual grid

cells [81]. This method has the advantage of completely avoiding the requirement of

ghost–cells, but requires a large number of memory allocation calls, especially for

rapidly evolving simulations. This will add to the overhead in communication and

become computationally expensive for complicated problems. The third approach,

where grids are refined as blocks or ‘patches’, was pioneered by Berger, who used a

hierarchy of Cartesian grids to cover the computational domain [82]. This technique

is known as “block–structured AMR”. It consists of a hierarchy of nested mesh levels

in which each level consists of many rectangular grids. Each rectangular grid in the

hierarchy represents a structured block of many thousands of unknowns [83].

The advantage of patch–wise refinement is due to the overlapping of sub-grids

on the base grid depending on the refinement level can have arbitrary shapes. This

strategy has proven to be memory efficient; it has inherent parallelism, but requires

complex load–balancing schemes. Quirk provided a variant of the Berger method,

wherein the error estimation procedure was conducted in parallel and re–gridding

was carried out in a serial fashion [84]. It was also successfully attempted to bisect

the grid blocks in each coordinate direction, thereby establishing a hierarchy of sub–

grids [85]. Hence, this research was carried out using block–structured approach for

the reasons of inherent parallelism.

Structured adaptive mesh refinement (SAMR)methods are moderately com-

plex to implement because they rely on dynamic data structures. Regions of the
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computational space are dynamically refined in response to run–time estimates of lo-

cal solution error resulting in highly irregular data dependencies and communication

patterns. On parallel platforms, effective managing data distributed across proces-

sor memories and orchestrating interprocessor communication and synchronization

is vital to avoid unnecessary computational expenditure. In problems like reactive

flow, adaptive applications change in response to the dynamics of the problem and

little can be known about the structure of the computation at compile–time. Thus,

the domain decomposition and load–balancing strategies are triggered at run–time.

There have been several packages specifically designed for SAMR. Most are written

in C/C++ due to the advantages in data handling, with the ability of linking in

FORTRAN with MPI for parallel runs. AMROC [86], PARAMESH [87] and DAGH

[75] were object–oriented approaches to solving for compressible, reactive flow prob-

lems. The characteristic of DAGH was the use of an error–estimator which compared

the solution at two different refinement levels at each grid point. FLASH [88] was

a framework developed specifically to study thermonuclear reactions like supernovae

with length scales from a few centimeters to kilometers. Currently, the packages

which are in active development are SAMRAI [89], Chombho [90] and OVERTURE

[91].

4.2 Structured Adaptive Mesh Refinement (SAMR) Algorithms

This section provides a thorough description of SAMR algorithms. The salient

features which are adopted in the design of the framework are discussed here. Berger

[82] proposed a dynamically adaptive mesh refinement framework using a hierarchy

of nested, locally structured finite difference grids. This technique was later extended

to hyperbolic conservation laws in three dimensions [74]. The strategy was to

recursively embed blocks of finer grids in coarse grids until the solution is obtained
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COMPOSITE MESH

COARSE LEVEL 

(L=0)

1ST REFINEMENT 

(L=1)

2ND REFINEMENT 

(L=2)

Figure 4.2. 1D and 2D structured mesh hierarchy showing two levels of refinement,
with mesh spacing twice of previous coarser level (refinement factor of 2).

with sufficient resolution. All grids at the same level of the hierarchy have the same

mesh spacing, with successive levels having a finer spacing. The successive levels

are known as refinement levels. The difference in the mesh spacing between two

refinement levels is known as a “refinement factor” and is typically 2 or 4. Figure 4.2

illustrates the implementation of the composite mesh as a hierarchy of grids in both

1D and 2D. The grid hierarchy consists of two levels of refinement with a refinement

factor of 2.

The scheme can dynamically insert or remove fine grid patches based on the

accuracy of the solution, which is calculated by an error estimation procedure, calcu-

lated at runtime. These new higher–resolution grids are known as refinement patches,

and are used only when the error condition, typically the Courant–Friedrichs–Lewis

number, is met. A temporal explicit scheme is stable on all grids in the hierarchy for

a given CFL condition. One of the features of SAMR algorithms is the communica-
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tion of numerical information among the grids in the same level of the hierarchy and

also between the levels of the hierarchy. To facilitate this communication, a “ghost

cell” region is padded around the boundary of each grid patch. This ghost cell region

locally caches information from adjacent grids and from the next coarser level of the

hierarchy. Due to the irregular and unpredictable nature of the refinement, a proper

infrastructure is mandatory to handle ghost cell synchronization [92]. It is noted here

that the ghost cell synchronization and the communication interface is mandatory

for SAMR algorithms, and should not be confused as implementation artifacts. For

applications which do not involve complex geometries, SAMR methods offer more

advantages compared to unstructured meshes. In SAMR, when a point is flagged for

refinement, it is highly likely that neighboring points require refinement. The grid

hierarchy may be non–uniform, however the patches themselves are uniform, hence

the information need to be stored only for the patches not for individual cells. This

makes replication easier across processors in a parallel deployment. Unstructured

representations on the other hand require connectivity information for each unknown

in the domain resulting high memory overheads.

4.3 Design Of Parallel AMR Framework

A typical AMR framework consists of a grid generator to create fine grid

patches, an error estimator to calculate the local truncation error, a hierarchical data

structure to store and allocate grid data, an interpolator for updating the solution

on newly created grid patches and, finally, a conservation fix-up to ensure flux con-

servation between coarse and fine grid cells. All of the above mentioned routines can

be expressed in a global integration cycle. Keeping in mind that distributed memory

clusters do not have adequate memory to store the entire data of large-scale prob-

lems, the grid hierarchical data must also be distributed to available nodes. Hence,
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the parallelization strategy must take into account the communication overhead and

optimally balance the workload.

Figure 4.3 is an overview of the proposed AMR framework. The coarse mesh

is initially partitioned and distributed to the available processors. The numerical

solver carries out a few iterations to determine the numerical error. After the error

estimation is performed and cells are flagged for refinement, an evaluation of the mesh

for load imbalance is performed. If there is no load imbalance, then mesh refinement

of the flagged cells is performed. Otherwise, a repartitioning procedure is performed

and the new partitions are reassigned to the processors in an efficient manner so as

to reduce the time for data movement. If this remapping cost is viable, wherein

the overhead is low, and computational gain would be achieved, then the data are

redistributed. Otherwise, the new partitioning will be discarded. The mesh is then

refined and the solution process is restarted.

Figure 4.3. Overview of the framework for parallel adaptive computations.
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4.3.1 Domain decomposition

Berger proposed the theory behind the domain decomposition technique which

can be modified for parallelism [82]. Let the root domain be G1. Assuming X

identical processor nodes in a given distributed parallel computer, the root domain

can be decomposed intoX regions using load-balanced domain decomposition to yield

G1 =
X⋃
x=1

Gx
1 , (4.1)

where Gx
1

⋂
Gy

1 6= 0, (x 6= y). On defining a sequence of levels l = 1, . . . , lMAX , the

grid Gx
1 can be defined with mesh spacing hl, with a total number ofMl grids on level

l and level l = 1 as the coarsest to yield

Gx
1 =

Mx
1⋃

m=1

Gx
1,m. (4.2)

If there are multiple grids at the first level, proper mesh alignment is ensured by

making each grid a subset of the whole space. The important requirement is that

higher levels follow the decomposition at the coarsest level by

Gx
l = Gl

⋂
Gx

1 . (4.3)

Equation (4.3) ensures the partitioning of a grid Gl,k into multiple grids Gx
l,κ based

on the declared number of processors. Therefore, an appropriate partitioning scheme

is required for the creation of a load-balanced decomposition Gx
1 .

Since refinement has to occur both in space and time, the mesh refinement

ratio has to be defined across all levels in a grid hierarchy for good stability of the

numerical scheme under an imposed CFL condition. Berger and Colella [74] defined

a simple and effective ratio r given by

∆tl
∆xl

=
∆tl−1

∆xl−1

= · · · = ∆t1
∆x1

. (4.4)
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This strategy implies that more time steps are taken on refined grids than on coarser

grids and vastly simplifies the error estimation procedure, thereby increasing the

efficiency of the block structured AMR approach. The vector of state on level l, Q,

can be defined using a finite set of approximations
(
xi1,l, x

j
1,l, x

k
1,l

)
as

Ql =

Ml⋃
m=1

Q
(
Gl,m, x

i
1,l, x

j
2,l, x

k
3,l

)
. (4.5)

Likewise, the numerical fluxes on Gl,m can be given as Fn, where n is the number of

dimensions such that

F1,l =

Ml⋃
m=1

F1
(
Gl,m, x

i+1/2
1,l , xj2,l, x

k
3,l

)
. (4.6)

Equation (4.6) can be extended to three dimensions. The correction terms for the

fluxes δFn are valid only for levels l > 1, that is, levels other than the coarse level

and are associated to the fluxes of level l − 1. They are given as

δF1,l =

Ml⋃
m=1

δFn
(
∂Gi,m, x

i+1/2
1,l−1 , x

j
2,l−1, x

k
1,l−1

)
. (4.7)

Equation (4.7) can be extended to three dimensions. If all the values in Q are set,

cell-wise update of flux approximations F n,l can be performed, and when subsequent

levels attain the same time, the values in the lower level can be overwritten by the

values in the higher level, because higher level values are expected to have higher

accuracy. Unfortunately, this leads to a violation of the conservative property of FV

cells in the coarse levels. Therefore, a flux correction has to be applied at the coarse

levels adjoining a higher level to reclaim lost conservation. Berger and Leveque [32]

proposed a conservative fix-up wherein the flux approximation of the coarsest level

was replaced by the sum of fine level fluxes of the neighboring cells. The correction

is applied as

Ql
i (t+ ∆tl) = Ql

i (t+ ∆tl) +
∆tl

∆x1,l

δF1,l+1
i−1/2 (4.8)
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Figure 4.4. Mapping refinement meshes into two processors and performing parallel
conservation fix-up.

Figure 4.4 illustrates the mapping and conservation fix-up of a domain. The cells

shaded are flagged for correction. The correction term δF1,l+1
i−1/2 is stored in fine level

in node x due to the AMR strategy requiring an interior coarse cell existing on node

x having flux in the ghost cells shown in dashed boxes.

4.3.2 Error Estimation

A straightforward estimation of local truncation error can be performed by

employing Richardson extrapolation [32]. The fine grid is first taken down to the

coarse level and a time-step integration is performed. This result is then compared

to the result of integrating the fine grid first and then coarsening. In case of smooth

solutions, the truncation error of the scheme would be directly proportional to the

difference of the above mentioned results. Here, the global and local truncation error
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remains the same [30]. Structures which were missed during the averaging process of

grid coarsening will be identified due to this additional measure.

4.3.3 Grid Generation

Figure 4.5. Flowchart of the grid integration cycle.

Using Richardson extrapolation as a refinement technique, the cells to be refined

can now be flagged. It is necessary to establish a buffer zone during regridding. In

order to generate new refined grids, a clustering algorithm is now employed. This

algorithm would aid in generating successively smaller grids until the ratio between

all the cells in the refined grid and the ones which were flagged for refinement reaches

an optimum threshold value. The selection of this threshold value is critical for

the algorithmic efficiency. The higher the threshold value, the fewer the unnecessary
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points with more grid clusters, which increases data transfer and computational time.

The threshold value for the simulation was selected to be 0.9 as this does not increase

unflagged points relative to flagged sections. Bell et al. [93] proposed a technique of

counting the number of flagged cells along every row and column, their sum being

called signatures . The clustering algorithm is executed locally on Gx
l , and the result

of Gx
l+1 is passed globally in order to obtain Gl+1 =

⋃
x

Gx
l+1. Figure 4.5 illustrates a

typical grid integration cycle. The mesh refinement factor is denoted by r, and level

l refers to the number of refinements with the coarsest level at 1.

4.3.4 Partitioning

Figure 4.6. Three-dimensional representation of the computational domain and a
level 2 Peano–Hilbert mapping on the domain.

Overall efficiency of the algorithm is greatly influenced by the choice of run-

time partitioning strategy as it is responsible for creating a load-balanced domain

decomposition strategy, with minimal data synchronization. The use of space-filling

curves has been instrumental in the success of many mesh refinement strategies [94].

A space-filling curve is described as a continuous, injective and surjective function

that can map a line to a multidimensional domain. This mapping can be done via a

recursive division of a parent domain to multiple child sub-domains. The final result,
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Figure 4.7. A level 2 Peano–Hilbert mapping on a three-dimensional domain on nine
processors [3].

shown in Fig. 4.6, is obtained by connecting each sub-domain in a specific pattern. A

comprehensive description of various types of space filling curves has been discussed

in detail by Sagan [33]. A hybrid space-filling curve combining Hilbert and Peano

curves was introduced by Dennis [3], who called it Peano–Hilbert mapping. Consider

a three-dimensional domain with the size of P × P × P as shown in Fig. 4.6. The

Peano–Hilbert mapping then consists of a Hilbert curve for P = 2n and a Peano

curve for P = 3m, as P = 2n3m where n and m are integers referring to the recursive

levels of the curves [33]. As shown on the computational domain, the start and end

of the space-filling curve must be aligned to the neighboring faces in such a manner

that a single, continuous line can meander along the entire domain. This is evident

in Fig. 4.7, where the domain is unwrapped for easy comprehension. A detailed
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analysis and speedup comparison between traditional partitioning and partitioning

using space-filling curves can be found in [3].

The rationale behind using space-filling curves is that an optimal path is traced

on the multidimensional space which can then be mapped in a linear fashion. This

minimizes the communication overhead and can be easily load balanced. Figure 4.7

also illustrates the relative ease in dividing the domain among nine parallel processors

as illustrated by different colors.

4.4 CLAWPACK Integration

Leveque developed a software package called CLAWPACK (Conservation Laws

Package) which implemented finite volume numerical methods useful for solving Rie-

mann problems [69]. The algorithms in the package can be applied to a wide range

of hyperbolic systems by providing the appropriate Riemann solver along with ini-

tial data and boundary conditions. The algorithms have been extensively validated

for multi–dimensional wave propagation problems and have a high order of accuracy

[95]. For reactive flow problems, Roe second–order scheme with higher-order MUSCL

construction and van-Albada limiter with second–order Runge–Kutta time stepping

were used. A chapter dedicated to understanding the numerical methods along will

be included in the final dissertation.

4.5 Numerical Validation

The numerical results for two–dimensional non–reactive forward facing step and

reactive unstable detonation displaying cellular structure are given here. The main

objectives of these studies were to determine the accuracy of the methods, scalabil-

ity of the framework with complex flow phenomena, evaluate the partitioning and
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communication overhead and to asses the dynamic load balancing. This dissertation

contains a comprehensive list of tests to illustrate the effectiveness of the designed

framework to solve a wide range of problems.

4.5.1 Two-Dimensional Forward–Step Problem

The test problem of a Mach 3 inviscid flow past a confined step was simulated

for the two-dimensional demonstration of AMR framework. Emery introduced this

problem as a test case for comparison of finite difference schemes and Woodward

provided a detailed comparison of many methods with this test case [96]. More

recently, this problem was solved as a test case using an adaptive mesh refinement

code called FLASH [88], which is extensively used for astrophysical applications. For

purposes of comparison, this test was executed with the same parameters as employed

in the FLASH simulation.

The test problem is to simulate Mach 3 supersonic flow over a forward facing

step. The computational domain is 3 length units long and 1 length unit high. The

step is 0.2 length units high and is located 0.6 length units from the left end of the

domain. The boundary conditions are as follows: the left end is an inflow, the right

end is an outflow (since the flow is supersonic, the outflow conditions have no effect

on the flow) and top and bottom are reflecting walls. The inflow is maintained with

a constant specific heat ratio of γ = 1.4, which results in the density as 1.4, pressure

as 1.0 and velocity as 3.0. The domain has a coarse mesh of 120 × 40 with 5 levels

of refinement, with refinement factors r1,2,3,4,5 = 2 corresponding to 3840× 1280 fine

mesh at the highest level of refinement. The time evolution of the flow is shown in

Fig. 4.5.1. The solution can be qualitatively compared to the results in [96, 88]. Using

a second-order Roe scheme with MUSCL interpolation, the shock structures are found

to be well-defined and there is very little numerical noise due to the corner in the
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(a)

(b)

(c)

(d)

Figure 4.8. Time evolution of density in pseudo—color for flow over a confined
forward–facing step, a) t = 0.8 b) t = 1.6 c) t = 3.2 d) t =4.0. The boxes indi-
cate the zones being refined at the next level.

step. Woodward’s results using the MUSCL approach exhibited some numerical noise

due to uniform fine grids in regions of minimal flow development, but they do not
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Table 4.1. Computational cost breakdown in percentage of total time: two-
dimensional Mach 3.0 flow over a confined step–16 processors

Categories Level 5

Integration 33.34
Grid Operations 18.45

Updates 40.63
Load Balancer 2.99

Data and Memory 4.59Management

appear in the present AMR visualizations even with grid coarsening. Table 4.1 shows

a computational cost comparison for 16 processors. The computational cost can be

grouped under the following categories: integration time (PDE and source terms),

grid operations (grid initialization and boundary value operations), updates (refining

grids and conservative correction), load balancing operations and data management

(memory overhead, output, read data, checkpoint etc.). Not surprisingly, a majority

of computational time was used for cell updates which include flagging operations,

grid refinement and correction of conservation because of computationally-intensive

5 levels of refinement. Using 16 processors and adaptive mesh refinement, the total

computation time was reduced to 1385.4 seconds compared to a 16 processor-uniform

fine mesh computation time of 98346.32 seconds.
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CHAPTER 5

DETONATIONS WITH SIMPLIFIED CHEMICAL KINETICS

This chapter is devoted to the understanding of pulsating detonations obtained

from simulations using inviscid Euler equations with single–step Arrhenius kinetics

derived in Chapters 2, using the numerical techniques explained in 3. Both 1–D

and 2–D results are analyzed below. Section 5.1 describes the numerical results for

one–dimensional simulations and a brief discussion about bifurcation theory and the

period–doubling phenomenon of the longitudinal waves in one–dimensional detona-

tions is provided. Here, we attempt to discover the mechanism forcing the longitudi-

nal oscillations from regular periods to chaotic pulses. Section 5.2 extends the same

numerical experiments to two–dimensional simulations to provide detailed visualiza-

tions of the detonation front and also captures the transverse wave shock pressures

at longitudinally stable and unstable regimes to understand the effect of transverse

waves on the shock front. Section 5.4 is a condensed version of the three–dimensional

linear limit cycle stability analysis of transverse wave instabilities, for a longitudinally

stable set of parameters as discussed by Massa et al.[51].

5.1 One–Dimensional Detonations

In this section, the 1D calculations with simplified kinetics are described. The

significant parameters of interest are the reduced activation energy E∗0 , heat release

Q0, the overdrive parameter f and the ratio of specific heats γ. For this study, the

parameters γ = 1.2 and Q0 = 50.0, which are typical for most gaseous combustion

mechanisms, are held constant. In the first part of the study, E∗0 is held constant
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and the overdrive parameter is varied. In the second part, f is held constant and the

activation energy E∗0 is varied.

The domain for this problem should be sufficiently big to account for the dis-

turbances to propagate upstream to the discontinuity. Hwang et al.[97] provided a

detailed discussion regarding the minimal computational domain size so that there

will not be any influence on the detonation wave due to the boundary conditions.

Based on their work, a domain size of 200 was chosen and and and the shock frame

was selected as described by Fig. 2.1 in Sec. 2.1. A wave based on the ZND cal-

culation was stabilized at the far right of the domain. Normal inflow and outflow

boundary conditions were applied. The von Neumann pressures were plotted over

time in a similar fashion as in other approaches in the literature [13, 97].

5.1.1 Varying The Overdrive Parameter f

In this study, the parameters held constant are Q0 = 50.00, E∗0 = 50.00 and

γ = 1.2 and the overdrive parameter f is varied from 1.1 to 1.8. It should be noted that

the higher the overdrive the more stable the reaction. The computational domain was

set to 200L1/2, with a base grid of 2000×1 and two refinement levels with refinement

factors rf = [42]. This corresponds to a grid resolution of 80Pts/L1/2.

Figure 5.1 shows the temporal histories of the von Neumann shock pressure for

overdrive parameters f = 1.80− 1.40 and Fig. 5.2 for f = 1.36− 1.10. Bourlioux et

al.[13] obtained the limit of absolute stability as f ∗0 = 1.73 in their analysis. In Fig.

5.1, at f = 1.80, the solution is longitudinally stable after the initial perturbation.

Moving up to the limit of stability, the oscillations gradually increase with rising

overdrive and at the limit of stability, it can be observed that the solution has a

steady oscillation which does not dampen with time. All solutions beyond this limit

of stability are now considered longitudinally unstable.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 5.1. Von Neumann shock pressure histories for overdrive parameters f =
1.80 − 1.40, CFL ≈ 0.95; (a) f = 1.8 (b) f = 1.74 (c) f = 1.73 (d) f = 1.72 (e) f =
1.70 (f) f = 1.58 (g) f = 1.56 (h) f = 1.54 (i) f = 1.50 (j) f = 1.40.

63



(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 5.2. Von Neumann shock pressure histories for overdrive parameters f =
1.36 − 1.10, CFL ≈ 0.95; (a) f = 1.36 (b) f = 1.34 (c) f = 1.30 (d) f = 1.25 (e) f =
1.20 (f) f = 1.18 (g) f = 1.16 (h) f = 1.14 (i) f = 1.12 (j) f = 1.10.
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The period doubling phenomenon can be observed in Fig. 5.2 at f = 1.36 when

two distinct peaks are observable. Lowering the overdrive further, shows multiple

bifurcations, till the overdrive reaches f = 1.30, beyond which the solution is chaotic.

Zumbrun characterizes this transition from the stable solution to a time–periodic

galloping instability as a Poincaré–Hopf bifurcation [22]. The simulations here quali-

tatively match Bourlioux’s results [13], and the peaks look highly resolved. Moreover,

in Bourlioux’s and Majda’s work, the bifurcation phenomenon was not observable as

their grid resolution 20Pts/L1/2 was insufficient to overcome the discretization errors.

Simulations below the overdrive of f < 1.30 are highly unstable and exhibit

chaotic behavior. All results below f = 1.10 do not converge properly even with

high grid resolutions of 640Pts/L1/2. Since there is not much literature available

for longitudinal instabilities with varying overdrives, the author concludes that the

second–order numerical scheme must be contributing to convergence failure. It is

possible that some higher–order, low–dissipative compact schemes (with spectral-like

resolution) can offer better results for the highly unstable regimes.

5.1.2 Varying The Reduced Activation Energy E∗0

In this study, the reduced activation energy is varied from E = 24.00 − 30.00

with Q0 = 50.0, γ = 1.2 and f = 1.001. The overdrive factor was kept slightly over 1

to ensure the ZND solver stays stable and does not calculate M > 1.0 in the burned

gas. The variation of activation energy has been an active topic of research as a slight

variation in activation energy of E∗0 ≈ 0.01 induces high longitudinal instabilities.

Hence for this study, 40 test cases were solved, using activation energies not studied

prior to this research.

The computational setup was identical to the previous setup with the exception

of the refinement: for this study, 3 refinement levels of rf = [442] are used to obtain a

65



grid resolution of 320Pts/L1/2. This is an unprecedented level of grid resolution: the

finest resolution published till now was 128Pts/L1/2 [24]. There is a reasoning behind

using a higher resolution and small changes in activation energy; certain phenomena

are captured for the first time, which can be instrumental in explaining the transition

to chaotic behavior. Figures 5.3 and 5.4 show the temporal histories of the effect of

reduced activation energy on the von Neumann shock profile.

For activation energies below E∗0 < 25.26, the longitudinal oscillation due to the

initial perturbation dampens out with time evolution and the detonation is stable.

Sharpe provided much valuable insight into the stability boundary and using linear

analysis, predicted the stability boundary to be around E∗0 = 25.26 [98], which is in

good agreement with the present study, as observable Fig. 5.3 for E∗0 = 25.26. Sharpe

also presented a set of computational requirements to observe long–term evolution of

detonations, wherein the simulation has to run for many seconds before the correct

non–linear behavior is observed [98].

By a methodical increase of activation energy from the stability limit, it is

observed that the regular oscillatory behavior of the longitudinal instability morphs

from a single–mode oscillation to a double–mode oscillation, in a process which is

called “period–doubling” [23]. The peaks of the von Neumann pressures are used to

“count” the modes. The period–doubling process always occurs in 2n factors. Visually,

from Fig. 5.3 and 5.4, one can acquire the double–modes, n = 1 for activation

energy E∗0 = 27.40, quad–modes n = 2 at E∗0 = 27.82 and octa–modes n = 3 at

E∗0 = 27.92. As the activation energy increases further to E∗0 = 28.30, the normal

modes collapse and coalesce to recombine to a very strong three–peak periodic system

and the process repeats itself with increasing activation energies, to a point where

the pressure histories look very random at E∗0 = 30.00.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 5.3. Von Neumann shock pressure histories for activation energy parameters
E∗0 = 24.00−27.90, CFL ≈ 0.95; (a) E=24.00 (b) E=25.26 (c) E=27.00 (d) E=27.40
(e) E=27.80 (f) E=27.82 (g) E=27.84 (h) E=27.86 (i) E=27.88 (j) E=27.90.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 5.4. Von Neumann shock pressure histories for activation energy parameters
E∗0 = 27.92−28.25, CFL ≈ 0.95; (a) E=27.92 (b) E=27.94 (c) E=27.96 (d) E=27.98
(e) E=28.00 (f) E=28.05 (g) E=28.10 (h) E=28.15 (i) E=28.20 (j) E=28.25.
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The use of very high grid resolutions pays off in an important aspect: the

higher grid resolutions enabled peak resolutions of higher accuracies, which is vital

to capture modes beyond n = 3. Even with the use of a second–order algorithm, the

convergence for an increase of activation energy of the order of E∗0 ≈ 0.01 is good

and the discretization errors do not affect the accuracy of the solution. However, it

becomes difficult to visually discern modes beyond n = 3 and a suitable numerical tool

is required. The use of power spectral density (PSD) is an option, since it gives the

variance of a time series with frequency. Sharpe provides other statistical techniques

which could be used to isolate the peaks from time–varying data [99]. Since the

development of a PSD method is beyond the scope of this work, it is suggested as a

part of future work.

5.1.3 Formation Of Multiple Identical Peak Pressures

One of the phenomena which was observed in this study on period–doubling in

both overdrive parameter f and activation energy E∗0 , was the formation of a cluster

of identical peaks of von Neumann pressure histories preceding the destruction of

periodic oscillations and introducing randomness. Figure 5.5 illustrates this point for

two cases: one with overdrive parameter at f = 1.10 and the other with activation

energy E∗0 = 28.20.

The highlighted peaks have appeared for all the simulations with activation

energy E∗0 > 28.20 at some point in their pressure history, and it was observed that

immediately after their formation, the period–doubling phenomenon halts. This is

a peculiar phenomenon not reported before in literature and it is the author’s belief

that this would be first time this was noticed. More research in this particular topic

is required, but it is possible that this represents the coalescence stage of the normal

modes.
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(a)

(b)

Figure 5.5. Formation of identical peaks preceding the destruction of the period–
doubling process for a) f = 1.10 and b) E∗0 = 28.20. CFL ≈ 0.95.

5.2 Two–Dimensional Simulations

In this section, the unstable 2D detonations with single–step chemistry are sim-

ulated. The goal is to determine the difference between one-dimensional and multi–

dimensional bifurcations. The unstable detonations were simulated for conditions

γ = 1.2, E∗0 = 50.00, Q0 = 50.00 and f = 1.58, which is weakly unstable, and for

γ = 1.2, E∗0 = 50.00, Q0 = 50.00 and f = 1.10 which is strongly unstable. The same

numerical techniques employed for the previous simulations were use for this study

too.
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5.2.1 Weakly Unstable Detonations

The weakly unstable case simulated in one–dimensional study was extended

to two–dimensions. A rectangular domain of 20 × 10 half–reaction lengths and the

velocities in X direction were shifted by the CJ detonation velocity. Regular in-

flow and outflow boundary conditions were initialized on the right and left sides and

reflective conditions in the top and bottom sides of the domain. The initial state

is a ZND wave held at X = 12 and a pressure increase of 15% was initiated at

[11.45, 11.95] × [4.85, 5.25], a technique to induce perturbation proposed by Oran et

al.[17]. Two refinement levels with refinement factors rf = [44] have been used, lead-

ing to a grid density of 160Pts/L1/2. Figure 5.6 shows the evolution of the density

gradient ρ̄ for a weakly unstable detonation wave. The simulation plots are populated

after the perturbation has set in, so the first 20 time units are not shown.

The simulation clearly shows the unstable nature of the detonation. While

the longitudinal instability is barely visible (from t = 30 to t = 120, the forward

motion of the wavefront is seen), the transverse instability is more predominant than

the longitudinal instability for the given conditions. The formation of triple–points

where the transverse waves come into contact with the shock front are also observed.

5.2.2 Strongly Unstable Detonations

A strongly unstable detonation is studied in this test. All the parameters and

conditions were kept the same as for the weakly unstable case with the exception of

the overdrive parameter, f = 1.10. Figure 5.7 shows the time evolution of the density

gradient for this case.

From the figure, the most obvious difference between a strong and weak unstable

detonation, is the density gradient: stronger density fluctuations are seen for strongly

unstable waves. The second is that even thought the transverse waves are stronger
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as evidenced by the faster pulsation in the vertical direction, the longitudinal waves

quickly engulf the transverse instabilities, and the front ‘gallops’ ahead in space. For

the same time–step in both cases, the front in the strongly unstable case has galloped

out of the computational domain.

In an attempt to visualize the effect of the longitudinal instabilities on strongly

unstable detonations, a few test cases with varying activation energies in the strongly

unstable regime were conducted. Unfortunately, to capture the longitudinal pulsa-

tions after at least 800 time–steps, a domain size of at least 1000 half–reaction lengths

in the X direction was required. To keep the computational budget low, the Y direc-

tion had to be restricted at 10 half–reaction lengths. Since the results are inconclusive

due to poor visualization, the results are attached in the appendix and not thoroughly

discussed here. It is evident to simulate detonations with fast gallop, an innovative

AMR approach such as doubling the domain every few time–steps or calculating and

negating the x velocities at each iteration is required. Such approaches are currently

out of scope for this work and are reserved for the future work section.

5.3 Transverse Wave Instabilities For Weakly Unstable Detonations

One of the important questions is whether the transverse instabilities in multi–

dimesional, longitudinally stable detonations undergo a period–doubling phenomenon

similar to longitudinal oscillations in one–dimensional detonations. Section 5.4 dis-

cusses this question by performing a three–dimensional Floquet linear stability analy-

sis on the flow where the changes in solution are represented by the eigenvalues of the

Poincaré map [50] using the parameters E = 20.0, Q = 38.6, f = 1.01 and γ = 1.2.

In this section, using the same parameters, the one–dimensional von Neumann

pressure history is provided and a two–dimensional simulation is conducted to capture

the transverse wave pressures. Figure 5.3 illustrates the von Neumann pressure his-
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tories for 1D and 2D simulations. The one–dimensional simulation gives longitudinal

wave history, and the plot shows a longitudinally stable wave. The two–dimensional

simulation on the other hand captures the transverse wave instability and from the

plot, it is evident that the transverse wave is in the unstable regime with a single

mode oscillation.

As the Floquet analysis in Sec. 5.4 would also prove, there is a strong possibility

for the transverse waves to undergo period-doubling phenomena similar to the longi-

tudinal waves. As it stands, the scope of this research was limited to two–dimensions

but efforts are underway to expand the framework to three–dimensions to conduct a

thorough transverse instability analysis.

5.4 Floquet Analysis Of Transverse Wave Instabilities

This section describes the analysis of the stability of limit cycles in three-

dimensions. The analysis is restricted to transverse wave instability, thus activa-

tion energies below the longitudinal instability limit. The global kinetic parameters

considered in this analysis are E = 20.0, Q = 38.6 and γ = 1.2.

The limit cycle stability is investigated by performing a three–dimensional Flo-

quet stability analysis of the time-periodic flow. The Floquet analysis seeks eigen-

values of the linearized Poincaré map E ′ representing changes in the solution over a

periodic cycle [100]. Romick et al.[101] found that the diffusive terms stabilize the

limit cycle solutions in one dimensional waves, therefore the present unforced analysis

uses the inviscid Euler equations.

5.4.1 Base flow

The time periodic base-flow is obtained by setting up a recursive procedure to

determine not only the flow variables U (x, y, z, t) , U ≡ [ρ, ρ~u,Et, ρλ]T , but also the
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detonation velocity D and the fundamental period Tf . The search for D is necessary

in this context because free detonations are not anchored. A time periodic solution

is evaluated at fixed locations by an observer moving with velocity D with respect

to the pre–shock gas (i.e., in the laboratory frame). Therefore, D is defined as the

pre–shock inflow speed such that the position of the lead shock is time-periodic in

laboratory frame. The value of D is in general different from the ZND analogue D0

because, although the detonations under investigation are longitudinally stable, the

non-linear limit cycle oscillations change the mean shock velocity.

The symbol E (U,∆t,W ) denotes the operator that yields the solution of the

Euler equations starting with initial conditions at t = t1 and integrated for a time

interval ∆t by an observer moving with velocity W in the laboratory frame. The

condition of closed periodic orbits is imposed, thus searching for U, Tf , D such that

E (U, Tf , D) = U. (5.1a)

x1/2(Tf ) = x1/2(0) = 1, (5.1b)

where,

x1/2 (t) ≡ (x|λ̄ (x, t) = 0.5), (5.2)

and

λ̄ (x, t) =

∫∫
λ (x, y, z, t) dy dz

LyLz
. (5.3)

The system in 5.1 is solved with the fixed point iteration

Un+1,m = E
(
Un, T n+1,m

f , Dn+1,m
)
, (5.4)

where T n+1,m
f is evaluated by minimizing the norm of the error between consecutive

iterations, i.e., requiring
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∂

∂Tf

∥∥Un+1,m − E
(
Un, Tf , D

n+1,m
)∥∥ = 0. (5.5)

The index m indicates a secant method sub-iteration (within the fixed point

iteration) where the value ofD is updated to satisfy equation (5.1b) within a tolerance

of 1× 10−5. In fact, it is found that the computationally less expensive iteration

Un+1 = E
(
Un, T n+1

f , Dn
)

Dn+1 = Dn +
1− x1/2(T n+1

f )

T n+1
f

does not converge for the case under study.

The non-linear mapping E is evaluated by using a WENO-Z flow solver to

integrate the Euler equations between 0 and Tf . The use of the secant method requires

multiple flow evaluations per each fixed point iteration leading to a significant increase

in computer time.

Dou et al.[102] find that the solution to the three-dimensional Euler equations

in square channels is non-periodic. It will be demonstrated by the present Floquet

analysis that this is a consequence of the initial solution being out of the attraction

manifold of the limit cycle, not of the instability of the same. It was found to be

beneficial for converging towards a limit cycle, to start the base flow analysis with

a Navier-Stokes simulation: a low Reynolds number leads to attraction to the limit

cycle for any initial perturbations of the ZND solution. Therefore, the base flow

solution procedure is initiated by integrating the Navier-Stokes equations for 40× Tf

without updating Tf and D. Results of the fixed point analysis are shown in Fig. 5.9

and demonstrate a rather quick convergence of the Euler solution with the number

of iterations, i.e., n ≡ t/Tf .

Figure 5.9(d) shows that a fundamental period corresponds to four almost iden-

tical sinusoidal variations in x1/2. The rationale is that Tf includes four triple point
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collisions and their motion within a period is illustrated in Fig. 5.10, where pressure

iso–surfaces are drawn for p = 0.8 pmax and for a set of time steps covering Tf . Note

that different colors represent different times on the same figure. Four collisions are

necessary to bring the system back to the initial state. The boomerang shaped pro-

files marked by arrows are the collision planes, the other iso–surfaces indicate the

movement of the high pressure gas following the explosive collisions. Pressure traces

evolve with time by moving in both counter and clock-wise directions starting from

the dark-blue profiles and returning back to the original position in dark red. Two

triple points travel away from each collision plane, thus orbiting in opposite directions.

Going back to Fig. 5.9, part (d) shows that the four collisions in the fundamental pe-

riod are similar but not identical: the second and third one appear to be slightly

stronger than the first and fourth, leading to a marginally larger peak in x1/2 in the

second and third parts of the sequence.

5.4.1.1 Floquet stability

The stability of the limit cycles is analyzed by considering the evolution of the

flow perturbation as:

U ′
n+1,m

= E
(
Ubase + U ′

n
, Tf , D

n+1,m
)
− Ubase, (5.6)

where Tf and Ubase are fixed to the values found in §5.4.1, while Dn+1 is found by

imposing equation (5.1b). Secant method iterations (m) with tolerance 1× 10−5 are

performed to iterate the value of Dn+1. The DMD analysis of the snapshots series

vn = Q′ (Un) leads to the approximation of the eigenvalues of linearized map E ′, which

corresponds to the monodromy matrix (a first order recurrence linear mapping, see

Iooss and Andelmeyer[103]). Note that equation (5.6) is shown using the conservative

variables perturbations U ′ because the governing equations are solved in terms of U ,
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but the DMD reduction analysis is performed in terms of Q′ defined in equation (5.7)

as

Q′ ≡

[
~u′,

p′√
γp̄ρ̄

,
s′

R

√
(γ − 1) p̄

ρ̄γ
,
√
Qλ′

]
, (5.7)

This ensures that the coherence physically represents the energy of the modes.

The stability analysis is initialized by perturbing the base-flow with a uniform

random distribution

U ′
0

= εU0(r − 1/2), (5.8)

where ε is a small parameter, U0 is the uniform pre–shock state, and r is a random

number between 0 and 1. The perturbation evolution for ε = 1× 10−1 is presented in

Fig. 5.11 in terms of Dn and the deviation from the base solution Ubase. Figure 5.11(b)

shows that a reduction of four orders of magnitude in the norm of the perturbation

is obtained within 30 Floquet cycles. This consideration leads to conjecturing a limit

on the number of snapshots that can be included in the DMD analysis, because

small perturbations are affected by round-off error in the finite difference WENO

scheme. Past studies on Floquet stability of incompressible flows[100] have shown that

dominant modes (i.e., the least stable ones) converge quickly, within ten iterations.

A similar conclusion holds for the detonation limit cycles as shown below.

The eigenvalues of E ′ are the Floquet multipliers µk, and the limit cycles are

stable for |µk| ≤ 1. Global wave-like perturbations can be expressed

U ′k = Ũk (x, y, z, t) exp (λkt) , (5.9)

where Ũk is Tf periodic and λk is called the Floquet exponent. Such a temporal

eigenvalue is evaluated as λk ≡ log (µk) /Tf . In the present study, the Floquet expo-

nents are scaled by the fundamental wave-frequency ωf ≡ 2π/Tf ≈ 1.82
√
p0/ρ0/L1/2,

leading to

λk/ωf =
log (µk)

2π
. (5.10)
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The limit cycles are stable for Re (λk) < 0. Note that the global eigenfunctions found

by decomposing the linearized Poincaré map into dynamic modes correspond only to

an instantaneous value Ũ (x, y, z, t1), where t = t1 is the initial time of the period

[t1, t1 + Tf ].

The scaled frequencies are presented in Fig. 5.12 for four cases identified by the

initial perturbation to the base flow solution. All cases are obtained with different

seeds in the uniform random number generator. Two cases are initialized with ε =

5 × 10−2 and two with ε = 1 × 10−1 to prove that the values λk are independent of

the magnitude of the perturbation, thus represent eigenvalues of the linearized maps.

Only eigenvalues with negative real parts are obtained, indicating stability of the

limit cycles. Two dominant modes are converged, one with Im (λk/ωf ) ≈ 0.135, the

other with Im (λk/ωf ) ≈ 0.47. The size of the symbols in Fig. 5.12 is proportional to

the mode coherency. Coherency represents receptivity of the modes to random initial

perturbations, thus Fig. 5.12 indicates that the low frequency mode is slightly more

receptive than the high frequency analogue.

Convergence of the real and imaginary parts of the two dominant modes against

the number of snapshots is shown in Fig. 5.13(a,c) (respectively) for the case marked

in Fig. 5.12 with diamond symbols. The other three cases have a very similar history.

Convergence of the real part within about 10% in relative error is obtained within 10

iterations; integration beyond 25 iterations yields a marginal increase in the accuracy

of the results. The convergence of the imaginary part is significantly better than that

of the real part.

The performance of DMD of the linearized recursion map can be improved by

combining the snapshots of the four simulations. For a better explanation of the

modified DMD, the notation is slightly changed from the original paper to denote

the snapshots from the four simulations as vmn , where n is the snapshot number and
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m is the simulation number. A combined snapshot matrix (cf. equation (5.11)) is

obtained by alternating snapshots from the four simulations as

V
4(N+1)

1 ≡
{
v1

1, v
2
1, v

3
1, v

4
1, v

1
2, . . . , v

4
N+1

}
. (5.11)

The singular value decomposition becomes V 4N
1 = USWH , and the similarity trans-

formation leads to the reduced operator as S̃ ≡ UHV
4(N+1)

5 WS−1. Convergence of

the combined procedure is shown in Fig. 5.13(b,d) for the real and imaginary parts

of the eigenvalues, respectively. A comparison of Fig. 5.13(a) & (b) shows that the

combined DMD improves significantly convergence for n ≤ 10, but only marginally

for n ≥ 25. This outcome is explained by the reduction of the perturbation norm for

n > 25 to a magnitude supporting large round-off cancellation error in the numerical

scheme.

The combined DMD procedure is used to identify the global eigenfunctions

corresponding to the two least stable eigenvalues. The eigenfunctions are shown in

Figs. 5.14 and 5.15. Each panel represents an x − z cut for a different y value as

indicated in the caption.

Both eigenmodes are expected to be symmetric (or antisymmetric) with respect

to y = Ly/2 and z = Lz/2. The slight deviation from symmetry is due to numerical

error. The contours show the presence of two regions of high chemical energy fluc-

tuations, one associated with the shock front, the second with the induction region

located at x/L1/2 ≈ 4.

The limit cycles of the detonations under consideration are found to be (ab-

solutely) stable. The least stable Floquet mode is approximately subharmonic λi ≈

ωf/2. This conclusion suggests that the bifurcation of limit cycles in three dimensions

follows a period doubling process similar to that proven to occur in one dimension

[104] and previously in this chapter. One-dimensional analyses consider waves that
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are longitudinally unstable about the ZND profiles. Conversely, three dimensional

analyses are usually applied to transversely unstable detonations. These waves have

a lower activation energy than those analyzed in one-dimension, which justifies the

stability of the limit cycles under investigation.
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(a)

(b) (c) (d)

(e) (f) (g)

(h) (i) (j)

(k)

Figure 5.6. Density gradient plots for a weakly unstable detonation γ = 1.2, E∗0 =
50.00, Q0 = 50.00 and f = 1.58, CFL ≈ 0.95; (a) f = 1.58 (b) t = 30 (c) t = 40 (d)
t = 50 (e) t = 60 (f) t = 70 (g) t = 80 (h) t = 90 (i) t = 100 (j) t = 110 (k) t = 120.

81



(a)

(b) (c)

(d) (e)

(f) (g)

(h) (i)

(j) (k)

Figure 5.7. Density gradient plots for a strongly unstable detonation γ = 1.2, E∗0 =
50.00, Q0 = 50.00 and f = 1.10, CFL ≈ 0.95; (a) f = 1.10 (b) t = 30 (c) t = 40 (d)
t = 50 (e) t = 60 (f) t = 70 (g) t = 80 (h) t = 90 (i) t = 100 (j) t = 110 (k) t = 120.
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(a) (b)

Figure 5.8. Von Neumann pressure histories for longitudinally stable wave: a) 1D
longitudinal and b) 2D transverse waves for γ = 1.2, E∗0 = 20.00, Q0 = 38.60 and
f = 1.001, CFL ≈ 0.95.

(a) (b)

(c) (d)

Figure 5.9. Convergence to the time-periodic base flow. (a) Ratio of detonation
velocity to the ZND analogue; (b) convergence in norm of the U solution between
consecutive iterations; (c) fundamental period Tf ; (d) half reaction distance based on
the space-mean progress of reaction, see equation (5.2), for two periods.
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Figure 5.10. Pressure iso–surfaces drawn for p = 0.8 pmax during a fundamental
period Tf . The iso–surfaces are colored according to the time lag from the beginning
of the period: dark blue denotes the zero lag contour while dark red denotes the
solution after one period Tf . The arrows indicate the four collisions occurring in the
y − z periodic space. The aspect ratio in the x direction is stretched by 3/2. The
flow direction is from the back to the front of the figure.

(a) (b)

Figure 5.11. Evolution of the perturbation over the number of Poincaré cycles n.
(a) Ratio of detonation velocity to the ZND analogue; (b) L2 norm of the difference
between the perturbed flow solution and the base flow.
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Figure 5.12. Scaled wave-frequencies from the DMD decomposition of the operator
E in equation (5.6). The size of the symbols is proportional to the coherency of the
modes. Different symbols refer to different random seeds in equation (5.8). The plot
is symmetric about the y axis because global eigenvalues of real data are complex
conjugate.

85



(a) (b)

(c) (d)

Figure 5.13. Convergence of the two dominant (least stable) eigenvalues against the
number of snapshots n included in the DMD of the Poincaré map. (a) real part of
the case marked with diamond symbols in Fig. 5.12; (b) imaginary part of the same
case; (c) real part of the combined DMD of the four cases in Fig. 5.12; (d) imaginary
part of the same combination.

86



(a) (b)

(c) (d)

Figure 5.14. Contours of the eigenfunction for λ1 = −0.0325 + 0.135i, showing 10
equally spaced contours of the chemical energy term Q′5, see equation (5.7). Flow is
from left to right. (a) x− z cut at y = 0; (b) x− z cut at y = Ly/4; (c) x− z cut at
y = Ly/2; (d) x− z cut at y = 3/4 Ly.
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(a) (b)

(c) (d)

Figure 5.15. Contours of the eigenfunction for λ1 = −0.031+0.47i, showing 10 equally
spaced contours of the chemical energy term Q′5, see equation (5.7). See Fig. 5.14 for
more detail on the panels (a-d).
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CHAPTER 6

DETONATIONS WITH DETAILED CHEMISTRY

In this chapter, the simulations using single–step chemistry in Chap. 5 are ex-

tended to detailed chemical kinetics. For one–dimensional simulations, 2 established

cases are simulated. For two–dimensional simulation, the cellular structure is plot-

ted by tracking the triple points through a complete run. The evolution of pressure,

density and temperature are shown and the differences in the detonation structure

between the single–step and detailed chemical kinetics are discussed.

6.1 One–dimensional Detonations With Detailed Chemical Kinetics

The 1D detonations with detailed chemistry are simulated in this section. The

chemistry mechanism used was given by Westbrook with 9 species and 34 reactions.

Two different hydrogen–oxygen mixtures are considered [105]. The first case is [2 :

1 : 7]H2 −O2 − Ar and the second case is [2 : 1]H2 −O2. Both mixtures have initial

conditions of pressure p0 = 0.0654atm and temperature of 289K. The initial CJ

detonation velocity was calculated using NASA–CEA code [43].

Figures 6.1 and 6.1 show the plots of pressure, density, temperature and velocity

for the two mixtures. It is observed the the detonation shock intensity is higher for the

H2 − −O2 mixture. This is expected as the argon dilution lowers the exothermicity

of the hydrogen–oxygen detonations. Also, compared to the simplified chemistry

solutions, the pressure fall–off behind the shock front is not so steep.

Figure 6.1 shows the temporal history of the von Neumann pressure peaks for

both mixtures. Even with an unreacted gas perturbation as suggested by Oran [105],
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Figure 6.1. 1–D results for (a) Pressure, (b) Density, (c) Temperature and (d) Mass
fraction of species for Hydrogen–Oxygen–Argon mixture.

both the mixtures were longitudinally stable. There are continuing efforts to find the

stability limit for detailed chemical kinetics.

6.2 Two–dimensional Detonations With Detailed Chemical Kinetics

In this section, the 2D detonations displaying cellular structure are discussed.

The test conditions for this case were borrowed from Oran et al.[17], who investigated

the hydrogen–oxygen detonation with argon dilution. For this study, a H2 : O2 : Ar

mixture of concentrations 2 : 1 : 7 is used at temperature of 298K and a pressure of

0.0654atm.
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Figure 6.2. 1–D results for(a) Pressure, (b) Density, (c) Temperature and (d) Mass
fraction of species for Hydrogen–Oxygen mixture.

Oran et al.used the technique of exploding an unreacted gas pocket behind a

stable ZND wave to initiate the perturbation [17]. The same method is applied in

this study. A stable ZND wave of the characteristics in Table is fixed at X = 12.0

similar to the 2D studies in Chap. 5. An unreacted gas pocket was positioned slightly

downstream and center to the stable ZND wave, with dimensions of 1.4cm×1cm. The

reason for selecting the pocket size is to ensure that the unreacted pocket is at least

10Pts/lig in length, since from Table the induction length for H2 : O2 : Ar mixture

is 1.4mm. The base grid is initialized to 800 × 200 with two levels of refinement

resulting in a grid resolution of 114Pts/lig. The simulation was solved till t = 800µs
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(a) E=28.30

(b) E=28.35

Figure 6.3. Von Neumann shock re histories for (a) Hydrogen–Oxygen with Argon
dilution and (b) stoichiometric Hydrogen–Oxygen mixtures.

at CFL ≈ 0.95. Figure 6.2 shows the temporal evolution of the density gradient after

the initial perturbation.

As seen previously in Chap. 5 in the case of weakly unstable detonations, the

transverse oscillations dominate the longitudinal waves. After about 128µs, oscilla-

tions become regular and periodic. Compared to the single–step chemistry solution,

the disturbances are propagated much farther downstream for the weakly unstable

case.
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The simulations compare qualitatively to the simulations of Oran [105]. The

grid–point resolution used in this study is much higher than those of previously pub-

lished results [105, 86]. Deiterding also provided a comprehensive discussion of the

flow features in the vicinity of the triple point structures [86]. The triple–point struc-

tures seem much more stronger than the simulation using simplified chemistry.

Figure 6.2 shows the front structure enlarged to study some of the details. In

the detonation snapshot at t = 326µs, the induction zone behind the front is clearly

visible, and the reaction zone is also immediately observable. The transverse waves are

also sharply defined. The two snapshots give the differing motions of the triple point:

at t = 326µs, the triple–points are moving away from the center and at t = 438µs,

they are moving towards the center. In the detonation snapshot at t = 438µs, the

there is an “empty” region behind the incident shock. This is an unreacted gas pocket

and it occurs when the triple–points are pulling away from the center, the rate of

reaction slows down to an extent to form these pockets of unreacted gas. Oran

gave a detailed explanation regarding the formation of unreacted gas pockets and

suggested that the mechanism behind the formation of cellular structure is due to the

re–initiation of the triple–points when the shock structure comes into contact with

the pocket [17].

6.2.1 Cellular Structure

Since the formation of cellular structures is the result of the triple point re–

initiation and ultimately due to the instabilities in transverse waves, capturing and

plotting the triple points over time should given the cellular structure of the deto-

nation. Figure 6.6 shows the time–history of the triple point tracks showing regular

cellular structure. The cellular structure is regular as expected from a hydrogen–

oxygen detonation with high argon dilution.
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6.3 Summary

In this chapter, detonations with detailed chemistry were simulated. For one–

dimensional simulations, two cases [2 : 1 : 7]H2 : O2 : Ar and [2 : 1]H2 : O2 were

simulated. The von Neumann pressures were compared to experimental studies to

validate the model. For two–dimensional solutions, a single case of [2 : 1 : 7]H2 : O2 :

Ar was simulated. Some unique features were identified and the cellular structure

was plotted using the triple–point tracks. The transverse instabilities were shown

to affect the strength of the triple point. All the simulations had T = 298K and

p0 = 0.0654atm.

The study to determine whether longitudinal oscillations exist was attempted,

but without the knowledge of the stability limit, the study as not successful. Unlike

simplified chemistry model, where the target parameters where reduced to activation

energy or the overdrive parameter, such a simplification cannot be performed with

detailed chemical kinetics. Some of the species might require to be frozen in equilib-

rium for this study to be successful. Nevertheless, efforts are underway to discover the

longitudinal stability limit and extend the theory of bifurcations to detailed chemical

kinetics.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 6.4. Schlieren visualization of the temporal evolution of density gradient ρ̄
illustrating the transversal oscillations; (a) t = 32µs (b) t = 128µs (c) t = 192µs (d)
t = 272µs (e) t = 352µs (f) t = 448µs (g) t = 512µs (h) t = 624µs (i) t = 688µs] (j)
t = 800µs.
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(a) (b)

Figure 6.5. Enlarged view of the front showing induction zone, the transverse wave,
triple–points and Mach–stem at time (a) t = 326µs (b) t = 438µs.

Figure 6.6. Temporal plot of the triple point tracks of a hydrogen–oxygen detonation
simulation showing cellular structure.
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CHAPTER 7

CONCLUSIONS

In the course of the research on detonations, the author discovered that the use

of uniform meshes for solving reactive flow problems was prohibitively expensive if

it was attempted to capture the entire spatio–temporal regime. Therefore, a robust

mesh refinement strategy based on Berger–Colella block structured mesh refinement

has been developed and integrated with a suitable numerical methods package to

solve reactive flows with detailed chemical kinetics. The DAGH framework on which

the current strategy is based, has been updated with a novel partitioning scheme

based on the modified Peano–Hilbert space–filling curve. This upgraded technique

ensures the capability for the framework to have high degree of scalability in modern

supercomputers.

The reactive Euler equations are solved using the Roe–HLL(E) scheme, and

the numerical scheme can switch from Roe to the more robust HLL scheme upon

detecting rapid expansion to avoid non–physical negative densities. To attain higher

order accuracies, a MUSCL extrapolation on the primitive variables is employed. The

source terms are decoupled from the hydrodynamic terms by using a fractional step

method. A linearly implicit Runge–Kutta method has been used to integrate the the

source terms and to avoid numerical stiffness, a backward differentiation approach is

used. The use of these techniques along with adaptive mesh refinement allows for

highly accurate and computationally fast simulations of detonation phenomena.

In this research, detonations are simulated in two ways: using irreversible single–

step Arrhenius chemical kinetics and detailed chemical kinetics. For simulations using
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the single step chemistry, the longitudinal period–doubling phenomena is shown by

varying both the activation energy and the overdrive parameter and a mechanism

leading to the collapse of the period–doubling modes has been uncovered. Also, in

the two–dimensional simulations, for a longitudinally stable case, the unstable trans-

verse oscillation has been discovered. A linear stability Floquet analysis is conducted

on three–dimensions and confirms the presence of transverse instabilities for a longitu-

dinally stable case. One-dimensional analyses consider waves that are longitudinally

unstable about the ZND profiles, whereas three dimensional analyses are usually ap-

plied to transversely unstable detonations.

Detonations using detailed chemical kinetics have also been simulated in this

work. The chemical reaction rate terms are provided by CHEMKIN-III using a West-

brook reduced hydrogen–oxygen mechanism using 9 chemical species. Simulations

have been carried out for hydrogen–oxygen detonations with and without argon di-

lution in one–dimensions and with argon in two dimensions. The solutions are lon-

gitudinally stable and transversely unstable. Closer inspection of the front reveals

the re–initiation of the triple–point mechanism which leads to the formation of the

cellular structure of detonation. The cellular structure has been plotted by tracking

the triple points in the detonation front.

The simulations are comparable in accuracy to published literature. Capabil-

ity to simulate two–dimensions have been explored in both single–step and detailed

kinetics.
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CHAPTER 8

POSSIBLE FUTURE WORK

The work that has been accomplished in this dissertation can be carried for-

ward towards several directions, hence the need for a separate chapter. The AMR

framework has been developed only for Cartesian meshes and simple geometries. So

far, there are no mesh refinement toolkits available to solve reactive flow in complex

geometries. The challenges associated with the design of AMR for complex geome-

tries are very steep indeed but efforts are underway. The latest release of Chombo,

an AMR framework, provides the ability to solve embedded boundary problems, a

step closer to developing meshes for complicated geometries [90].

If there could be some drawbacks with the design of the AMR framework in this

research, it would be the following: the partition strategy used here was very novel at

the time of its inception, but currently it has become obsolete. Modern processors are

developed with a large amount of cache memory and programs have evolved to use

them to the fullest extent. Metis and ParMetis are toolkits which work at runtime to

effectively load–balance between processors. There could be an effort to upgrade to

one of the more recent load–balancers to take advantage of the latest processors and

computer clusters.

Since this work was performed using inviscid Euler equations due to difficulties

associated with designing AMR for viscous compressible flows, the next logical step

would be to extend the framework to solve Navier–Stokes equations. There are some

difficulties resolving and capturing a viscous shock while simultaneously decreasing or

increasing refinements, but one possibility is investigating the use of dual schemes ie.
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the shock can be captured using an inviscid scheme and the reaction could be solved

with a viscous technique. Regarding the numerical techniques, the Godunov schemes

used in this work could use an upgrade: the low–dissipative, high–order and well–

balanced filter schemes could be used. Godunov schemes are very robust till a sharp

discontinuity is encountered; then some novel techniques will have to be employed to

counter the oscillatory nature of Riemann solvers. This adds to the computational

expense. The detailed chemical kinetics part in this research is capable of handling

detailed hydrocarbon mechanisms but the source term integration can be sped up by

using the newer TR-BDF which is a two–stage Runge–Kutta that combines one step

of the trapezoidal method or an implicit Crank–Nicholson update. These methods

have proven, especially when diffusion terms are included, to be faster and more

reliable than the approach employed in this research work. The use of bisection

method in source term integration, by experience from this research, is fraught with

problems and should be avoided. A Newton–Raphson iteration is more robust, even

though it might be slower.

On the simulation side, detonations with single–step kinetics may not be of focus

recently, but their importance has not diminished. Extending the current research

to attempting to find transverse period–doubling criteria could be the short–term

goal. But before that, the numerical framework needs to be extended to three–

dimensions. Transverse waves are not just a Y direction phenomena, but also a Z

direction phenomena. For single–step chemistry, the extension to three–dimensions

is almost complete and will be completed by this author for the purpose of finding

the bifurcation parameters of transverse waves. But with the existing volume of data,

one of the major needs would be the development of a power spectral density method

to accurately capture the von–Neumann peaks during the period–doubling phases.
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For solving detonations with detailed chemistry, the next step would be to move

to mechanisms involving complex hydrocarbons such as the Konnov mechanism. Also,

an attempt should be made to identify the stability limits for detonations with detailed

chemical kinetics.
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APPENDIX A

1D LONGITUDINAL INSTABILITIES: EFFECT OF
ACTIVATION ENERGY VARIATION
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(a) E=28.30 (b) E=28.35 (c) E=28.40

(d) E=28.45 (e) E=28.50 (f) E=28.60

(g) E=28.70 (h) E=28.80 (i) E=28.90

(j) E=29.00 (k) E=29.10 (l) E=29.20

(m) E=29.30 (n) E=29.40 (o) E=29.50

(p) E=29.60 (q) E=29.70 (r) E=29.80

(s) E=29.90 (t) E=30.00

Figure A.1. Von Neumann shock pressure histories for overdrive parameters E∗0 =
28.30− 30.00, CFL ≈ 0.95.
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