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One of the most widely studied class of semifields are the generalized twisted fields defined by Albert in the 50s and 60s. The collineation groups of generalized twisted field planes have been completely described. In a series of papers Cordero and Figueroa studied semifields with an autotopism that acts transitively on one side of the autotopism triangle, equivalently the plane admits an autotopism which induces a permutation on a side of the autotopism triangle of order a p-primitive divisor of $p^{r}-1$. They showed that with some minor exceptions the plane is a generalized twisted field plane. These planes $\pi$ are coordinatized by pre-semifields ( $K,+, \circ$ ) where $x \circ y=\sum_{i=0}^{n-1} a_{i} x^{(i)} y^{\left(e_{i}\right)}$ for $x, y \in K=G F\left(p^{n}\right)$. Hence either $\pi$ is a generalized twisted field plane or there exist at least two non-zero indices $u, v$ such that $a_{u} \neq 0 \neq a_{v}$. In this case the pre-semifield has the product $x \circ y=x y+a_{u} x^{(u)} y^{\left(e_{u}\right)}+a_{v} x^{(v)} y^{\left(e_{v}\right)}$. In this work we study in depth the case in which there are precisely two nonzero indices. In this case the multiplication behaves much like a generalization of Albert's generalized twisted fields. For many of the cases, these semifields are generalized twisted fields. We provide a variety of examples in which these semifields are not generalized twisted
fields. For these we study the collineations of the semifield planes they coordinatize to help shed some light into the classification of the semifield planes of this type.
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## CHAPTER 1

## INTRODUCTION

Semifields are algebraic structures that were first discovered by Dickson [17] in 1905. A literature review shows that the next known semifields were not discovered until 1951. Among these semifields were Albert's twisted fields, which are semifields over $G F\left(p^{n}\right)$ with the product $x * y=x y^{p^{m}}-c x^{p^{m}} y$ where $1 \leq m<n$ and $c \neq a^{p^{m}-1}$ for $a \in G F\left(p^{n}\right)[1]$. Albert computed the collineation groups of the corresponding semifield planes in 1958 [2]. He then generalized these results in 1960 to semifields over $G F\left(p^{n}\right)$ with product $x * y=x y-c x^{\alpha} y^{\beta}$ where $c \neq x^{\alpha-1} y^{\beta-1}, \alpha$ and $\beta \in \operatorname{Aut}\left(G F\left(p^{n}\right)\right.$, and $x$ and $y \in G F\left(p^{n}\right)[5]$. Semifields of this type and the projective planes they coordinatize have been studied extensively in the work of Albert [4] and the full collineation group of these semifields was determined by Biliotti, Johnson, and Jha [7] in 1999.

Cordero and Figueroa, in a series of papers, [12]-[15] and [18], studied semifields of order $p^{n}, p$ prime, with an autotopism that acts transitively on one side of the autotopism triangle. The plane also admits an autotopism which induces a permutation $\alpha$ on a side of the autotopism triangle of order a $p$-primitive divisor of $p^{n}-1$, that is, $|\alpha| \mid p^{n}-1$ but $|\alpha| \nmid p^{i}-1$ for $0 \leq i \leq n-1$. They showed that in most cases these planes are generalized twisted field planes.

More specifically, let $V$ denote the $n$-dimensional vector space over $G F\left(p^{n}\right)$ consisting of all the vectors of the form $(x)=\left(x^{(0)}, x^{(1)}, \cdots, x^{(n-1)}\right)$ where $x \in G F\left(p^{n}\right)$ and $x^{(i)}=x^{p^{i}}$ for $i=0,1, \cdots, n-1$ and $p$ is a prime number. The group of all automorphisms of $V$ over $G F(p), A u t(V)$, consists of the non-singular matrices of the form as shown in [26]

$$
M=\left(\begin{array}{cccc}
a_{0} & a_{n-1}^{(1)} & \ldots & a_{1}^{(n-1)} \\
a_{1} & a_{0}^{(1)} & \ldots & a_{2}^{(n-1)} \\
\vdots & \vdots & \vdots & \vdots \\
a_{n-1} & a_{n-2}^{(1)} & \ldots & a_{0}^{(n-1)}
\end{array}\right)
$$

where $a_{0}, a_{1}, \cdots, a_{n-1} \in K$; we denote this matrix by $M=\left[a_{0}, a_{1}, \ldots, a_{n-1}\right]^{t}$.
For $0 \leq k \leq n-1$ and $k \in K$, let

$$
T_{k}(c)=[0, \cdots, c, \cdots, 0]^{t}
$$

where $c$ is in the $k$-th position and the rest of the entries are zero. We will denote any matrix of the form $\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right)$ by $\operatorname{diag}(A, B)$.

Let $\pi$ be a non-Desarguesian semifield plane of order $p^{n} \neq 2^{6}$ that admits an autotopism $g_{0}$ of order $h$ where $h$ is a prime $p$-primitive divisor of $p^{n}-1$. We consider $V \oplus V$ as the vector space associated to the affine plane $\pi$ and $V(\infty)=\{((0),(x)) \mid x \in$ $K\}$ is a component of a spread of $\pi$ in $V \oplus V$.

In [15] Cordero and Figueroa proved the following:
Theorem 1.1 (Result 1, [15]). Let $\pi$ be a non-Desarguesian semifield plane of order $p^{n}$. If $\pi$ admits a collineation $g_{0}$ of order $h$, a p-primitive prime divisor of $p^{n}-1$, then

1. There exists a spread set $\{V(0), V(\infty)\} \cup\{V(M(y)) \mid y \in K-\{0\}\}$ for $\pi$ in $V \oplus V$ such that $V(\infty)$ is the shear axis and for $y \in K, y \neq 0$,

$$
M(y)=\left[a_{0} y^{\left(e_{0}\right)}, a_{1} y^{\left(e_{1}\right)}, \ldots, a_{n-1} y^{\left(e_{n-1}\right)}\right]^{t} \in A u t(V)
$$

2. $g_{0}=\operatorname{diag}\left(T_{0}(\gamma), T_{0}(\delta)\right)$, where $\gamma$ and $\delta$ are two different elements in $K$, both of order $h$.
3. $\left(\frac{\delta}{\gamma}\right)^{\left(e_{i}\right)}=\frac{\delta}{\gamma^{(i)}}$, for each $i$ such that $a_{i} \neq 0$.

Notice that on Result 3.1 above the plane $\pi$ is coordinatized by the pre-semifield $(K,+, \circ)$ where

$$
x \circ y=\sum_{i=0}^{n-1} a_{i} x^{(i)} y^{\left(e_{i}\right)}
$$

for $x, y \in K$. Hence either $\pi$ is a generalized twisted field plane or there exist at least two non-zero indices $u$ and $v$ such that $a_{u} \neq 0 \neq a_{v}$. In this work we study the case in which there are precisely two nonzero coefficients, so the multiplication on the pre-semifield behaves like a generalization of the multiplication of a pre-semifield that defines the generalized twisted fields. Hence the product is of the form

$$
\begin{equation*}
x \circ y=x y+A x^{(u)} y^{\left(e_{u}\right)}+B x^{(v)} y^{\left(e_{v}\right)} \tag{1.1}
\end{equation*}
$$

In [15] an example of such a product for $G F\left(3^{6}\right)$ was given:
Theorem 1.2 (Result 2, [15]). Let $\pi$ be a non-Desarguesian plane which is not a generalized twisted field plane of order $3^{6}$. Suppose $\pi$ admits an autotopism $g_{0}$ of order 7, a 3-primitive prime divisor of $3^{6}-1$. Then $\pi$ can be coordinatized by the pre-semifield $\operatorname{GF}\left(3^{6},+, \circ\right)$, where

$$
x \circ y=x y+\gamma x^{(1)} y^{(3)}+\gamma^{13} x^{(3)} y^{(1)}
$$

and $\gamma$ is a primitive element in $G F\left(3^{6}\right)$ that satisfies $\gamma^{2}+\gamma+2=0$. Moreover, $\pi$ has an autotopism of order 3 that normalizes $g_{0}$.

They also showed that all semifields defined on $G F\left(3^{4}\right)$ with this product are generalized twisted fields. In [13] they proved the following result.

Theorem 1.3 (Theorem 4.1, [13]). Let $\pi$ be a non-Desarguesian semifield plane of order $p^{n}$, where $p$ is an odd prime number and $n \geq 3$. Let $\triangle$ be an autotopism triangle of $\pi$ and let $\bar{G}$ be the group induced by the automorphism group $G$ of $\pi$ on a side $\ell$ of $\triangle$. If $\bar{G}$ has an element of order $\frac{p^{n}-1}{\mu}$ where $\mu$ is an integer dividing $n$, then $\pi$ is a generalized twisted field plane.

In Chapter 2 we introduce the terminology and theorems needed for understanding of the topic, including the terms given in the above description. Much of this information is introduced in [19], but can also be found in [16],[20], and [21].

In Chapter 3 we discuss the motivation for our research, as well as give the results and examples. Our goal is to provide information that will help in the classification problems of semifields with an autotopism as described above. These semifields are defined in $G F\left(p^{n}\right)$ by the following product;

$$
x \circ y=x y+A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}
$$

where $S(K, \alpha, \beta, A, B)$ denotes a semifield with the above product. For this semifield, $K=G F\left(p^{n}\right), \alpha: x \mapsto x^{p^{a}}$ and $\beta: x \mapsto x^{p^{b}}$ are in $\operatorname{Aut}(K)$, and $A, B \in K$. The associated plane will be denoted $\pi(K, \alpha, \beta, A, B)$. First we discuss the autotopism homologies of $\pi(K, \alpha, \beta, A, B)$. We then discuss the order of the nuclei. With the aid of the computer we were able to find parameters that define semifields with the product as above. For the semifields over $G F\left(3^{5}\right)$ we compute the elements in the nuclei. For the ones defined over $G F\left(3^{6}\right)$ following the method of Cordero and Figueroa, we computed the normalizer of the group generated by the autotopism $g_{0}$ of order $h$, a $p$-primitive divisor of $3^{6}-1$. We show that for certain coefficients these semifields are not isomorphic to generalized twisted fields. The main motivation is to be able to classify the semifields that correspond to the new product.

## CHAPTER 2

## PRELIMINARIES

### 2.1 Semifields

Definition 1. A semifield is a set $S$ together with two binary operations + and. such that

- $S$ under addition is an abelian group.
- For $a, b \in S$ if $a \cdot b=0$, then $a=0$ or $b=0$
- The distributive laws hold; that is:

$$
\begin{aligned}
& a \cdot(b+c)=a \cdot b+a \cdot c . \\
& (a+b) \cdot c=a \cdot c+b \cdot c
\end{aligned}
$$

- There exist $1 \in S$ such that $1 \cdot a=a \cdot 1=a$.

A semifield is proper if it is not a field; that is, if the multiplication is not associative. Actually, under multiplication $(S, \cdot)$ forms an algebraic system called a loop.

Definition 2. A loop is a set $L$ with a binary operation $\star$ satisfying:

- There exists an element $e \in L$ such that $a \star e=e \star a=a$ for all $a \in L$.
- Given two of the elements $a, b, c \in L$, the equation $a \star b=c$ uniquely determines the third.

The element $e$ is called the identity of $L$.
The set $\{e, a, b, c, d\}$ with operation $\star$ as shown in Table 2.1 is a loop with identity element $e$. Notice that $c \star(b \star a)=a$ while $(c \star b) \star a=c$, so the operation is not associative.

Definition 3. The order of a semifield $\mathcal{S}=(S,+, \cdot)$ is the cardinality of the set $S$.

Table 2.1. Example of a Loop

| $\star$ | e | a | b | c | d |
| :---: | :---: | :---: | :---: | :---: | :---: |
| e | e | a | b | c | d |
| a | a | e | c | d | b |
| b | b | d | e | a | c |
| c | c | b | d | e | a |
| d | d | c | a | b | e |

In this work we will be concerned exclusively with finite semifields, i.e. semifields with a finite number of elements.

Theorem 2.1 (Theorem 6.1, [22]). Every proper finite semifield has order $p^{n}$, where $p$ is prime, $n \geq 3$, and $p^{n} \geq 16$.

If a semifield has prime order $p$ then the semifield is actually isomorphic to the field $G F(p)$. Similarly a semifield of order $p^{2}, p$ prime, is isomorphic to $G F\left(p^{2}\right)$.

Other algebraic structures closely related to semifields are the pre-semifields.
Definition 4. A system $\mathcal{S}=(S,+, \cdot)$ is a pre-semifield if it satisfies all the axioms of a semifield except possibly having a multiplicative identity.

By redefining the multiplication on a pre-semifield $(S,+, \cdot)$ we obtain a semifield $(S,+, *)$ as follows: choose an element $e \in S$. For $x, y \in S$ there exist $x^{\prime}, y^{\prime} \in S$ such that $x=x^{\prime} \cdot e$ and $y=e \cdot y^{\prime}$. Define $x * y=\left(x^{\prime} \cdot e\right) *\left(e \cdot y^{\prime}\right)=x^{\prime} \cdot y^{\prime}$. With this multiplication $(S,+, *)$ is a semifield with multiplicative identity $e \cdot e$. Notice $x * e=\left(x^{\prime} \cdot e\right) *(e \cdot e)=x^{\prime} \cdot e=x$ and $e * y=(e \cdot e) *\left(e \cdot y^{\prime}\right)=e \cdot y^{\prime}=y$.

Since proper semifields are not associative and not necessarily commutative structures, we study the degree of associativity and commutativity they possess. These properties help distinguish between different semifields that have the same order. The nuclei of a semifield define degrees of associativity and the center defines
the degree of commutativity. Each of the nuclei and the center are indeed fields and the semifield is a vector space over each of these.

Definition 5. Let $(S,+, *)$ be a semifield. The left, middle, and right nuclei are defined as follows, respectively:

- Left nucleus: $\mathcal{N}_{l}=\{x \in S:(x * a) * b=x *(a * b), a, b \in S\}$.
- Middle nucleus: $\mathcal{N}_{m}=\{x \in S:(a * x) * b=a *(x * b), a, b \in S\}$.
- Right nucleus: $\mathcal{N}_{r}=\{x \in S:(a * b) * x=a *(b * x), a, b \in S\}$.
- The intersection of the three nuclei is called the nucleus and is denoted $\mathcal{N}$.

Definition 6. Let $(S,+, *)$ be a semifield. The center of $\mathcal{S}$ is the set $Z=\{x \in \mathcal{N}$ : $x * y=y * x$ for all $y \in S\}$.

In the finite case, by Wedderburn's Theorem (Result 1.3, [19]), associativity implies commutativity; hence the nucleus and the center coincide.

### 2.2 Planes

Finite geometries consist of a finite set of points and lines satisfying certain axioms. We define two finite geometries and in the next section we will use semifields to coordinatize these.

Definition 7. A finite affine plane consists of a finite set of points together with a collection of its subsets, called lines, such that:

- Two distinct points are on only one line.
- For line $\ell$ and a point $p \notin \ell$ there is a unique line $m$ containing $p$ such that $m \cap \ell=\emptyset$.
- There are three points not all of which are collinear.

Definition 8. A finite projective plane is a set of elements, called points, together with a collection of certain subsets called lines such that:

- Any two distinct points lie on only one line.
- Any two lines intersect at only one point.
- There exist four points no three of which are collinear.

Notice that in a finite projective plane parallel lines do not exist.

Regarding the number of points in a line and the number of lines through a point of a projective or affine plane we have the following result:

Theorem 2.2 (Theorem 3.5, [19]). For a projective plane $\mathcal{P}$ there exists an integer $n$ such that:

- Every line has exactly $n+1$ points.
- Every point is in $n+1$ lines.
- There are $n^{2}+n+1$ points and $n^{2}+n+1$ lines.

Definition 9. If $\mathcal{P}$ is a finite projective plane then the integer $n$ is called the order of $\mathcal{P}$.

Just as we can discuss relationships between algebraic structures, we have similar definitions for projective planes.

Definition 10. Two projective planes $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ are isomorphic if there exists a bijection $\sigma$ of the points of $\mathcal{P}_{1}$ onto the points of $\mathcal{P}_{2}$ mapping lines of $\mathcal{P}_{1}$ onto lines of $\mathcal{P}_{2}$ and satisfying $p \in \ell$ if and only if $\sigma(p) \in \sigma(\ell)$ for all points $p$ of $\mathcal{P}_{1}$ and all lines $\ell$ of $\mathcal{P}_{1}$. An isomorphism of a plane onto itself is called a collineation.

The set of collineations of a projective plane $\mathcal{P}$ form a group under composition denoted $\operatorname{Aut}(\mathcal{P})$. Collineations of finite projective planes have the following property: Theorem 2.3 (Theorem 4.9, [19]). If $\mathcal{P}$ is a projective plane and $\alpha \neq 1$ is a collineation of $\mathcal{P}$ fixing a line $\ell$ pointwise then there is a point $V$ in $\mathcal{P}$ that is fixed linewise by $\alpha$. Furthermore $\alpha$ fixes no other line or point.

In the above result the mapping $\alpha$ is said to fix a line $\ell$ pointwise if for every point $A$ in the line, $\alpha(A)=A$. Similarly $\alpha$ is said to fix a point $B$ linewise if for every line $\ell$ through $B, \alpha(\ell)=\ell$. Notice the image of a point $A$ under a mapping $\alpha$ is usually denoted $A^{\alpha}$.

Definition 11. If a collineation $\alpha$ fixes a line $\ell$ pointwise and a point $V$ linewise, then $\alpha$ is called $a(V, \ell)$-perspectivity. The line $\ell$ is called the axis of $\alpha$ and the point $V$ is called the center of $\alpha$.

Definition 12. Let $\alpha$ be a $(V, \ell)$-perspectivity. Then

- If $V \in \ell, \alpha$ is called an elation. See Figure 2.1.


Figure 2.1. Elation.

- If $V \notin \ell, \alpha$ is called a homology. See Figure 2.2.

Let $\mathcal{P}(\mathcal{S})$ be a semifield plane coordinatized by the semifield $\mathcal{S}=(S,+, *)$ and let $\Pi=\operatorname{Aut}(\mathcal{P}(\mathcal{S}))$ be the collineation group of $\mathcal{P}(\mathcal{S})$. Under composition the following subsets form subgroups of $\Pi=\operatorname{Aut}(\mathcal{P}(\mathcal{S}))$.

Lemma 2.1 (Lemma 4.7, [21]). Let $\mathcal{P}$ be a projective plane and let $P$ be a point of $\mathcal{P}$ and $\ell$ be a line of $\mathcal{P}$. The following statements hold:


Figure 2.2. Homology.
(i) The set of all perspectivities of $\mathcal{P}$ with axis $\ell$ forms a group under composition.
(ii) The set of all perspectivities of $\mathcal{P}$ with center $P$ forms a group under composition.
(iii) The set of all perspectivities of $\mathcal{P}$ with center $P$ and axis $\ell$ forms a group under composition.
(iv) The set of all elations of $\mathcal{P}$ with axis $\ell$ forms a group under composition.
(v) The set of all elations of $\mathcal{P}$ with center $P$ forms a group under composition.

### 2.3 Relationship between Semifields and Projective Planes

Finite fields are not the only algebraic structures that can be used to coordinatize a projective plane. In fact we can use any set $R$ :

For a finite projective plane $\mathcal{P}$ of order $n$ let $U, V, \mathcal{O}, I$ be four points of $\mathcal{P}$, no three of which are collinear. Take a set $R$ of $n$ elements such that: $0,1 \in R$ and choose a point $\infty \notin R$. Fix a 1-1 correspondence $\alpha$ between $R$ and the points in $\mathcal{O} I-(U V \cap \mathcal{O} I)$ where $\alpha(0)=\mathcal{O}$ and $\alpha(1)=I$.

To a point $P \in \mathcal{O} I-(U V \cap \mathcal{O} I)$ assign the coordinates $(b, b)$ where $b \in R$ corresponds to $P$ under the correspondence $\alpha$.

If $P \notin \mathcal{O} I$, and $P \notin U V$, consider the lines $P U$ and $P V$. To $P$ assign the coordinates $(a, b)$ where $P V \cap \mathcal{O} I=(a, a)$ and $P U \cap \mathcal{O} I=(b, b)$. For $P \in U V$ and $P \neq V$, assign to $P$ the coordinate $(\mathrm{m})$, where $\mathcal{O} P \cap I V=(1, m)$.

To point $V$ assign the coordinate $(\infty)$ where $\infty \notin R$. The whole plane is coordinatized as shown in figure 2.3:


Figure 2.3. Coordinization of the Projective Plane.

The line through $(m)$ and $(0, k)$ has coordinates $[m, k]$, where we say that $m=$ is the slope of the line and $k$ is the $y$-intercept. The line through $(\infty)$ and $(k, 0)$ has coordinates $[\infty, k]$; we say it has slope $\infty=$ and $x-$ intercept $k$. The line through the points $U$ and $V$ is called the line at infinity and is denoted by $\ell_{\infty}$ or $[\infty]$.

We can coordinatize a projective plane with elements from a semifield as we have shown above. We want to know what information we can obtain concerning the collineations of projective planes coordinatized by semifields.

The following result from [19] gives the relationship between the homologies of the plane and the nuclei of the semifield that coordinatizes the plane.

Theorem 2.4 (Theorem 8.2, [19]). Let $\mathcal{P}(\mathcal{S})$ be a projective plane coordinatized by the semifield $\mathcal{S}$.
(i) The group $\Pi_{(V, \mathcal{O U})}$ of $(V, \mathcal{O} U)$ - homologies of $\mathcal{P}(\mathcal{S})$ is isomorphic to $\mathcal{N}_{l}{ }^{\times}$.
(ii) The group $\Pi_{(U, \mathcal{O V})}$ of $(U, \mathcal{O} V)$ - homologies of $\mathcal{P}(\mathcal{S})$ is isomorphic to $\mathcal{N}_{m}{ }^{\times}$.
(iii) The group $\Pi_{(\mathcal{O}, U V)}$ of $(\mathcal{O}, U V)$ - homologies of $\mathcal{P}(\mathcal{S})$ is isomorphic to $\mathcal{N}_{r}{ }^{\times}$.

If we can find the structure of the different groups of homologies, we can then find the order of each of the nuclei. Conversely, if we know the order of the nuclei, then we can find the order of the group of homologies.

For the elations of a semifield plane, we have the following definitions and results:

Definition 13. If $\mathcal{P}(\mathcal{S})$ is a semifield plane coordinatized by the semifield $\mathcal{S}=$ $(S,+, *)$ and $\Pi=\operatorname{Aut}(\mathcal{P}(\mathcal{S}))$ is the collineation group of $\mathcal{P}(\mathcal{S})$, then any elation with center $(\infty)$ and affine axis is called a shear. The group of shears with axis $\mathcal{O} V$ is denoted $\Pi_{((\infty), \mathcal{O})}$.

Definition 14. If $\mathcal{P}(\mathcal{S})$ is a proper semifield plane, then any elation with center any point on $\ell_{\infty}$ and axis $\ell_{\infty}$ is called a translation. The group of translations is denoted $\Pi_{([\infty],[\infty])}$.

Lemma 2.2 (Lemma 7.10, [19]). Let $\mathcal{P}(\mathcal{S})$ be a semifield plane coordinatized by the semifield $\mathcal{S}=(S,+, *)$ and let $\Pi=\operatorname{Aut}(\mathcal{P}(\mathcal{S}))$ be the collineation group of $\mathcal{P}(\mathcal{S})$. Then $\Pi_{([\infty],[\infty])} \cong(\mathcal{S},+) \oplus(\mathcal{S},+)$.

In Chapter VI of [19] the authors define the dual plane of a projective plane. For any projective plane $\mathcal{P}$ the dual of the plane, $\mathcal{P}^{*}$, is defined by taking the points of the new plane to be the lines of the given plane and the lines of the new plane to be
the points of the given plane. Notice that a projective plane $\mathcal{P}$ can be coordinatized by a semifield if and only if $\mathcal{P}$ is a translation plane with respect to [ $\infty$ ] and the dual of a translation plane with respect to $(\infty)$. Planes coordinatized by fields, which are called Desarguesian planes, fall in this category. Since a proper semifield plane is not Desarguesian, we have the following lemma:

Lemma 2.3 (Lemma 8.3, [19]). If $\mathcal{P}(\mathcal{S})$ is a proper semifield plane, then $\operatorname{Aut}(\mathcal{P}(\mathcal{S}))$ fixes $(\infty)$ and $\ell_{\infty}$.

To proof the above lemma, if one assumes that either the point or the line at $\infty$ are not fixed by a collineation of the plane, then the plane is forced to be Desarguesian, which is then not a proper semifield plane. Since the point $(\infty)$ and the line $\ell_{\infty}$ are fixed, then the only types of elations in a semifield are the shears and elations as defined above.

If $\mathcal{P}(\mathcal{S})$ is a semifield plane coordinatized by the semifield $\mathcal{S}=(S,+, *)$ then $\Pi=\operatorname{Aut}(\mathcal{P}(\mathcal{S}))$, the full collineation group of $\mathcal{P}(\mathcal{S})$, has the following decomposition:

Lemma 2.4 (Lemma 8.4, [19]). Let $\mathcal{P}(\mathcal{S})$ be a proper semifield plane and let $\Pi=$ $\operatorname{Aut}(\mathcal{P}(\mathcal{S}))$ be its collineation group. If $\Sigma=\Pi_{([\infty],[\infty])} \cdot \Pi_{((\infty), \mathcal{O V})}$, then
(i) $\Sigma$ is a group.
(ii) $\Pi_{([\infty],[\infty])} \triangleleft \Sigma$
(iii) $\Pi_{([\infty],[\infty])} \cap \Pi_{((\infty), \mathcal{O V})}=1$.

Because $\Sigma$ contains all the elations, it is generated by these elation and we have the following lemma:

Lemma 2.5 (Lemma 8.5, [19]). If $\mathcal{S}$ is a proper semifield, then $\Sigma \triangleleft \Pi$ where $\Pi=$ $\operatorname{Aut}(\mathcal{P}(\mathcal{S}))$.

Definition 15. For a semifield plane $\mathcal{P}(\mathcal{S})$, the group of collineations fixing the points $A, B$, and $C$ on a triangle where $A=(\infty), B$ is a point on $\ell_{\infty}$, and $C$ is any point
not on $\ell_{\infty}$ is called the autotopism group of $\mathcal{P}(\mathcal{S})$, denoted $\Lambda$. The fixed triangle is called the autotopism triangle.

Notice that the set of collineations fixing a triangle form a group under composition as it is the stabilizer of the points that form the triangle.

Theorem 2.5 (Theorem 8.6, [19]). Let $\mathcal{P}(\mathcal{S})$ be a proper semifield plane and let $\Pi=\operatorname{Aut}(\mathcal{P}(\mathcal{S}))$. If $\Sigma=\Pi_{([\infty],[\infty])} \cdot \Pi_{((\infty), \mathcal{O V})}$, and $\Lambda$ is the autotopism group of $\mathcal{P}(\mathcal{S})$, then
(i) $\Pi=\Sigma \Lambda$
(ii) $\Sigma \cap \Lambda=1$.

From this theorem it follows that $\Sigma$ and $\Lambda$ have no elements in common except for the identity. Since they are distinct and $\Sigma$ contains all the elations, then $\Lambda$ does not contain any elations. To be able to find the autotopism group of a semifield plane, we need to first discuss what autotopisms look like for a semifield and what information autotopisms provide about the plane.

Since $(\infty)$ and $[\infty]$ are fixed by any collineation of a semifield plane, then this essentially determines the autotopism triangle. We already have $(\infty)$, another point on $[\infty]$, and since we want three points that are not collinear, the third point will not be in the line $[\infty]$. It is standard convention to use the points $\mathcal{O}=(0,0), U=(0)$, and $V=(\infty)$, and the lines that correspond to them, $\mathcal{O} U, U V$, and [ $\infty$ ]. Now let $\alpha \in \Lambda$. The points and lines just given are fixed by $\alpha$, so $\alpha$ acts as a permutation on the lines. Then $\alpha$ defines three permutations $F, G$, and $H$ as follows: For $(m) \in[\infty]$, $(m)^{\alpha}=H(m)$; for $(a, 0) \in[0,0](a, 0)^{\alpha}=(F(a), 0)$; and for $(0, b) \in[0]$, we have $(0, b)^{\alpha}=(0, G(b))$, where $F(0)=G(0)=H(0)=0$. For any point $(x, y)$ in the plane, $(x, y)^{\alpha}=(F(x), G(y))$ and for any line $[m, k]$ of the plane, $[m, k]^{\alpha}=[H(m), G(k)]$. It follows that $F, G$, and $H$ are additive functions in $\mathcal{S}$. (See [19], page 175.) If the point $[x, y]$ is on the line $[m, k]$ then the point $(F(x), G(y))$ is on the line $[H(m), G(k)]$.

Therefore we have $x * m+y=k$ and $F(x) * H(m)+G(y)=G(x * m+y)$. Letting $y=0$ we get $H(m) * F(x)=G(x m)$. Conversely if we have a triple of nonsingular additive maps with $H(m) * F(x)=G(x m)$ we can define an autotopism by $(m)^{\alpha}=H(m)$ and $(x, y)^{\alpha}=(F(x), G(y))$. An analogous proof is given on [19] where right actions are used instead of left actions as above.

The autotopism group of a semifield plane $\mathcal{P}(\mathcal{S})$ is isomorphic to the autotopism group of its coordinatizing semifield $\mathcal{S}$ as the next result shows.

Lemma 2.6 (Lemma 8.8, [19]). If $\mathcal{S}$ is a semifield, then the autotopism group of $\mathcal{S}$ is isomorphic to the autotopism group of $\mathcal{P}(\mathcal{S})$.

Definition 16. Two semifields $(S,+, \circ)$ and $\left(S^{\prime},+, *\right)$ are isotopic if there is a set of bijective additive mappings $(F, G, H)$ from $S$ onto $S^{\prime \prime}$ such that

$$
F(x) \circ H(n)=G(x * y) \text { for all } x, y \in S
$$

The following theorem due to Albert ([4]) gives the relationship between two different semifields and the planes they coordinatize.

Theorem 2.6 (Theorem 6, [4]). Two semifield planes are isomorphic if and only if the semifields that coordinatize them are isotopic.

### 2.4 Some Known Semifields

In 1906 Dickson discovered the first semifields which are now referred to as Dickson semifields. These semifields are defined as follows: Let $K=G F\left(p^{n}\right)$ where p is an odd prime and $n>1$. Let $f$ be any element of $K$ that is not a square. Let $S$ be a two-dimensional vector space over $K$ with basis elements 1 and $\lambda$. If $\theta$ is the automorphism of $K$ given by $x^{\theta}=x^{p^{r}}, 1 \leq r<n$, define a multiplication in $K$ by
$(a+\lambda b)(c+\lambda d)=\left(a c+f(b d)^{\theta}\right)+\lambda(a d+b c)$. Then with this operation and field addition, $S$ becomes a semifield. For more information see [17].

In 1958 Albert first discovered what he called twisted fields. For more information see [2]-[5]. Let $K=G F\left(p^{n}\right)$ where $p$ is prime and define a new multiplication on $K$ as follows:

$$
x \circ y=x y^{p^{m}}-c x^{p^{m}} y
$$

where $1 \leq m<n, c \neq a^{p^{m}-1}$ for $a \in G F\left(p^{n}\right)$ With the field addition and this multiplication $K$ becomes a pre-semifield. In 1961 Albert further generalized this result by defining a new multiplication on $K$; the pre-semifields with this new product are called generalized twisted fields. The new multiplication in $K$ was defined as follows:

$$
x \circ y=x y-c x^{\alpha} y^{\beta}
$$

where $\alpha, \beta \in$ Aut $\left(G F\left(p^{n}\right)\right), c \neq x^{\alpha-1} y^{\beta-1}$ and $x, y \in G F\left(p^{n}\right)$. Here $x^{\alpha-1}$ stands for $\frac{x^{\alpha}}{x}$. With the field addition and this multiplication $K$ becomes a pre-semifield.

## CHAPTER 3

## RESULTS

### 3.1 Introduction

In this chapter we present the results of our study of semifield planes that are coordinatized by the pre-semifield with product

$$
\begin{equation*}
x \circ y=x y+A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha} . \tag{3.1}
\end{equation*}
$$

From this point on, we will name these semifields by their defining components. Namely we will call them $S(K, \alpha, \beta, A, B)$ where $K=G F\left(p^{n}\right), \alpha: x \mapsto x^{p^{a}}$ and $\beta: x \mapsto x^{p^{b}} \in \operatorname{Aut}(K)$, and $A, B \in K$. The associated plane will be denoted $\pi(K, \alpha, \beta, A, B)$.

The product from 3.1 arose from a series of papers by Cordero and Figueroa[12][15] and [18]. Recall Albert's generalized twisted fields which have multiplication defined by

$$
x \circ y=x y-c x^{\alpha} y^{\beta}
$$

where $\alpha, \beta \in \operatorname{Aut}\left(G F\left(p^{n}\right)\right), c \neq x^{\alpha-1} y^{\beta-1}$ and $x, y \in G F\left(p^{n}\right)$. These are one of the most widely studied class of semifields. Albert began with a specific case which he called twisted fields as shown in [3] in 1959. He then further generalized these examples in [5] in 1961. The collineation groups of generalized twisted field planes were studied in [2] and [4] and were completely described in [7].

Cordero and Figueroa studied semifields with an autotopism that acts transitively on one side of the autotopism triangle. Equivalently the plane admits an
autotopism which induces a permutation on a side of the autotopism triangle of order a $p$-primitive divisor of $p^{r}-1$. They showed that with some minor exceptions the plane is a generalized twisted field plane.

More specifically, let $V$ denote the $n$-dimensional vector space over $G F\left(p^{n}\right)$ consisting of all the vectors of the form $(x)=\left(x^{(0)}, x^{(1)}, \cdots, x^{(n-1)}\right)$ where $x \in G F\left(p^{n}\right)$ and $x^{(i)}=x^{p^{i}}$ for $i=0,1, \cdots, n-1$ and $p$ is a prime number. The group of all automorphisms of $V$ over $G F(p), \operatorname{Aut}(V)$, consists of the non-singular matrices of the form as shown in [26]

$$
M=\left(\begin{array}{cccc}
a_{0} & a_{n-1}^{(1)} & \ldots & a_{1}^{(n-1)} \\
a_{1} & a_{0}^{(1)} & \ldots & a_{2}^{(n-1)} \\
\vdots & \vdots & \vdots & \vdots \\
a_{n-1} & a_{n-2}^{(1)} & \ldots & a_{0}^{(n-1)}
\end{array}\right)
$$

where $a_{0}, a_{1}, \cdots, a_{n-1} \in K$; we denote this matrix by $M=\left[a_{0}, a_{1}, \ldots, a_{n-1}\right]^{t}$.
For $0 \leq k \leq n-1$ and $k \in K$, let

$$
T_{k}(c)=[0, \cdots, c, \cdots, 0]^{t}
$$

where $c$ is in the $k$-th position and the rest of the entries are zero. We will denote any matrix of the form $\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right)$ by $\operatorname{diag}(A, B)$.

Let $\pi$ be a non-Desarguesian semifield plane of order $p^{n} \neq 2^{6}$ that admits an autotopism $g_{0}$ of order $h$ where $h$ is a $p$-primitive divisor of $p^{n}-1$, i.e. $h \mid p^{n}-1$, but $h \nmid p^{i}-1$ for $1 \leq i \leq n-1$. We consider $V \oplus V$ as the vector space associated to the affine plane $\pi$ and $V(\infty)=\{((0),(x)) \mid x \in K\}$ is a component of a spread of $\pi$ in $V \oplus V$.

In [15] Cordero and Figueroa proved the following:
Theorem 3.1 (Result 1, [15]). Let $\pi$ be a non-Desarguesian semifield plane of order $p^{n}$. If $\pi$ admits a collineation $g_{0}$ of order $h$, a p-primitive prime divisor of $p^{n}-1$, then
(i) There exists a spread set $\{V(0), V(\infty)\} \cup\{V(M(y)) \mid y \in K-\{0\}\}$ for $\pi$ in $V \oplus V$ such that $V(\infty)$ is the shear axis and for $y \in K, y \neq 0$,

$$
M(y)=\left[a_{0} y^{\left(e_{0}\right)}, a_{1} y^{\left(e_{1}\right)}, \ldots, a_{n-1} y^{\left(e_{n-1}\right)}\right]^{t} \in \operatorname{Aut}(V)
$$

(ii) $g_{0}=\operatorname{diag}\left(T_{0}(\gamma), T_{0}(\delta)\right)$, where $\gamma$ and $\delta$ are two different elements in $K$, both of order $h$.
(iii) $\left(\frac{\delta}{\gamma}\right)^{\left(e_{i}\right)}=\frac{\delta}{\gamma^{(i)}}$, for each $i$ such that $a_{i} \neq 0$.

Notice that in Theorem 3.1 above the plane $\pi$ is coordinatized by the presemifield $(K,+, \circ)$ where

$$
x \circ y=\sum_{i=0}^{n-1} a_{i} x^{(i)} y^{\left(e_{i}\right)}
$$

for $x, y \in K$. Hence either $\pi$ is a generalized twisted field plane or there exist at least two non-zero indices $u$ and $v$ such that $a_{u} \neq 0 \neq a_{v}$. We study the case in which there are precisely two nonzero coefficients, so the multiplication on the pre-semifield behaves as a generalization of the multiplication of a pre-semifield that defines the generalized twisted fields. Hence the product is of the form

$$
\begin{equation*}
x \circ y=x y+A x^{(u)} y^{\left(e_{u}\right)}+B x^{(v)} y^{\left(e_{v}\right)} \tag{3.2}
\end{equation*}
$$

In [15] an example of such a product for $G F\left(3^{6}\right)$ was given:

Theorem 3.2. (Result 2, [15]) Let $\pi$ be a non-Desarguesian plane which is not a generalized twisted field plane of order $3^{6}$. Suppose $\pi$ admits an autotopism $g_{0}$ of order 7, a 3-primitive prime divisor of $3^{6}-1$. Then $\pi$ can be coordinatized by the pre-semifield $G F\left(3^{6},+, \circ\right)$, where

$$
x \circ y=x y+\gamma x^{(1)} y^{(3)}+\gamma^{13} x^{(3)} y^{(1)}
$$

and $\gamma$ is a primitive element in $G F\left(3^{6}\right)$ that satisfies $\gamma^{2}+\gamma+2=0$. Moreover, $\pi$ has an autotopism of order 3 that normalizes $g_{0}$.

In this work we study in general (pre)semifields with a product as in (3.2) above.
First, we show that $\mathcal{S}$ is indeed a pre-semifield with the product in equation 3.1.

Lemma 3.1. $\mathcal{S}=(S,+, \circ)$ is a pre-semifield with product $x \circ y=x y+A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}$ for $\alpha, \beta \in \operatorname{Aut}\left(G F\left(p^{n}\right)\right)$ and $x, y, A, B \in G F\left(p^{n}\right)$ provided $A x^{\alpha-1} y^{\beta-1}+B x^{\beta-1} y^{\alpha-1} \neq$ -1 .

Proof. Since addition is the field addition $(S,+)$ forms an abelian group. Now assume $x, y \neq 0$. Then $x \circ y=x y+A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}$, that is, $x \circ y=x y\left(1+A x^{\alpha-1} y^{\beta-1}+\right.$ $B x^{\beta-1} y^{\alpha-1}$ ) where $x^{\alpha-1}=\frac{x^{\alpha}}{x}$. Now $x y \neq 0$ because $x$ and $y$ are non-zero elements in the field. Thus if $x \circ y=0$ we must have $1+A x^{\alpha-1} y^{\beta-1}+B x^{\beta-1} y^{\alpha-1}=0$. Hence there are no zero divisors provided $A x^{\alpha-1} y^{\beta-1}+B x^{\beta-1} y^{\alpha-1} \neq-1$.

It remains to be shown that the distributive laws hold:

$$
\begin{aligned}
x \circ(y+z) & =x(y+z)+A x^{\alpha}(y+z)^{\beta}+B x^{\beta}(y+z)^{\alpha} \\
& =x y+x z+A x^{\alpha}\left(y^{\beta}+z^{\beta}\right)+B x^{\beta}\left(y^{\alpha}+z^{\alpha}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =x y+x z+A x^{\alpha} y^{\beta}+A x^{\alpha} z^{\beta}+B x^{\beta} y^{\alpha}+B x^{\beta} z^{\alpha} \\
& =x y+A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}+x z+A x^{\alpha} z^{\beta}+B x^{\beta} z^{\alpha} \\
& =x \circ y+x \circ z
\end{aligned}
$$

and

$$
\begin{aligned}
(x+y) \circ z & =(x+y) z+A(x+y)^{\alpha} z^{\beta}+B(x+y)^{\beta} z^{\alpha} \\
& =x z+y z+A\left(x^{\alpha}+y^{\alpha}\right) z^{\beta}+B\left(x^{\beta}+y^{\beta}\right) z^{\alpha} \\
& =x z+y z+A x^{\alpha} z^{\beta}+A y^{\alpha} z^{\beta}+B x^{\beta} z^{\alpha}+B y^{\beta} z^{\alpha} \\
& =x z+A x^{\alpha} z^{\beta}+B x^{\beta} z^{\alpha}+x z+A y^{\alpha} z^{\beta}+B y^{\beta} z^{\alpha} \\
& =x \circ z+y \circ z .
\end{aligned}
$$

Therefore $(S,+, \circ)$ is a pre-semifield.

### 3.2 General Results

Let $\mathcal{S}=S(K, \alpha, \beta, A, B)$ be a semifield with product given by $x \circ y=x y+$ $A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}$ where $x, y \in K=G F\left(p^{n}\right), \alpha: x \mapsto x^{p^{a}}$ and $\beta: x \mapsto x^{p^{b}}$. Assume $\alpha^{3} \neq 1$ if $\alpha \beta=1$. Let $\pi=\pi(K, \alpha, \beta, A, B)$ be the semifield plane coordinatized by $\mathcal{S}$.

From Hughes and Piper [19], all of the elations of $\pi$ are either shears or translations and thus are in $\Sigma$. See Lemma 2.4 above. The full automorphism group, $\Pi$, is $\Pi=\Sigma \cdot \Lambda$ where $\Sigma$ is the group generated by the shears and the translations and $\Lambda$ is the autotopism group. We also know that $\Sigma \cap \Lambda=1$, so there are no elations in the autotopism group. In the following discussion we expand on the ideas presented in [6].

First we discuss the autotopism collineations of $\pi(K, \alpha, \beta, A, B)$.

### 3.2.1 Autotopisms

Theorem 3.3. Let $\pi=\pi(K, \alpha, \beta, A, B)$ be a semifield plane with product $x \circ y=$ $x y+A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}$. Assume that $\alpha^{3} \neq 1$ when $\alpha \beta=1$. If $(F, G, H)$ is an autotopism collineation of $\pi$ with $F(x)=c x^{\sigma}$ and $G(y)=d y^{\theta}$, then $\sigma=\theta, d c^{\beta} A^{\theta}=$ $A c^{\alpha} d^{\beta}, d c^{\alpha} B^{\theta}=B c^{\beta} d^{\alpha}$, and $H(n)=\frac{d}{c} n^{\theta}$.

Proof. From $G(x \circ n)=F(x) \circ H(n)$ we get $d(x \circ n)^{\theta}=c x^{\sigma} \circ H(n)$. Expanding this equation we get: $d\left(x n+A x^{\alpha} n^{\beta}+B x^{\beta} n^{\alpha}\right)^{\theta}=c x^{\sigma} H(n)+A\left(c x^{\sigma}\right)^{\alpha} H(n)^{\beta}+$ $B\left(c x^{\sigma}\right)^{\beta} H(n)^{\alpha}$. Therefore,

$$
\begin{equation*}
d x^{\theta} n^{\theta}+d A^{\theta} x^{\alpha \theta} n^{\beta \theta}+d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=c x^{\sigma} H(n)+A c^{\alpha} x^{\sigma \alpha} H(n)^{\beta}+B c^{\beta} x^{\sigma \beta} H(n)^{\alpha} . \tag{3.3}
\end{equation*}
$$

Let $E_{1}=d x^{\theta} n^{\theta}, E_{2}=d A^{\theta} x^{\alpha \theta} n^{\beta \theta}, E_{3}=d B^{\theta} x^{\beta \theta} n^{\alpha \theta}, E_{4}=c x^{\sigma} H(n), E_{5}=$ $A c^{\alpha} x^{\sigma \alpha} H(n)^{\beta}$, and $E_{6}=B c^{\beta} x^{\sigma \beta} H(n)^{\alpha}$. We analyze the possibilities for equality in (3.3):

Suppose $E_{1}=E_{4}, E_{2}=E_{5}$ and $E_{3}=E_{6}$. From $d x^{\theta} n^{\theta}=c x^{\sigma} H(n)$ we get $x^{\theta}=x^{\sigma}$, hence $\theta=\sigma$. From $d n^{\theta}=c H(n)$, we get $H(n)=\frac{d}{c} n^{\theta}$.

By substituting into $E_{2}=E_{5}$ we get: $d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=A c^{\alpha} x^{\sigma \alpha}\left(\frac{d}{c} n^{\theta}\right)^{\beta}$, that is, $d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=A c^{\alpha} x^{\sigma \alpha}\left(\frac{d^{\beta}}{c^{\beta}} n^{\theta \beta}\right)$. From here we get $d A^{\theta}=A d^{\beta} \frac{c^{\alpha}}{c^{\beta}}$.

By substituting into $E_{3}=E_{6}$ we get: $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=B c^{\beta} x^{\sigma \beta}\left(\frac{d}{c} n^{\theta}\right)^{\alpha}$, that is, $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=B c^{\beta} x^{\sigma \beta}\left(\frac{d^{\alpha}}{c^{\alpha}} n^{\theta \alpha}\right)$. This implies $d B^{\theta}=B d^{\alpha}\left(\frac{c^{\beta}}{c^{\alpha}}\right)$.

Similarly, if $E_{1}=E_{4}, E_{2}=E_{6}$, and $E_{3}=E_{5}$, as in the previous case, we get $\theta=\sigma$ and $H(n)=\frac{d}{c} n^{\theta}$. Replacing $\mathrm{H}(\mathrm{n})$ with the above we get: $d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=$
$B c^{\beta} x^{\sigma \beta}\left(\frac{d}{c} n^{\theta}\right)^{\alpha}$, that is, $d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=B c^{\beta} x^{\sigma \beta}\left(\frac{d^{\alpha}}{c^{\alpha}} n^{\theta \alpha}\right)$. This implies $x^{\alpha \theta}=x^{\sigma \beta}$, hence $\alpha=\beta$. However, this is not possible because $\alpha \neq \beta$.

Now if $E_{1}=E_{5}, E_{2}=E_{4}$, and $E_{3}=E_{6}$ from $E_{2}=E_{4}$, we have $d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=$ $c x^{\sigma} H(n)$. This implies $x^{\alpha \theta}=x^{\sigma}$ and therefore $\alpha \theta=\sigma$. Thus

$$
\begin{equation*}
H(n)=\frac{d A^{\theta} n^{\beta \theta}}{c x} \tag{3.4}
\end{equation*}
$$

In $E_{1}=E_{5}$ substituting for $H(n)$ from (3.4) we get $d x^{\theta} n^{\theta}=A c^{\alpha} x^{\sigma \alpha}\left(\frac{d A^{\theta} n^{\beta \theta}}{c}\right)^{\beta}$, that is, $d x^{\theta} n^{\theta}=A c^{\alpha} x^{\sigma \alpha}\left(\frac{d^{\beta} A^{\theta \beta} n^{\beta^{2} \theta}}{c^{\beta}}\right)$. This implies $x^{\theta}=x^{\sigma \alpha}$, hence

$$
\begin{equation*}
\theta=\sigma \alpha \tag{3.5}
\end{equation*}
$$

Using (3.4) and (3.5), we get from $E_{3}=E_{6}$ that $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=B c^{\beta} x^{\sigma \beta}\left(\frac{d A^{\theta} n^{\beta \theta}}{c}\right)^{\alpha}$. That is, $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=B c^{\beta} x^{\sigma \beta}\left(\frac{d^{\alpha} A^{\theta \alpha} n^{\beta \theta \alpha}}{c^{\alpha}}\right)$. This implies $x^{\beta \theta}=x^{\beta \sigma}$, hence $\theta=\sigma$. Also $n^{\alpha \theta}=n^{\beta \theta \alpha}$. This implies $\beta=1$, which is not possible since $\beta$ is a nontrivial automorphism.

If $E_{1}=E_{5}, E_{3}=E_{4}$, and $E_{2}=E_{6}$ from $E_{3}=E_{4}$ we get $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=c x^{\sigma} H(n)$, hence $x^{\beta \theta}=x^{\sigma}$. This implies $\beta \theta=\sigma$ and

$$
\begin{equation*}
H(n)=\frac{d B^{\theta} n^{\alpha \theta}}{c} \tag{3.6}
\end{equation*}
$$

From $E_{1}=E_{5}$ and using equation 3.6, we get $d x^{\theta} n^{\theta}=A c^{\alpha} x^{\sigma \alpha}\left(\frac{d B^{\theta} n^{\alpha \theta}}{c}\right)^{\beta}$, that is, $d x^{\theta} n^{\theta}=A c^{\alpha} x^{\sigma \alpha}\left(\frac{d^{\beta} B^{\theta \beta} n^{\alpha \theta \beta}}{c^{\beta}}\right)$. Hence $d x^{\theta} n^{\theta}=A c^{\alpha} x^{\beta \theta \alpha}\left(\frac{d^{\beta} B^{\theta \beta} n^{\alpha \theta \beta}}{c^{\beta}}\right)$. This implies $x^{\theta}=x^{\beta} \theta \alpha$; therefore

$$
\begin{equation*}
1=\beta \alpha . \tag{3.7}
\end{equation*}
$$

From $E_{2}=E_{6}$ and using equation (3.6) and (3.7) we get $d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=B c^{\beta} x^{\sigma \beta}\left(\frac{d B^{\theta} n^{\alpha \theta}}{c}\right)^{\alpha}$, that is, $d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=B c^{\beta} x^{\sigma \beta}\left(\frac{d^{\alpha} B^{\theta \alpha} n^{\alpha^{2} \theta}}{c^{\alpha}}\right)$. Hence $d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=B c^{\beta} x^{\beta \theta \beta}\left(\frac{d^{\alpha} B^{\theta \alpha} n^{\alpha^{2} \theta}}{c^{\alpha}}\right)$. This implies $x^{\alpha \theta}=x^{\beta^{2} \theta}$; hence

$$
\begin{equation*}
\alpha=\beta^{2} \tag{3.8}
\end{equation*}
$$

and from $n^{\beta \theta}=n^{\alpha^{2} \theta}$ we get

$$
\begin{equation*}
\beta=\alpha^{2} \tag{3.9}
\end{equation*}
$$

From equations (3.8) and (3.9) we get $\alpha^{3}=1$, which can not happen since $\alpha \beta=1$.

If $E_{1}=E_{6}, E_{2}=E_{4}$, and $E_{3}=E_{5}$ beginning with $E_{2}=E_{4}$, we have $d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=$ $c x^{\sigma} H(n)$. Hence $x^{\alpha \theta}=x^{\sigma}$; therefore $\alpha \theta=\sigma$. Also,

$$
\begin{equation*}
H(n)=\frac{d A^{\theta} n^{\beta \theta}}{c} \tag{3.10}
\end{equation*}
$$

Using equation (3.10), from $E_{1}=E_{6}$ we get $d x^{\theta} n^{\theta}=B c^{\beta} x^{\sigma \beta}\left(\frac{d^{\alpha} A^{\theta \alpha} n^{\beta \theta \alpha}}{c^{\alpha}}\right)$. This implies $x^{\theta}=x^{\sigma \beta}$; hence

$$
\begin{equation*}
\theta=\sigma \beta \tag{3.11}
\end{equation*}
$$

and $n^{\theta}=n^{\beta \theta \alpha}$ which implies

$$
\begin{equation*}
\beta \alpha=1 \tag{3.12}
\end{equation*}
$$

Now using (3.10) and (3.11), from $E_{3}=E_{5}$ we get $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=A c^{\alpha} x^{\sigma \alpha}\left(\frac{d A^{\theta} n^{\beta \theta}}{c}\right)^{\beta}$, that is, $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=A c^{\alpha} x^{\sigma \alpha}\left(\frac{d^{\beta} A^{\theta} \beta n^{\beta^{2} \theta}}{c^{\beta}}\right)$. This implies $n^{\alpha \theta}=n^{\beta^{2} \theta}$, hence

$$
\begin{equation*}
\alpha=\beta^{2} . \tag{3.13}
\end{equation*}
$$

From (3.12) and (3.13) we get $\beta^{3}=1$, which can't happen, since $\beta^{3}=1$ implies $1=\alpha^{3}$.

If $E_{1}=E_{6}, E_{2}=E_{5}$, and $E_{3}=E_{4}$, using $E_{2}=E_{5}$, we get $d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=$ $A c^{\alpha} x^{\sigma \alpha} H(n)^{\beta}$ which implies $x^{\alpha \theta}=x^{\sigma \alpha}$; hence $\theta=\sigma$.

Using this fact in $E_{3}=E_{4}$, we get $x^{\beta \theta}=x^{\sigma}$; this is equivalent to $x^{\beta \theta}=x^{\theta}$. This implies $\beta=1$ which cannot happen since $\beta$ cannot be a trivial automorphism.

The cases considered above are the only possibilities to get equality in (3.3).

We now look at the homologies of $\pi$. In the following results we let $\mathcal{O}=(0,0)$, $I=(1,1), U=(0)$, and $V=(\infty)$.

Theorem 3.4. Let $\mathcal{S}=S(K, \alpha, \beta, A, B)$ be a semifield with product given by $x \circ y=$ $x y+A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}$ where $x, y \in K=G F\left(p^{n}\right), \alpha: x \mapsto x^{p^{a}}$ and $\beta: x \mapsto x^{p^{b}}$. Assume $\alpha^{3} \neq 1$ if $\alpha \beta=1$. Let $\pi=\pi(K, \alpha, \beta, A, B)$ be the semifield plane coordinatized by $\mathcal{S}$. Let $(F, G, H)$ be an autotopism collineation of $\pi$. Then $(F, G, H)$ is a homology with center $U$ and axis $\mathcal{O} V$ if and only if $F(x)=c x ; G(y)=y$; and $H(n)=c^{-1} n$, where $c \in K, c \neq 0$, and $c^{\alpha}=c^{\beta}$.

Proof. Let $(F, G, H)$ be a homology with center $U$ and axis $\mathcal{O} V$. Then $G(y)=y$ since $(x, y) \mapsto(F(x), G(y))$ and $G(y)$ acts on the points of $\mathcal{O} V$, the line from $(0,0)$ to $(\infty)$, which is fixed pointwise.

Now, $G(x \circ n)=F(x) \circ H(n)$ by definition, so let $m=H(n)$. Thus we have $G(x \circ n)=F(x) \circ m$. From here we get $G\left(x n+A x^{\alpha} n^{\beta}+B x^{\beta} n^{\alpha}\right)=F(x) y+A F(x)^{\alpha} m^{\beta}+$ $B F(x)^{\beta} m^{\alpha}$. This yields $x n+A x^{\alpha} n^{\beta}+B x^{\beta} n^{\alpha}=F(x) y+A F(x)^{\alpha} m^{\beta}+B F(x)^{\beta} m^{\alpha}$, since $G(y)=y$.

Since $F(x)$ is additive, it can be written as

$$
F(x)=\sum_{i=1}^{r-1} f_{i} x^{p^{i}}
$$

So, $A F(x)^{\alpha} m^{\beta}=A m^{\beta} \sum_{i=0}^{r-1} f_{i}^{\alpha} x^{p^{i}} x^{p^{a}}=A m^{\beta} \sum_{i=0}^{r-1} f_{i}^{\alpha} x^{p^{i+a}}=A m^{\beta} \sum_{t=0}^{r-1} f_{t-a}^{\alpha} x^{p^{t}}$, where $t=a+i$.

Thus $A F(x)^{\alpha} m^{\beta}=\sum_{t=0}^{r-1} A m^{\beta} f_{t-a}^{\alpha} x^{p^{t}}$.
Similarly, $B F(x)^{\beta} m^{\alpha}=B m^{\alpha} \sum_{i=0}^{r-1} f_{i}^{\beta} x^{p^{i}} x^{p^{b}}=B m^{\alpha} \sum_{i=0}^{r-1} f_{i}^{\beta} x^{p^{i+b}}=B m^{\alpha} \sum_{t=0}^{r-1} f_{t-b}^{\beta} x^{p^{t}}$, where $t=i+b$. Thus $B F(x)^{\beta} m^{\alpha}=\sum_{t=0}^{r-1} B m^{\alpha} f_{t-b}^{\beta} x^{p^{t}}$.

We then have

$$
\begin{aligned}
x n+A x^{\alpha} n^{\beta}+B x^{\beta} n^{\alpha} & =\sum_{t=0}^{r-1} m f_{t} x^{p^{t}}+\sum_{t=0}^{r-1} A m^{\beta} f_{t-a}^{\alpha} x^{p^{t}}+\sum_{t=0}^{r-1} B m^{\alpha} f_{t-b}^{\beta} x^{p^{t}} \\
& =\sum_{t=0}^{r-1}\left(m f_{t}+A m^{\beta} f_{t-a}^{\alpha}+B m^{\alpha} f_{t-b}^{\beta}\right) x^{p^{t}}
\end{aligned}
$$

For $t=0$ on the left hand side of the above equation, there is no $x^{p^{t}}$ term, so the coefficient of this term will be 0 . Thus $m f_{t}+A m^{\beta} f_{t-a}^{\alpha}+B m^{\alpha} f_{t-b}^{\beta}=0$. Hence $f_{t}=0, f_{t-a}=0$, and $f_{t-b}=0$ since $x n+A x^{\alpha} n^{\beta}+B x^{\beta} n^{\alpha}=\sum_{t=0}^{r-1}\left(m f_{t}+A m^{\beta} f_{t-a}^{\alpha}+\right.$ $\left.B m^{\alpha} f_{t-b}^{\beta}\right) x^{p^{t}}$ holds for all $n$ and $m=H(n)$ is bijective. If $a+b \neq r$ then $t=a+b \neq 0$ $\bmod r$, so $f_{t-a}=f_{b}=0$ and $f_{t-b}=f_{a}=0$. For $a+b=r$, if $2 a=r$ then $2 b=r$
because $a=b$, but $a<b$, so $2 a \neq 0 \bmod r$ and $2 b \neq 0 \bmod r$. If $2 a=b \bmod r$ or $2 b=a \bmod r$ then $3 a=r$ but $\alpha^{3} \neq 1$ when $\alpha \beta=1$. So from $t=2 a \bmod r$ we get $0=f_{t-a}=f_{2 a-a}=f_{a}$ and $0=f_{t-b}=f_{2 b-b}=f_{b}$ if $t=2 b \bmod r$.

Therefore $F(x)=f_{0} x^{p^{0}}+\underbrace{f_{1} x^{p^{1}}+f_{2} x^{p^{2}}+\cdots+f_{r-1} x^{p^{r-1}}}_{\text {all zero since } f_{t}=0 \text { for all } t \neq 0}$, which implies $F(x)=$ $f_{0} x$.

Now $x n+A x^{\alpha} n^{\beta}+B x^{\beta} n^{\alpha}=f_{0} x \circ m=f_{0} x m+A\left(f_{0} x\right)^{\alpha} m^{\beta}+B\left(f_{0} x\right)^{\beta} m^{\alpha}$.
From $n=f_{0} m=f_{0} H(n)$ we get $f_{0}^{-1} n=H(n)$. From $n^{\beta}=f_{0}^{\alpha} m^{\beta}$ and $n^{\alpha}=$ $f_{0}^{\beta} m^{\alpha}$ we get $f_{0}^{\alpha}=f_{0}^{\beta}$. Letting $c=f_{0}$, we get $F(x)=c x, G(y)=y, c^{-1} n=H(n)$, and $c^{\alpha}=c^{\beta}$.

Conversely, suppose $(F, G, H)$ is an autotopism collineation of $\pi$ with $F(x)=$ $c x, G(y)=y$, and $H(n)=c^{-1} n$. Then, since $G(y)=y, \mathcal{O} V$ is fixed pointwise. Also $U=(0)$ is the only point fixed linewise. Moreover $G(x \circ n)=F(x) \circ H(n)$. Thus $(F, G, H)$ is a homology with center $U$ and axis $\mathcal{O} V$.

In the next theorem we discuss the homologies with center $\mathcal{O}$ and axis $U V$.

Theorem 3.5. Let $\pi=\pi(K, \alpha, \beta, A, B)$ be a semifield plane with the product $x \circ y=$ $x y+A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}$ where $\alpha: x \mapsto x^{p^{a}}$ and $\beta: x \mapsto x^{p^{b}}$. Assume $\alpha^{3} \neq 1$ if $\alpha \beta=1$. Let $(F, G, H)$ be an autotopism collineation. Then $(F, G, H)$ is a homology with center $\mathcal{O}$ and axis $U V$ if and only if $F(x)=c x, G(y)=c y$, and $H(n)=n$, where $c \in K, c \neq 0$ and $c^{\alpha}=c=c^{\beta}$, except when $\alpha^{4}=1$ and $\alpha \beta=1$. If $\alpha^{4}=1$ and $\alpha \beta=1$, then $(F, G, H)$ is a homology if and only if $G(y)=g_{0} y+g_{a} y^{\alpha}+g_{b} y^{\beta}, F(x)=$ $g_{0} x+\frac{C g_{a}}{A^{\beta}} x^{\alpha^{2}}$, and $H(n)=n$, where $C=A^{\alpha} A^{\beta}-B^{\alpha} B^{\beta}$, and $g_{0}, g_{a}, g_{b} \in K$ are such that $g_{0}^{\alpha}=g_{0}=g_{0}^{\beta}, g_{b}=\frac{B^{\alpha}}{A^{\beta}} g_{a}, g_{a} B^{\alpha}=-C^{\alpha} A^{\beta} g_{a}^{\alpha}$, and if $g_{a} \neq 0$ then $C C^{\alpha}=-1$.

Proof. The point $(x, y)$ maps into the point $(F(x), G(y))$, and for $n \in U V, H(n)=n$ since the "slopes" are fixed. We also have $G(x \circ n)=F(x) \circ n$, for all $x, n \in K$.

Since $G$ is additive, then

$$
G(y)=\sum_{i=0}^{r-1} g_{i} x^{p^{i}}
$$

Thus, $G(x \circ n)=F(x) \circ n$, so we have

$$
\begin{align*}
& \sum_{i=0}^{r-1} g_{i}\left(x n+A x^{\alpha} n^{\beta}+B x^{\beta} n^{\alpha}\right)^{p^{i}}=F(x) n+A F(x)^{\alpha} n^{\beta}+B F(x)^{\beta} n^{\alpha} \\
& \sum_{i=0}^{r-1}\left(g_{i} x^{p^{i}} n^{p^{i}}+g_{i} A^{p^{i}} x^{\alpha p^{i}} n^{\beta p^{i}}+g_{i} B^{p^{i}} x^{\beta p^{i}} n^{\alpha p^{i}}\right)=F(x) n+A F(x)^{\alpha} n^{\beta}+B F(x)^{\beta} n^{\alpha} \tag{3.14}
\end{align*}
$$

For $t=b+i$ and $t=a+i$, we get, repsectively,

$$
\begin{aligned}
& \sum_{t=0}^{r-1}\left(g_{t} x^{p^{t}} n^{p^{t}}+g_{t-b} A^{p^{t-b}} x^{p^{a+t-b}} n^{p^{t}}+g_{t-a} B^{p^{t-a}} x^{p^{b+t-a}} n^{p^{t}}\right)=F(x) n+A F(x)^{\alpha} n^{\beta}+B F(x)^{\beta} n^{\alpha} . \\
& \sum_{t=0}^{r-1}\left(g_{t} x^{p^{t}}+g_{t-b} A^{p^{t-b}} x^{p^{a+t-b}}+g_{t-a} B^{p^{t-a}} x^{p^{b+t-a}}\right) n^{p^{t}}=F(x) n+A F(x)^{\alpha} n^{\beta}+B F(x)^{\beta} n^{\alpha} .
\end{aligned}
$$

Equation (3.14) holds for all $n$, so for $t \notin\{0, a, b\}$, we have

$$
\begin{equation*}
g_{t} x^{p^{t}}+g_{t-b} A^{p^{t-b}} x^{p^{a+t-b}}+g_{t-a} B^{p^{t-a}} x^{p^{b+t-a}}=0 \tag{3.15}
\end{equation*}
$$

If $2 a \neq 2 b \bmod r$, that is $a-b \neq b-a$ then the individual terms have different degrees and thus $g_{t}=0, g_{t-b}=0$, and $g_{t-a}=0$ for $t>0$ and $G(y)=g_{0} y$.

Now assume $2 a=2 b \bmod r$. That is $\alpha^{2}=\beta^{2}$. Then $g_{t}=0$ for $t \neq 0, a$, or $b$. Since $b-a \neq 0, a$, or $b \bmod r$, then $g_{b-a}=0$ and $g_{a-b}=0$.

Comparing the coefficients of $n, n^{\beta}$, and $n^{\alpha}$ and using the fact that $2 a=2 b$ we get $a-b=b-a \bmod r$. Therefore

$$
\begin{align*}
F(x) & =g_{0} x+g_{0-b} A^{p^{0-b}} x^{p^{a+0-b}}+g_{0-a} B^{p^{0-a}} x^{p^{b+0-a}} \\
& =g_{0} x+g_{-b} A^{p^{-b}} x^{p^{a-b}}+g_{-a} B^{p^{-a}} x^{p^{b-a}} \\
& =g_{0} x+\left(g_{-b} A^{p^{-b}}+g_{-a} B^{p^{-a}}\right) x^{p^{a-b}}, \tag{3.16}
\end{align*}
$$

$$
\begin{align*}
A F(x)^{\alpha} & =g_{b} x p^{b}+g_{b-b} A^{p^{b-b}} x^{p^{a+b-b}}+g_{b-a} B^{p^{b-a}} x^{p^{b+b-a}} \\
& =g_{b} x^{p^{b}}+g_{0} A^{p^{0}} x^{p^{a}}+g_{b-a} B^{p^{b-a}} x^{p^{b+b-a}} \\
& =g_{b} x^{p^{b}}+g_{0} A x^{p^{a}}+g_{b-a} B^{p^{b-a}} x^{p^{-a}} \\
& =g_{b} x^{p^{b}}+g_{0} A x^{p^{a}}, \text { since } g_{b-a}=0, \tag{3.17}
\end{align*}
$$

and

$$
\begin{align*}
B F(x)^{\beta} & =g_{a} x p^{a}+g_{a-b} A^{p^{a-b}} x^{p^{a+a-b}}+g_{a-a} B^{p^{a-a}} x^{p^{b+a-a}} \\
& =g_{a} x p^{a}+g_{a-b} A^{p^{a-b}} x^{p^{2 a-b}}+g_{0} B^{p^{0}} x^{p^{b}} \\
& =g_{a} x p^{a}+g_{0} B x^{p^{b}}, \text { since } g_{a-b}=0 . \tag{3.18}
\end{align*}
$$

If $-b \neq a \bmod r$, then $-b \neq 0, a$, or $b \bmod r$ and $g_{-b}=0$. This implies that $b \neq-a \bmod r$ so $g_{-a}=0$ and hence $F(x)=g_{0} x$.

Thus $A F(x)^{\alpha}=A\left(g_{0} x\right)^{\alpha}=A g_{0}^{\alpha} x^{\alpha}=g_{b} x^{p^{b}}+g_{0} A x^{p^{a}}$; hence, $g_{0}^{\alpha}=g_{0}$ and $g_{b}=0$. Also, $B F(x)^{\beta}=B\left(g_{0} x\right)^{\beta}=B g_{0}^{\beta} x^{\beta}=g_{a} x^{p^{a}}+g_{0} B x^{p^{b}}$. Therefore, $g_{0}^{\beta}=g_{0}$ and $g_{a}=0$.

If $2 a=2 b$, and $-b=a \bmod r$ we get $\alpha \beta=p^{a} p^{b}=p^{a+b}=p^{a-a}=p^{0}=1$ and $\alpha^{4}=p^{a} p^{a} p^{a} p^{a}=p^{a} p^{a} p^{-b} p^{-b}=p^{2 a-2 b}=p^{2 a-2 a}=p^{0}=1$. In this case, equation (3.16) becomes $F(x)=g_{0} x+\left(g_{a} A^{\alpha}+g_{b} B^{\beta}\right) x^{\alpha^{2}}$. Then from equation (3.17) above we get,

$$
\begin{aligned}
A F(x)^{\alpha} & =A\left[g_{0} x+\left(g_{a} A^{\alpha}+g_{b} B^{\beta}\right) x^{\alpha^{2}}\right]^{\alpha}=g_{b} x^{\beta}+g_{0} A x^{\alpha} \\
& =A\left[g_{0}^{\alpha} x^{\alpha}+\left(g_{a}^{\alpha} A^{\alpha^{2}}+g_{b}^{\alpha} B^{\beta \alpha}\right) x^{\alpha^{3}}\right] \\
& =A\left[g_{0}^{\alpha} x^{\alpha}+g_{a}^{\alpha} A^{\alpha^{2}} x^{\alpha^{3}}+g_{b}^{\alpha} B^{\beta \alpha} x^{\alpha^{3}}\right] \\
& =A\left[g_{0}^{\alpha} x^{\alpha}+g_{a}^{\alpha} A^{\alpha^{2}} x^{\alpha^{3}}+g_{b}^{\alpha} B^{\beta \alpha} x^{\alpha^{3}}\right] \\
& =A\left[g_{0}^{\alpha} x^{\alpha}+g_{a}^{\alpha} A^{\alpha^{2}} x^{\beta}+g_{b}^{\alpha} B^{\beta \alpha} x^{\beta}\right]
\end{aligned}
$$

This implies

$$
\begin{equation*}
g_{0}^{\alpha}=g_{a} \text { and } A\left[\left(g_{a} A^{\alpha}+g_{b} B^{\beta}\right)^{\alpha}\right]=g_{b} \tag{3.19}
\end{equation*}
$$

From equation (3.18) above we get,

$$
\begin{aligned}
B F(x)^{\beta} & =B\left[g_{0} x+\left(g_{a} A^{\alpha}+g_{b} B^{\beta}\right) x^{\alpha^{2}}\right]^{\beta}=g_{a} x^{\alpha}+g_{0} B x^{\beta} \\
& =B\left[g_{0}^{\beta} x^{\beta}+\left(g_{a}^{\beta} A^{\alpha \beta}+g_{b}^{\beta} B^{\beta^{2}}\right) x^{\alpha^{2} \beta}\right] \\
& =B\left[g_{0}^{\beta} x^{\beta}+g_{a}^{\beta} A^{\alpha \beta} x^{\alpha}+g_{b}^{\beta} B^{\beta^{2}} x^{\alpha}\right] \\
& =B\left[g_{0}^{\beta} x^{\beta}+g_{a}^{\beta} A^{\alpha \beta} x^{\alpha}+g_{b}^{\beta} B^{\beta^{2}} x^{\alpha}\right]
\end{aligned}
$$

This implies

$$
\begin{equation*}
g_{a}=B\left(g_{a}^{\beta} A \alpha+g_{b} B^{\beta}\right)^{\beta} \text { and } g_{0}^{\beta}=g_{0} . \tag{3.20}
\end{equation*}
$$

Since $2 a \neq 0$, $a$, or $b \bmod r$, taking $t=2 a$, from equation (3.15) we have

$$
\begin{aligned}
g_{2 a} x^{p^{2 a}}+g_{2 a-b} A^{p^{2 a-b}} x^{p^{a+2 a-b}}+g_{2 a-a} B^{p^{2 a-a}} x^{p^{b+2 a-a}} & =0 . \\
g_{a-b} x^{p^{a-b}}+g_{3 a} A^{p^{3 a}} x^{p^{4} a}+g_{a} B^{p^{a}} x^{p^{b+a}} & =0 . \\
g_{a-b} x^{p^{a-b}}+g_{3 a} A^{p^{3 a}} x^{p^{4} a}+g_{a} B^{p^{a}} x^{p^{b-b}} & =0 . \\
g_{a-b} x^{p^{a-b}}+g_{3 a} A^{p^{3 a}} x^{p^{0}}+g_{a} B^{p^{a}} x^{p^{0}} & =0 . \\
g_{a-b} x^{p^{a-b}}+g_{b} A^{p^{b}} x+g_{a} B^{p^{a}} x & =0 . \\
g_{a-b} x^{p^{a-b}}+g_{b} A^{\beta} x+g_{a} B^{\alpha} x & =0 .
\end{aligned}
$$

So $g_{b} A^{\beta}+g_{a} B^{\alpha}=0$ and hence $g_{b}=-\frac{g_{a} B^{\alpha}}{A^{\beta}}$. Also, $g_{a} B^{\alpha}+g_{b} B^{\alpha}=0$, which implies $g_{b}=-g_{a} \frac{B^{\alpha}}{A^{\beta}}$.

From (3.19) we get

$$
\begin{align*}
A\left(g_{a} A^{\alpha}+g_{b} B^{\beta}\right)^{\alpha} & =g_{b} \\
A\left(g_{a} A^{\alpha}-g_{a} \frac{B^{\alpha}}{A^{\beta}} B^{\beta}\right)^{\alpha} & =-g_{a} \frac{B^{\alpha}}{A^{\beta}} \\
-\frac{A A^{\beta}}{B^{\alpha}}\left(A^{\alpha^{2}}-\frac{B^{\alpha^{2}} B^{\beta \alpha}}{A^{\beta \alpha}}\right) g_{a}^{\alpha} & =g_{a} \\
-\frac{A^{\beta}}{B^{\alpha}}\left(\frac{A A^{\alpha^{2}} A^{\beta \alpha}-A B^{\alpha^{2}} B^{\beta \alpha}}{A^{\beta \alpha}}\right) g_{a}^{\alpha} & =g_{a} \\
-\frac{A^{\beta}}{B^{\alpha}}\left(\frac{A A^{\alpha^{2}} A-A B^{\alpha^{2}} B}{A}\right) g_{a}^{\alpha} & =g_{a} \text { since } \beta \alpha=1 \\
-\frac{A^{\beta}}{B^{\alpha}}\left(A^{\alpha^{2}(-\beta)} A^{-\beta}-B^{\alpha^{2}(-\beta)} B^{-\beta}\right)^{\beta} g_{a}^{\alpha} & =g_{a} \\
-\frac{A^{\beta}}{B^{\alpha}}\left(A^{\alpha^{3}} A^{\alpha}-B^{\alpha^{3}} B^{\alpha}\right)^{\beta} g_{a}^{\alpha} & =g_{a} \\
-\frac{A^{\beta}}{B^{\alpha}}\left(A^{\beta} A^{\alpha}-B^{\beta} B^{\alpha}\right)^{\beta} g_{a}^{\alpha} & =g_{a}
\end{align*}
$$

and from (3.20) we get

$$
\begin{align*}
B\left(g_{a} A^{\alpha}+g_{b} B^{\beta}\right)^{\beta} & =g_{a} \\
B\left(g_{a} A^{\alpha}-\frac{g_{a} B^{\alpha}}{A^{\beta}} B^{\beta}\right)^{\beta} & =g_{a} \\
B\left(\frac{A^{\alpha} A^{\beta}-B^{\alpha} B^{\beta}}{A^{\beta}}\right)^{\beta} g_{a}^{\beta} & =g_{a} \\
\frac{B}{A^{\beta^{2}}}\left(A^{\alpha} A^{\beta}-B^{\alpha} B^{\beta}\right)^{\beta} g_{a}^{\beta} & =g_{a} \\
\frac{B}{A^{\alpha^{2}}}\left(A^{\alpha} A^{\beta}-B^{\alpha} B^{\beta}\right)^{\beta} g_{a}^{\beta} & =g_{a}, \text { since } \alpha^{2}=\beta^{2} . \tag{3.22}
\end{align*}
$$

Let $C=A^{\alpha} A^{\beta}-B^{\alpha} B^{\beta}$ in equations (3.21) and (3.22). Then we have

$$
V=-\frac{A^{\beta} C^{\beta}}{B^{\alpha}} \text { and } W=\frac{B C^{\beta}}{A^{\alpha^{2}}}
$$

Equation (3.21) yields $g_{a}=v g_{a}^{\alpha}$ and equation (3.22) gives $g_{a}=w g_{a}^{\beta}$. Thus $g_{a}^{\beta}=v^{\beta} g_{a}^{\alpha \beta}=v^{\beta} g_{a}$. This implies $g_{a}=w v^{\beta} g_{a}$; hence $1=w v^{\beta}$.

Now, $1=w v^{\beta}=\left(\frac{B C^{\beta}}{A^{\alpha^{2}}}\right)\left(-\frac{A^{\beta} C^{\beta}}{B^{\alpha}}\right)^{\beta}=\left(\frac{B C^{\beta}}{A^{\alpha^{2}}}\right)\left(-\frac{A^{\beta^{2}} C^{\beta^{2}}}{B^{\alpha \beta}}\right)=-C^{\beta} C^{\beta^{2}}$ if $g_{a} \neq 0$.

Since $-C^{\beta} C^{\beta^{2}}=1$, we get $-C^{\beta} C^{\beta^{2}}=1$. By direct computation we get $1=$ $-C C^{\alpha}$

Conversely, since $H(n)=n$, then $U V$ is fixed pointwise. Since $U V$ is fixed pointwise, then $\mathcal{O} U$ and $\mathcal{O} V$ are fixed linewise. Also $\mathcal{O}$ is the center.

In the next theorem we discuss the homologies with center $V$ and axis $\mathcal{O} U$.

Theorem 3.6. Let $\pi=\pi(K, \alpha, \beta, A, B)$ be a semifield plane with the product $x \circ y=$ $x y+A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}$ where $\alpha: x \mapsto x^{p^{a}}$ and $\beta: x \mapsto x^{p^{b}}$. Assume $\alpha^{3} \neq 1$ if $\alpha \beta=1$. Let $(F, G, H)$ be an autotopism collineation. Then $(F, G, H)$ is a homology with center $V$ and axis $\mathcal{O} U$ if and only if $F(x)=x, G(y)=c y$ and $H(n)=c n, c \in K, c \neq 0, c^{\alpha}=$ $c=c^{\beta}$ except when $\alpha^{4}=1$ and $\alpha \beta=1$. If $\alpha^{4}=1$ and $\alpha \beta=1,(F, G, H)$ is a homology if and only if $F(x)=x, G(y)=g_{0} y+g_{a} x^{\alpha}+g_{b} x^{\beta}, H(n)=g_{0} n-\frac{C g_{a}}{b^{\beta}} n^{\alpha^{2}}$ where $C=A^{\alpha} A^{\beta}-B^{\alpha} B^{\beta}$ and $g_{0}, g_{a}, g_{b} \in K$ such that $g_{0}^{\beta}=g_{0}=g_{0}^{\alpha}, g_{b}=-\frac{a^{\alpha}}{B^{\beta}}=-A^{\alpha} C g_{a}$, and if $g_{a} \neq 0$, then $C C^{\alpha}=-1$.

Proof. Let $(F, G, H)$ be an autotopism collineation that maps $(x, y)$ into $(F(x), G(y))$ and fixes each line through $V$. Then $F(x)=x$. So $G(x \circ n)=x \circ H(n)$. Assume first that $G(y)=g_{0} y$ for some $g_{0} \in K, g_{0} \neq 0$. Then $g_{0}\left(x n+A x^{\alpha} n^{\beta}+B x^{\beta} n^{\alpha}\right)=$ $x H(n)+A x^{\alpha} H(n)^{\beta}+B x^{\beta} H(n)^{\alpha}$. This implies $g_{0} n=H(n)$. Since $G$ is additive we have $G(y)=\sum_{i=0}^{r-1} g_{i} x^{p^{i}}$, for some $g_{i} \in K$. From $G(x \circ n)=x \circ H(n)$ we have $\sum_{i=0}^{r-1} g_{i}\left(x n+A x^{\alpha} n^{\beta}+B x^{\beta} n^{\alpha}\right)^{p^{i}}=x H(n)+A x^{\alpha} H(n)^{\beta}+B x^{\beta} H(n)^{\alpha}$.

That is,
$\sum_{i=0}^{r-1}\left(g_{i} x^{p^{i}} n^{p^{i}}+g_{i} A^{p^{i}} x^{p^{a+i}} n^{p^{p+i}}+g_{i} B^{p^{i}} x^{p^{b+i}} n^{p^{a+i}}\right)=x H(n)+A x^{\alpha} H(n)^{\beta}+B x^{\beta} H(n)^{\alpha}$.
For $t=i, t=a+i$, and $t=b+i$,
$\sum_{t=0}^{r-1}\left(g_{t} x^{p^{t}} n^{p^{t}}+g_{t-a} A^{t^{t-a}} x^{p^{t}} n^{p^{b+t-a}}+g_{t-b} B^{p^{t-b}} x^{p^{t}} n^{p^{a+t-b}}\right)=x H(n)+A x^{\alpha} H(n)^{\beta}+B x^{\beta} H(n)^{\alpha}$
$\sum_{t=0}^{r-1}\left(g_{t} n^{p^{t}}+g_{t-a} A^{p^{t-a}} n^{p^{b+t-a}}+g_{t-b} B^{p^{t-b}} n^{p^{a+t-b}}\right) x^{p^{t}}=x H(n)+A x^{\alpha} H(n)^{\beta}+B x^{\beta} H(n)^{\alpha}$

Equation (3.23) holds for all $x$, so for $t \neq a, b$, or 0

$$
\begin{equation*}
g_{t} n^{p^{t}}+g_{t-a} A^{p^{t-a}} n^{p^{b+t-a}}+g_{t-b} B^{p^{t-b}} n^{p^{a+t-b}}=0 \tag{3.25}
\end{equation*}
$$

If $2 a \neq 2 b \bmod r$ then the terms in equation (3.25) have different degrees. Therefore $g_{t}=0, g_{t-b}=0$, and $g_{t-a}=0$ for $t \neq 0, a, b$. Therefore, $g_{t}=0$ for $t>0$ and $G(y)=g_{0} y$.

From $G(x \circ n)=F(x) \circ H(n)$, we get $g_{0} x n+g_{0} A x^{\alpha} n^{\beta}+g_{0} B x^{\beta} n^{\alpha}=x H(n)+$ $A x^{\alpha} H(n)^{\beta}+B x^{\beta} H(n)^{\alpha}$.

This implies $H(n)=g_{0} n, g_{0} n^{\beta}=H(n)^{\beta}$ and $g_{0} n^{\alpha}=H(n)^{\alpha}$.
Assume now $2 a=2 b \bmod r$ and $g_{t}=0$ for $t \neq 0, a$, or $b$. Since $b-a \neq 0, a$, or $b$ $\bmod r$, then $g_{b-a}=0$ and $g_{a-b}=0$. So from (3.23) and (3.24) we get

$$
\begin{equation*}
H(n)=g_{0} n+g_{-a} A^{p^{-a}} n^{p^{b-a}}+g_{-b} B^{p^{-b}} n^{p^{a-b}} \tag{3.26}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
A H(n)^{\beta}=g_{a} n^{p^{a}}+g_{0} A n^{p^{b}}+g_{a-b} B^{p^{a-b}} n^{p^{b}}=g_{a} n^{p^{a}}+g_{0} A n^{p^{b}} \text { since } g_{a-b}=0 . \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
B H(n)^{\alpha}=g_{b} n^{p^{b}}+g_{b-a} A^{p^{b-a}} n^{p^{a}}+g_{0} B n^{p^{a}}=g_{b} n^{p^{b}}+g_{0} B n^{p^{a}} \text { since } g_{b-a}=0 . \tag{3.28}
\end{equation*}
$$

Now assume $2 a=2 b$ and $-b=a \bmod r$ (i.e. $\alpha \beta=1$ and $\alpha^{4}=1$ ).

From equation (3.26) we get

$$
\begin{align*}
H(n) & =g_{0} n+g_{-a} A^{p^{-a}} n^{p^{b-a}}+g_{-b} B^{p^{-b}} n^{p^{a-b}} \\
& =g_{0} n+g_{b} A^{p^{b}} n^{p^{2 b}}+g_{a} B^{p^{a}} n^{p^{2 a}} . \tag{3.29}
\end{align*}
$$

From equation (3.27)

$$
\begin{align*}
A H(n)^{\beta} & =g_{a} n^{\alpha}+g_{0} A n^{\beta} \\
& =A\left(g_{0} n+g_{b} A^{p^{b}} n^{p^{2 b}}+g_{a} B^{p^{a}} n^{p^{2 a}}\right)^{\beta} \text { from (3.29) }  \tag{3.30}\\
& =A g_{0}^{\beta} n^{\beta}+A\left(g_{b} A^{\beta} n^{\beta^{2}}+g_{a} B^{\alpha} n^{\alpha^{2}}\right)^{\beta} \\
& =A g_{0}^{\beta} n^{\beta}+A\left(g_{b} A^{\beta}\right)^{\beta} n^{\alpha}+A\left(g_{a} B^{\alpha}\right)^{\beta} n^{\alpha}
\end{align*}
$$

This implies

$$
\begin{equation*}
g_{a}=A\left(g_{b} A^{\beta}+g_{a} B^{\alpha}\right)^{\beta} \text { and } g_{0}=g_{0}^{\beta} \tag{3.31}
\end{equation*}
$$

From (3.28)

$$
\begin{aligned}
B H(n)^{\alpha}= & g_{b} n^{\beta}+g_{0} B n^{\alpha} \\
& =B\left(g_{0} n+g_{b} A^{p^{b}} n^{p^{2 b}}+g_{a} B^{p^{a}} n^{p^{2 a}}\right)^{\alpha} \text { from (3.29) } \\
& =B g_{0}^{\alpha} n^{\alpha}+B\left(g_{b} A^{\beta} n^{\beta^{2}}+g_{a} B^{\alpha} n^{\alpha^{2}}\right)^{\alpha} \\
& =B g_{0}^{\alpha} n^{\alpha}+B\left(g_{b} A^{\beta}+g_{a} B^{\alpha}\right)^{\alpha} n^{\beta}
\end{aligned}
$$

This implies

$$
\begin{equation*}
g_{b}=B\left(g_{b} A^{\beta}+g_{a} B^{\alpha}\right)^{\alpha} \text { and } g_{0}=g_{0}^{\alpha} . \tag{3.32}
\end{equation*}
$$

Since $2 a \neq 0, a$, or $b \bmod r$ by taking $t=2 a$ in (3.25) we get

$$
g_{2 a} n^{p^{2 a}}+g_{a} A^{p^{a}} n^{p^{b+a}}+g_{2 a-b} B^{p^{2 a-b}} n^{p^{3 a-b}}=0 .
$$

Hence $g_{2 a} n^{p^{2 a}}+g_{a} A^{p^{a}} n^{p^{-a+a}}+g_{2 a+a} B^{p^{2 a+a}} n^{p^{3 a+a}}=0$, since $-\mathrm{b}=\mathrm{a}$.
Therefore $g_{2 a} n^{p^{2 a}}+g_{a} A^{p^{a}} n+g_{b} B^{p^{b}} n=0$, since $3 a=b$ and $4 a=0$. Thus $g_{2 a} n^{\alpha^{2}}+g_{a} A^{\alpha} n+g_{b} B^{\beta} n=0$.

The coefficient of $n^{\alpha^{2}}$ has to be 0 ; hence,

$$
g_{a} A^{\alpha}+g_{b} B^{\beta}=0 .
$$

Solving for $g_{b}$ we get

$$
g_{b}=-\frac{g_{a} A^{\alpha}}{B^{\beta}} .
$$

Now substituting this on equation (3.31) we get

$$
\begin{aligned}
& g_{a}=A\left(g_{b} A^{\beta}+g_{a} B^{\alpha}\right)^{\beta} \\
& =A\left(-\frac{g_{a} A^{\alpha}}{B^{\beta}} A^{\beta}+g+a B^{\alpha}\right)^{\beta} ; g_{0}=g_{0}^{\beta} \\
= & A\left(\frac{B^{\alpha} B^{\beta}-A^{\alpha} A \beta}{B^{\beta}}\right)^{\beta} g_{a}^{\beta} \\
= & -A\left(\frac{C}{B^{\beta}}\right) g_{a}^{\beta} ; \text { where } C=A^{\alpha} A^{\beta}-B^{\alpha} B^{\beta} . \\
= & v g_{a}^{\beta} ; \text { where } v=-A\left(\frac{C}{B^{\beta}}\right)^{\beta}
\end{aligned}
$$

and equation (3.32) becomes:

$$
\begin{aligned}
-\frac{g_{a} A^{\alpha}}{B^{\beta}} & =B\left(-\frac{g_{a} A^{\alpha}}{B^{\beta}} A^{\beta}+g_{a} B^{\alpha}\right)^{\alpha} ; g_{0}=g_{0}^{\alpha} \\
& =-B g_{a}^{\alpha}\left(\frac{A^{\alpha} A^{\beta}-B^{\alpha} B^{\beta}}{B^{\beta}}\right)^{\alpha} \\
& =-B g_{a}^{\alpha}\left(\frac{C}{B^{\beta}}\right)^{\alpha}, \text { where } C=A^{\alpha} A^{\beta}-B^{\alpha} B^{\beta} .
\end{aligned}
$$

Rearranging this equation we get:

$$
\begin{aligned}
g_{a} & =\frac{B^{\beta}}{A^{\alpha}} B g_{a}^{\alpha}\left(\frac{C}{B^{\beta}}\right)^{\alpha} \\
& =\frac{B^{\beta}}{A^{\alpha}} B g_{a}^{\alpha}\left(\frac{C^{\alpha}}{B^{\beta} \alpha}\right) \\
& =\frac{B^{\beta}}{A^{\alpha}} B g_{a}^{\alpha}\left(\frac{C^{\alpha}}{B}\right) ; \text { since } \alpha \beta=1 \\
& =\frac{B^{\beta}}{A^{\alpha}} g_{a}^{\alpha} C^{\alpha} \\
& =w g_{a}^{\alpha} ; \text { where } w=B^{\beta}\left(\frac{C}{A}\right)^{\alpha}
\end{aligned}
$$

From here we get $g_{a}^{\beta}=w^{\beta} g_{a}^{\alpha \beta}=w^{\beta} g_{a}$ and $g_{a}=v w^{\beta} g_{a}$.
Now,

$$
\begin{aligned}
1 & =v w^{\beta} \\
& =-A\left(\frac{C}{B^{\beta}}\right)^{\beta}\left(B^{\beta}\left(\frac{C}{A}\right)^{\alpha}\right)^{\beta} \\
& =-A\left(\frac{C}{B^{\beta}}\right)^{\beta} B^{\beta^{2}}\left(\frac{C^{\alpha \beta}}{A^{\alpha \beta}}\right) \\
& =-A\left(\frac{C^{\beta}}{B^{\beta^{2}}}\right) B^{\beta^{2}}\left(\frac{C}{A}\right) ; \text { since } \alpha \beta=1 \\
& =-C^{\beta} C, \text { if } g_{a} \neq 0 .
\end{aligned}
$$

This implies

$$
C C^{\alpha}=-1
$$

Conversely, since $F(x)=x$, the line $\mathcal{O} U$ is fixed pointwise. Thus $U V$ and $\mathcal{O} V$ are fixed lines and the only point they have in common is $V=(\infty)$. Thus we have a homology with center $V$ and axis $\mathcal{O} U$.

### 3.2.2 The Nuclei of $\mathcal{S}$

Recall that the nuclei of a semifield measure degrees of associativity. In the next theorem we give the order of the nuclei of the semifields under consideration.

Theorem 3.7. Let $\pi=\pi(K, \alpha, \beta, A, B)$ be a semifield plane. Assume that $\alpha^{3} \neq 1$ if $\alpha \beta=1$. Let $\mathcal{S}$ be a semifield that coordinatizes $\pi$. Then the order of the middle nucleus of $\mathcal{S}$ is $p^{(r, b-a)}$. The left and right nuclei have the same order $p^{(r, a, b)}$ where $(n, m)=\operatorname{gcd}(n, m)$, except when $a^{4}=1, \alpha \beta=1$, and $g_{a} \neq 0$ in the above theorems.

Proof. By Theorem 8.2 in [19] $\mathcal{N}_{m}^{\times}$is isomorphic to $\Pi_{(U, \mathcal{O} V)}$, the group of homologies with axis $\mathcal{O} V$ and center $U$. By Theorem(3.4), the coefficients of the mappings $F, G, H$ are the $c \in K$ where $c \neq 0, c^{\alpha}=c^{\beta}$. Thus $c^{p^{a}}=c^{p^{b}}$. From this we get $1=c^{p^{a}\left(p^{b-a}-1\right)}$. So the order of $\Pi_{(U, \mathcal{O} V)}$ must divide $p^{b-a}-1$. Now, since $K^{*}$ is cyclic and is of order $p^{r}-1$, then the order of $\Pi_{(U, \mathcal{O})}$ must also divide $p^{r}-1$, since $\Pi_{(U, O V)}$ is isomorphic to the multiplicative group of the middle nucleus and this is a subgroup of the whole multiplicative group. Thus the order of $\Pi_{(U, \mathcal{O} V)}$ is $p^{s}-1$, where $s=\operatorname{gcd}(r, b-a)$.

The arguments for the left and right nuclei are similar. For each of these, the order of the corresponding isomorphic homology group is equal to the number of c's in $K$, where $c \neq 0$, such that $c^{\alpha}=c^{\beta}=c$. From this relationship we get, $c^{p^{a}}=c^{p^{b}}=c$, therefore $c^{p^{a}-1}=1$ and similarly $c^{p^{b}-1}=1$. Thus the order of the corresponding
homology groups divide both $p^{a}-1$ and $p^{b}-1$. Now since the group of homologies with center $\mathcal{O}$ and axis $U V$ (respectively, center $V$ and axis $\mathcal{O} U$ ) is isomorphic to the multiplicative group of the right(left) nucleus and the multiplicative group of the right(left) nucleus is a subgroup of the multiplicative group $K^{*}$, then the order of the corresponding homology group will divide the order of $K^{*}$. Therefore the order is $p^{s}-1$, where $s=\operatorname{gcd}(r, a, b)$.

Now we apply these results to some specific examples.

### 3.3 Examples

Examples of semifields $S(K, \alpha, \beta, A, B)$ for different fields $K=G F\left(p^{n}\right)$ were found using a computer program. In Table 3.1, we list the parameters that yield semifields with the product under study. In the table $\gamma$ is a primitive element in $K$, that is, $\gamma$ is a generator of the multiplicative group $K^{\times}$. For all the orders under study this is not a complete listing, but for $3^{4}, 3^{5}$, and $3^{6}$, with the exception of a change in primitive elements, this is an exhaustive list. Of the fields of small order we investigated no parameters were found to yield semifields over $G F\left(3^{7}\right), G F\left(3^{9}\right), G F\left(3^{10}\right), G F\left(5^{7}\right)$, $G F\left(5^{9}\right), G F\left(5^{10}\right), G F\left(7^{7}\right), G F\left(11^{5}\right), G F\left(13^{5}\right)$.

Note that for any pre-semifield with the product $x \circ y=x y+A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}$, if $\alpha^{3}=1$ when $\alpha \beta=1$, then the corresponding semifield is a generalized twisted field. Since the semifields corresponding to rows $\# 14,18,20$ and 22 in Table 3.1 have $\alpha^{3}=1$ when $\alpha \beta=1$ they are generalized twisted fields.

The semifields corresponding to rows $\# 1,2,3,4,9,10,11,15,16,17,19,21$, and 23 have $\alpha^{3}=1$ when $\alpha \beta=1$. Of these, the semifields corresponding to rows $\# 1,2,3,4,11,16$, and 23 have $C C^{\alpha}=-1$, so $g_{a} \neq 0$ for these. For the semifields

Table 3.1. Parameters for the Semifields Under Study

| $\#$ | Prime | Power | $a$ | $b$ | $u$ | $v$ | Irreducible Polynomial for $\gamma$ |
| :---: | :---: | :---: | :---: | :--- | :--- | :---: | :--- |
| 1 | 3 | 4 | 1 | 3 | 0 | 10 | $x^{4}+2 x+2$ |
| 2 | 3 | 4 | 1 | 3 | 0 | 14 | $x^{4}+2 x+2$ |
| 3 | 3 | 4 | 1 | 3 | 0 | 2 | $x^{4}+2 x^{3}+2$ |
| 4 | 3 | 4 | 1 | 3 | 0 | 6 | $x^{4}+2 x^{3}+2$ |
| 5 | 3 | 5 | 2 | 4 | 0 | 11 | $x^{5}+2 x+1$ |
| 6 | 3 | 5 | 2 | 4 | 1 | 10 | $x^{5}+2 x+1$ |
| 7 | 3 | 5 | 2 | 4 | 1 | 21 | $x^{5}+2 x+1$ |
| 8 | 3 | 6 | 1 | 3 | 1 | 13 | $x^{6}+x+2$ |
| 9 | 3 | 8 | 2 | 6 | 0 | 28 | $x^{8}+2 x^{3}+2$ |
| 10 | 3 | 12 | 3 | 9 | 0 | 82 | $x^{12}+2 x^{4}+2 x^{3}+2 x^{2}+x+2$ |
| 11 | 5 | 4 | 1 | 3 | 2 | 6 | $x^{4}+4 x^{2}+4 x+3$ |
| 12 | 5 | 5 | 3 | 4 | 2 | 20 | $x^{5}+4 x+3$ |
| 13 | 5 | 6 | 3 | 5 | 1 | 97 | $x^{6}+3 x+3$ |
| 14 | 5 | 6 | 2 | 4 | 0 | 24 | $x^{6}+3 x+3$ |
| 15 | 5 | 8 | 2 | 6 | 0 | 0 | $x^{8}+4 x^{2}+4 x+3$ |
| 16 | 7 | 4 | 1 | 3 | 0 | 6 | $x^{4}+6 x^{2}+4 x+5$ |
| 17 | 7 | 4 | 1 | 3 | 2 | 18 | $x^{4}+6 x^{2}+4 x+5$ |
| 18 | 7 | 6 | 2 | 4 | 0 | 48 | $x^{6}+6 x^{2}+4 x+5$ |
| 19 | 11 | 4 | 1 | 3 | 0 | 54 | $x^{4}+6 x+8$ |
| 20 | 11 | 6 | 2 | 4 | 0 | 120 | $x^{6}+4 x^{2}+7 x+8$ |
| 21 | 13 | 4 | 1 | 3 | 0 | 56 | $x^{4}+12 x^{2}+9 x+11$ |
| 22 | 13 | 6 | 2 | 4 | 0 | 168 | $x^{6}+11 x^{2}+9 x+11$ |
| 23 | 17 | 4 | 1 | 3 | 0 | 16 | $x^{4}+16 x^{2}+11 x+14$ |

corresponding to rows $\# 9,10,15,17,19$, and $21, C C^{\alpha} \neq-1$ which implies $g_{a}=0$. In these cases the homologies are of the first forms given in Theorems 3.4, 3.5, and 3.6. So the order of the middle nucleus is $p^{(r, b-a)}=p^{(4 a, 3 a-a)}=p^{2 a}$. The left and right nuclei are of order $p^{(r, a, b)}=p^{(4 a, a, 3 a)}=p^{a}$. Thus the semifield as a vector space over its nuclei has dimension 4 over its left and right nuclei and dimension 2 over its middle nucleus. It should be noted that all of the $p$-primitive semifields of order $p^{4}$ with right nucleus isomorphic to the left nucleus have been characterized by Cordero in [8]-[11]. However, for the semifields of order $p^{4}$ in Table 3.1 the left and right nucleus are not
isomorphic. In [13] Cordero and Figueroa proved explicitly that all of the semifields of order $3^{4}$ with the product under study are generalized twisted fields.

It remains to look at the semifields corresponding to rows $\# 5,6,7,8,12$, and 13. For these we show that they are not generalized twisted fields. All of the autotopisms of these semifields are of the form found in Theorem 3.3. First let $G(y)=d y^{\theta}$ and $F(x)=c x^{\theta}$. Recall $H(n)=\frac{d}{c} n^{\theta}$. Since $c$ and $d$ are in $K$, and $\gamma$ generates the multiplicative group $K^{\times}$, there exist positive integers $k$ and $j$ such that $c=\gamma^{k}$ and $d=\gamma^{j}$. Using the equations from Theorem 3.3, that is, $d c^{\beta} A^{\theta}=A c^{\alpha} d^{\beta}$ and $d c^{\alpha} B^{\theta}=B c^{\beta} d^{\alpha}$, we have the values for k and j given in Table 3.2. In this table, the first column gives the corresponding row in Table 3.1. For the first four rows in Table 3.2, $t$ can be 0 or 1 and for the remaining rows $0 \leq t \leq 3$. When $\theta=1$ and $t=0, s_{0}$ gives the values of $c$ and $d$ that define an autotopism of order a $p-$ primitive divisor of $p^{n}-1$.

Table 3.2. Values for powers of $\gamma$

| $\#$ | $k$ | $j$ | range of $s$ | $s_{0}$ |
| :---: | :---: | :---: | :---: | :---: |
| 5 | $\frac{7(\theta-1)}{2}+11 s$ | $\frac{\theta-1}{8}+143 s+121 t$ | $1 \leq s \leq 22$ | 12 |
| 6 | $18(\theta-1)+11 s$ | $\frac{83(\theta-1)}{4}+143 s+121 t$ | $1 \leq s \leq 22$ | 12 |
| 7 | $5(\theta-1)+11 s$ | $\frac{113(\theta-1)}{78}+143 s+121 t$ | $1 \leq s \leq 22$ | 12 |
| 8 | $\frac{\theta-1}{2}+13 s$ | $\frac{\theta-1}{2}+572 s+364 t$ | $1 \leq s \leq 56$ | 8 |
| 12 | $\frac{29(\theta-1)}{2}+71 s$ | $\frac{2176(\theta-1)}{2}+1704 s+781 t$ | $1 \leq s \leq 44$ | 24 |
| 13 | $\frac{42(\theta-1)}{4}+93 s$ | $\frac{2641(\theta-1)}{4}+2790 s+3906 t$ | $1 \leq s \leq 168$ | 24 |

Theorem 3.8. The semifields corresponding to the parameters in Table 3.2 are not generalized twisted fields.

Proof. Assume that $\pi(K, \alpha, \beta, A, B)$ is a semifield plane coordinatized by a generalized twisted field. The left and right nuclei of $\pi$ have the same order. From [7], $\mathcal{A}(\pi)$, the full autotopism group of $\pi$, admits a cyclic group that acts transitively on the non vertex points on the line $\mathcal{O} U$. Also from [7], $\mathcal{A}(\pi)$ is a subgroup of $\Gamma L(1, K) \times \Gamma L(1, K)$. Now each pre-semifield under consideration admits an autotopism ( $F_{0}, G_{0}, H_{0}$ ) with $F_{0}(x)=c x$ and $G_{0}(y)=d y$ where $c, d \in K$ have order a $p$-primitive prime divisor of $p^{r}-1$. Since the subgroup generated by this autotopism is normal in $\mathcal{A}(\pi)$, and for a generalized twisted field, Liebler [23] showed the normalizer is all of $\mathcal{A}(\pi)$, then every element in $\mathcal{A}(\pi)$ is of the form given in Theorem 3.3 and is transitive. However, from the table above, we see that none of the elements have order $p^{r}-1$.

By Albert's Isomorphism Theorem in [4], two semifield planes are isomorphic if and only if the semifields that coordinatize them are isotopic. The following theorem gives the conditions for the semifields under study to be isotopic.

Theorem 3.9. Let $(F, G, H)$ be an isotopism of $S(K, \alpha, \beta, A, B)$ onto $S\left(K, \alpha^{\prime}, \beta^{\prime}, A^{\prime}, B^{\prime}\right)$ where $\alpha^{3} \neq 1$ when $\alpha \beta=1$ with $F(x)=c x^{\sigma}, G(y)=d y^{\theta}$ and $H(n)=h n^{\tau}$. Then one of the following must occur:
(i) $\alpha=\alpha^{\prime}, \beta=\beta^{\prime}, A^{\prime}=d^{1-\beta} c^{\beta-\alpha} A^{\theta}$, and $B^{\prime}=d^{\alpha-1} c^{\alpha-\beta} B^{\theta}$.
(ii) $\beta=\alpha^{\prime}, \alpha=\beta^{\prime}, A^{\prime}=d^{1-\alpha} c^{\alpha-\beta} B^{\theta}$, and $B^{\prime}=d^{1-\beta} c^{\beta-\alpha} A^{\theta}$

Proof. Suppose that $S(K, \alpha, \beta, A, B)$ and $S\left(K, \alpha^{\prime}, \beta^{\prime}, A^{\prime}, B^{\prime}\right)$ are isotopic; let $(F, G, H)$ where $F(x)=c x^{\sigma}, G(y)=d y^{\theta}$, and $H(n)=h n^{\tau}$ be an isotopism between them. Then

$$
G(x \circ n)=F(x) \circ^{\prime} H(n)
$$

Therefore, $G\left(x n+A x^{\alpha} n^{\beta}+B x^{\beta} n^{\alpha}\right)=F(x) H(n)+A^{\prime} F^{\alpha^{\prime}}(x) H^{\beta^{\prime}}(n)+B^{\prime} F^{\beta^{\prime}}(x) H^{\alpha^{\prime}}(n)$ and $d x^{\theta} n^{\theta}+d A^{\theta} x^{\alpha \theta} n^{\beta \theta}+d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=c x^{\sigma} h n^{\tau}+A^{\prime}\left(c x^{\sigma}\right)^{\alpha^{\prime}}\left(h n^{\tau}\right)^{\beta^{\prime}}+B^{\prime}\left(c x^{\sigma}\right)^{\beta^{\prime}}\left(h n^{\tau}\right)^{\alpha^{\prime}}$

$$
\begin{aligned}
& d x^{\theta} n^{\theta}+d A^{\theta} x^{\alpha \theta} n^{\beta \theta}+d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=c x^{\sigma} h n^{\tau}+A^{\prime} c^{\alpha^{\prime}} x^{\sigma \alpha^{\prime}} h^{\beta^{\prime}} n^{\tau \beta^{\prime}}+B^{\prime} c^{\beta^{\prime}} x^{\sigma \beta^{\prime}} h^{\alpha^{\prime}} n^{\tau \alpha^{\prime}} \\
& d x^{\theta} n^{\theta}+d A^{\theta} x^{\alpha \theta} n^{\beta \theta}+d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=c h x^{\sigma} n^{\tau}+A^{\prime} c^{\alpha^{\prime}} h^{\beta^{\prime}} x^{\sigma \alpha^{\prime}} n^{\tau \beta^{\prime}}+B^{\prime} c^{\beta^{\prime}} h^{\alpha^{\prime}} x^{\sigma \beta^{\prime}} n^{\tau \alpha^{\prime}} \\
& E_{1}+E_{2}+E_{3}=E_{4}+E_{5}
\end{aligned}
$$

We now check the different possibilities for this to be true.

$$
E_{1}=E_{4}, E_{2}=E_{5}, E_{3}=E_{6}
$$

For this case we have $d x^{\theta} n^{\theta}=c h x^{\sigma} n^{\tau}, d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=A^{\prime} c^{\alpha^{\prime}} h^{\beta^{\prime}} x^{\sigma \alpha^{\prime}} n^{\tau \beta^{\prime}}$, and $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=B^{\prime} c^{\beta^{\prime}} h^{\alpha^{\prime}} x^{\sigma \beta^{\prime}} n^{\tau \alpha^{\prime}}$. So $\theta=\sigma$ and $\theta=\tau$. From the first equation we have $d=c h$ which implies $h=\frac{d}{c}$. By replacing $\tau$ and $\sigma$ with $\theta$, we get $x^{\alpha \theta}=x^{\alpha^{\prime} \theta}$ which implies that $\alpha \theta=\alpha^{\prime} \theta$; hence $\alpha=\alpha^{\prime}$. Similarly $n^{\beta \theta}=n^{\beta^{\prime} \theta}$ implies $\beta=\beta^{\prime}$.

From the coefficients of the second and third equations, we get:

$$
\begin{aligned}
d A^{\theta} & =A^{\prime} c^{\alpha^{\prime}} h^{\beta^{\prime}} \\
\frac{d A^{\theta}}{c^{\alpha^{\prime}} h^{\prime}} & =A^{\prime} \\
\frac{d A^{\theta}}{c^{\alpha} h^{\beta}} & =A^{\prime} \\
\frac{d A^{\theta}}{c^{\alpha} h^{\beta}} & =A^{\prime}
\end{aligned}
$$

$$
\begin{aligned}
\frac{d A^{\theta}}{c^{\alpha}\left(\frac{d}{c}\right)^{\beta}} & =A^{\prime} \\
d^{1-\beta} c^{\beta-\alpha} A^{\theta} & =A^{\prime}
\end{aligned}
$$

and

$$
\begin{aligned}
d B^{\theta} & =B^{\prime} c^{\beta^{\prime}} h^{\alpha^{\prime}} \\
\frac{d B^{\theta}}{c^{\beta^{\prime}} h^{\alpha^{\prime}}} & =B^{\prime} \\
\frac{d B^{\theta}}{c^{\beta} h^{\alpha}} & =B^{\prime} \\
\frac{d B^{\theta}}{c^{\beta}\left(\frac{d}{c}\right)^{\alpha}} & =B^{\prime} \\
d^{1-\alpha} c^{\alpha-\beta} B^{\theta} & =B^{\prime}
\end{aligned}
$$

$$
\underline{E_{1}=E_{4}, E_{2}=E_{6}, E_{3}=E_{5}}
$$

For this case we have $d x^{\theta} n^{\theta}=c h x^{\sigma} n^{\tau}, d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=B^{\prime} c^{\beta^{\prime}} h^{\alpha^{\prime}} x^{\sigma \beta^{\prime}} n^{\tau \alpha^{\prime}}$, and $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=A^{\prime} c^{\alpha^{\prime}} h^{\beta^{\prime}} x^{\sigma \alpha^{\prime}} n^{\tau \beta^{\prime}}$. Thus $\theta=\sigma$ and $\theta=\tau$. From the first equation we have $d=c h$ which implies $h=\frac{d}{c}$. By replacing $\tau$ and $\sigma$ with $\theta$, we get $x^{\alpha \theta}=x^{\beta^{\prime} \theta}$ which implies that $\alpha \theta=\beta^{\prime} \theta$; hence $\alpha=\beta^{\prime}$. Similarly $n^{\beta \theta}=n^{\alpha^{\prime} \theta}$ implies $\beta=\alpha^{\prime}$.

From the coefficients of the second and third equations, we have

$$
\begin{aligned}
d B^{\theta} & =A^{\prime} c^{\alpha^{\prime}} h^{\beta^{\prime}} \\
\frac{d B^{\theta}}{c^{\alpha^{\prime}} h^{\beta^{\prime}}} & =A^{\prime} \\
\frac{d B^{\theta}}{c^{\beta} h^{\alpha}} & =A^{\prime} \\
\frac{d B^{\theta}}{c^{\beta} h^{\alpha}} & =A^{\prime} \\
\frac{d B^{\theta}}{c^{\beta}\left(\frac{d}{c}\right)^{\alpha}} & =A^{\prime} \\
d^{1-\alpha} c^{\alpha-\beta} B^{\theta} & =A^{\prime}
\end{aligned}
$$

and

$$
\begin{aligned}
d A^{\theta} & =B^{\prime} c^{\beta^{\prime}} h^{\alpha^{\prime}} \\
\frac{d A^{\theta}}{c^{\beta^{\prime}} h^{\prime}} & =B^{\prime} \\
\frac{d A^{\theta}}{c^{\alpha} h^{\beta}} & =B^{\prime} \\
\frac{d A^{\theta}}{c^{\alpha}\left(\frac{d}{c}\right)^{\beta}} & =B^{\prime} \\
d^{1-\beta} c^{\beta-\alpha} A^{\theta} & =B^{\prime}
\end{aligned}
$$

$\underline{E_{1}=E_{5}, E_{2}=E_{4}, E_{3}=E_{6}}$
In this case we have $d x^{\theta} n^{\theta}=A^{\prime} c^{\alpha^{\prime}} h^{\beta^{\prime}} x^{\sigma \alpha^{\prime}} n^{\tau \beta^{\prime}}, d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=c h x^{\sigma} n^{\tau}$, and $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=B^{\prime} c^{\beta^{\prime}} h^{\alpha^{\prime}} x^{\sigma \beta^{\prime}} n^{\tau \alpha^{\prime}}$. From these equations we get: $\theta=\sigma \alpha^{\prime}, \theta=\tau \beta^{\prime}$, $\alpha \theta=\sigma, \beta \theta=\tau, \beta \theta=\sigma \beta^{\prime}$, and $\alpha \theta=\tau \alpha^{\prime}$. From these we get $\theta=\alpha \theta \alpha^{\prime}$ which implies $1=\alpha \alpha^{\prime}$. Hence $\alpha^{-1}=\alpha^{\prime}$. Similarly we get $\beta^{-1}=\beta^{\prime}$. Now $\alpha \theta=\tau \alpha^{-1}$, so $\alpha^{2}=\tau \theta^{-1}$. This gives $\alpha^{2}=\beta \theta \theta^{-1}$ so, $\alpha^{2}=\beta$. Also, $\beta \theta=\sigma \beta^{-1}$, so $\beta^{2}=\sigma \theta^{-1}$. This gives $\beta^{2}=\alpha \theta \theta^{-1}$ so, $\beta^{2}=\alpha$. Since $\alpha^{2}=\beta$ and $\beta^{2}=\alpha$, we get $\alpha^{3}=1$ when $\alpha \beta=1$. By the stated assumption this cannot happen.

$$
\underline{E_{1}=E_{5}, E_{2}=E_{6}, E_{3}=E_{4}}
$$

In this case $d x^{\theta} n^{\theta}=A^{\prime} c^{\alpha^{\prime}} h^{\beta^{\prime}} x^{\sigma \alpha^{\prime}} n^{\tau \beta^{\prime}}, d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=B^{\prime} c^{\beta^{\prime}} h^{\alpha^{\prime}} x^{\sigma \beta^{\prime}} n^{\tau \alpha^{\prime}}$, and $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=\operatorname{ch} x^{\sigma} n^{\tau}$. From the powers on the variables, we get $\theta=\sigma \alpha^{\prime}, \theta=\tau \beta^{\prime}$, $\alpha \theta=\sigma \beta^{\prime}, \beta \theta=\tau \alpha^{\prime}, \beta \theta=\sigma$, and $\alpha \theta=\tau$. From here we get $\theta=\beta \theta \alpha^{\prime}$ and thus $\beta^{-1}=\alpha^{\prime}$. Also $\theta=\alpha \theta \beta^{\prime}$ so $\alpha^{-1}=\beta^{\prime}$. Moreover, $\alpha \theta=\beta \theta \beta^{\prime}$; hence $\alpha \beta^{-1}=\beta^{\prime}$. and $\beta \theta=\alpha \theta \alpha^{\prime}$ so $\beta \alpha^{-1}=\alpha^{\prime}$. From here we get $\alpha=\beta^{2}$ and $\beta^{2}=\alpha$. These last two relationships lead to $\alpha^{3}=1$ when $\alpha \beta=1$. Therefore this case is not possible.

$$
\underline{E_{1}=E_{6}, E_{2}=E_{4}, E_{3}=E_{5}}
$$

In this case $d x^{\theta} n^{\theta}=B^{\prime} c^{\beta^{\prime}} h^{\alpha^{\prime}} x^{\sigma \beta^{\prime}} n^{\tau \alpha^{\prime}}, d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=\operatorname{ch} x^{\sigma} n^{\tau}$, and $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=$ $A^{\prime} c^{\alpha^{\prime}} h^{\beta^{\prime}} x^{\sigma \alpha^{\prime}} n^{\tau \beta^{\prime}}$. From the powers on the variables, we get $\theta=\sigma \beta^{\prime}, \theta=\tau \alpha^{\prime}, \alpha \theta=\sigma$,
$\beta \theta=\tau, \beta \theta=\sigma \alpha^{\prime}$, and $\alpha \theta=\tau \beta^{\prime}$. From these we get $\theta=\beta \theta \alpha^{\prime}$ and thus $\beta^{-1}=\alpha^{\prime}$. Moreover $\theta=\alpha \theta \beta^{\prime}$; hence $\alpha^{-1}=\beta^{\prime}$. Also $\alpha \theta=\beta \theta \beta^{\prime}$ which implies $\alpha \beta^{-1}=\beta^{\prime}$. Therefore $\beta \theta=\alpha \theta \alpha^{\prime}$; hence $\beta \alpha^{-1}=\alpha^{\prime}$. From these we get $\alpha=\beta^{2}$ and $\beta^{2}=\alpha$. These last two relationships lead to $\alpha^{3}=1$ when $\alpha \beta=1$. Therefore this case is not possible.
$\underline{E_{1}=E_{6}, E_{2}=E_{5}, E_{3}=E_{4}}$
In this case $d x^{\theta} n^{\theta}=B^{\prime} c^{\beta^{\prime}} h^{\alpha^{\prime}} x^{\sigma \beta^{\prime}} n^{\tau \alpha^{\prime}}, d A^{\theta} x^{\alpha \theta} n^{\beta \theta}=A^{\prime} c^{\alpha^{\prime}} h^{\beta^{\prime}} x^{\sigma \alpha^{\prime}} n^{\tau \beta^{\prime}}$, and $d B^{\theta} x^{\beta \theta} n^{\alpha \theta}=\operatorname{ch} x^{\sigma} n^{\tau}$. From the powers on the variables, we get $\theta=\sigma \beta^{\prime}, \theta=\tau \alpha^{\prime}$, $\alpha \theta=\sigma \alpha^{\prime}, \beta \theta=\tau \beta^{\prime}, \beta \theta=\sigma$, and $\alpha \theta=\tau$. From these we get $\theta=\beta \theta \beta^{\prime}$ and thus $\beta^{-1}=\beta^{\prime}$. Now, $\theta=\alpha \theta \alpha^{\prime}$ so $\alpha^{-1}=\alpha^{\prime}$. Also $\alpha \theta=\beta \theta \alpha^{\prime}$ so $\alpha \beta^{-1}=\alpha^{\prime}$ and $\beta \theta=\alpha \theta \beta^{\prime}$; hence $\beta \alpha^{-1}=\beta^{\prime}$. From these we get $\alpha=\beta^{2}$ and $\beta^{2}=\alpha$. These last two relationships lead to $\alpha^{3}=1$ when $\alpha \beta=1$. Therefore this case is not possible either.

The cases considered above are the only possibilities to obtain equality in equation (3.33). Hence the result follows.

As evident from Table 3.1 for $G F\left(3^{4}\right), G F\left(3^{5}\right)$, and $G F\left(7^{4}\right)$, we have multiple values of $A$ and $B$ that yield a semifield. This will happen in other cases as well. By using the isotopism theorem, Theorem 3.9, since the values of $\alpha$ and $\beta$ are the same, we can explicitly see which values of A and B give isotopic semifields which would then coordinatize isomorphic planes. For this case, $A^{\prime}=d^{1-\beta} c^{\beta-\alpha} A^{\theta}$, and $B^{\prime}=d^{\alpha-1} c^{\alpha-\beta} B^{\theta}$, so for $G F\left(3^{4}\right), A^{\prime}=d^{1-\beta} c^{\beta-\alpha} A^{\theta}=d^{1-3^{2}} c^{3^{2}-3^{1}}\left(\gamma^{0}\right)^{\theta}=\frac{\left(\gamma^{k}\right)^{6}}{\left(\gamma^{j}\right)^{2}}$.

By letting $k$ and $j$ be 0 , we get $A^{\prime}=\gamma^{2}$. Now using $c=d=\gamma^{6}$, we get $B^{\prime}=d^{\alpha-1} c^{\alpha-\beta} B^{\theta}=B^{\theta}$. By choosing $\theta=3$ we get $B^{\prime}=B^{\theta}=\left(\gamma^{2}\right)^{3}=\gamma^{6}$. Therefore in Table $3.1 \# 3$ and \#4 are isotopic.

Notice that the semifield corresponding to the parameters listed in \#15 is the only semifield that coordinatizes a self dual plane. For a semifield with the product $\circ$, the multiplication of the semifield that coordinatizes the dual plane is $x \circ^{\prime} y=y \circ x$.

Thus a plane will be self dual if $x \circ y=y \circ x$. For the semifields under study we have the following result.

Lemma 3.2. A semifield plane $\pi(K, \alpha, \beta, A, B)$ coordinatized by a semifield with product $x \circ y=x y+A x^{\alpha} y^{\beta}+B x^{\alpha} y^{\beta}$ is self dual if and only if $A=B$. The only self-dual planes $\pi(K, \alpha, \beta, A, B)$ are the generalized twisted field planes.

Proof. A plane is self-dual if $x \circ y=y \circ x$. Therefore we must have $x y+A x^{\alpha} y^{\beta}+$ $B x^{\beta} y^{\alpha}=y x+A y^{\alpha} x^{\beta}+B y^{\beta} x^{\alpha}$. That is, $A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}=A y^{\alpha} x^{\beta}+B y^{\beta} x^{\alpha}$.

Thus either $A x^{\alpha} y^{\beta}=A y^{\alpha} x^{\beta}$ and $B x^{\beta} y^{\alpha}=B y^{\beta} x^{\alpha}$ in which case $\alpha=\beta$, which cannot occur, or $A x^{\alpha} y^{\beta}=B y^{\beta} x^{\alpha}$ and $B x^{\beta} y^{\alpha}=A y^{\alpha} x^{\beta}$ in which case $A=B$. If $A=B$, we get from [7] that $\pi(K, \alpha, \beta, A, B)$ is a generalized twisted field.

### 3.3.1 Semifields from $G F\left(3^{5}\right)$

To begin we find an irreducible polynomial in $G F\left(3^{5}\right)$ over $G F(3)$ and use the polynomial to generate the elements of the pre-semifield. We chose $f(x)=x^{5}+2 x+1$ where $\gamma \in G F\left(3^{5}\right)-G F(3)$ is a root of $f$. Using a computer program it was found that the values for $A, B, a$, and $b$ that give a pre-semifield with product $x \circ y=$ $x y+A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}$ are $A=1, B=\gamma^{11}, a=2$, and $b=4$. For the same irreducible polynomial and the same $\alpha$ and $\beta, A=\gamma$ with $B=\gamma^{10}$ or $A=\gamma$ with $B=\gamma^{21}$ also determine a pre-semifield. For any irreducible polynomial used to generate $G F\left(3^{5}\right)$, these are the only possibilities for pre-semifields. Since $\alpha: x \mapsto x^{p^{a}}=x^{3^{2}}$ and $\beta: x \mapsto x^{p^{b}}=x^{3^{4}}$, then the middle nucleus has order $p^{(r, b-a)}=3^{(5,4-2)}=3^{1}$ by Theorem 3.7. To determine the group of homologies with center $U$ and axis $\mathcal{O} V$, which is isomorphic to the middle nucleus, we find the values of $c \in G F\left(3^{5}\right)$ for which $c^{\alpha}=c^{\beta}, c \neq 0$. These elements are $\gamma^{0}=1$ and $\gamma^{121}$. The right and left nucleus have order $p^{(r, a, b)}=3^{(5,2,4)}=3^{1}$ by Theorem 3.7.

Since all the nuclei are isomorphic to the field $G F(3)$, the center is also $G F(3)$. For the different semifields, the elements of the nuclei and the center are:

For $A=\gamma^{0}, B=\gamma^{11}: 0, \gamma^{216}$, and $\gamma^{95}$ are the elements of the nuclei and center.
For $A=\gamma^{1}, B=\gamma^{10}: 0, \gamma^{131}$, and $\gamma^{10}$ are the elements of the nuclei and center.
For $A=\gamma^{1}, B=\gamma^{21}: 0, \gamma^{107}$, and $\gamma^{228}$ are the elements of the nuclei and center.
For every semifield of order $G F\left(3^{5}\right)$, regardless of the irreducible polynomial used, these are the only choices.

### 3.3.2 Semifields from $G F\left(3^{6}\right)$

To begin we find an irreducible polynomial in $G F\left(3^{6}\right)$ to generate the elements; we chose $f(x)=x^{6}+x+2$. Again a computer program was used to obtain the parameters that define a pre-semifield with the product $x \circ y=x y+A x^{\alpha} y^{\beta}+B x^{\beta} y^{\alpha}$. These values are $A=\gamma, B=\gamma^{13}, a=1$, and $b=3$ and for this particular irreducible polynomial, these are the only values possible.

Since $\alpha: x \mapsto x^{p^{a}}=x^{3^{1}}$ and $\beta: x \mapsto x^{p^{b}}=x^{3^{3}}$, then the middle nucleus has order $p^{(r, b-a)}=3^{(6,3-1)}=3^{2}$. To determine the group of homologies with center $U$ and axis $\mathcal{O} V$, which is isomorphic to the middle nucleus, we find all of the values of $c \in$ $G F\left(3^{6}\right)$ with $c^{\alpha}=c^{\beta}, c \neq 0$. These elements are $\gamma^{0}=1, \gamma^{91}, \gamma^{182}, \gamma^{273}, \gamma^{364}, \gamma^{455}, \gamma^{546}$, $\gamma^{637}$. Together with 0 they form a field isomorphic to $G F\left(3^{2}\right)$. Doing the calculations for the middle nucleus we get that the elements of the middle nucleus are $0, \gamma^{545}, \gamma^{181}, \gamma^{113}, \gamma^{91}, \gamma^{662}, \gamma^{298}, \gamma^{282}, \gamma^{477}$. The multiplication table is given in Table 3.3.

Since $\alpha: x \mapsto x^{p^{a}}=x^{3^{1}}$ and $\beta: x \mapsto x^{p^{b}}=x^{3^{3}}$ the right and left nucleus have order $p^{(r, a, b)}=3^{(6,1,3)}=3^{1}$. To determine the group of homologies with center $\mathcal{O}$ and axis $U V$, which is isomorphic to the right nucleus, we find all the values of $c \in G F\left(3^{6}\right)$ where $c^{\alpha}=c^{\beta}=c, c \neq 0$. These elements are $\gamma^{0}=1, \gamma^{364}$. Along with 0 , they form

Table 3.3. Multiplication Table for Elements of the Middle Nucleus

| $*$ | $\gamma^{545}$ | $\gamma^{646}$ | $\gamma^{662}$ | $\gamma^{477}$ | $\gamma^{181}$ | $\gamma^{282}$ | $\gamma^{298}$ | $\gamma^{113}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma^{545}$ | $\gamma^{545}$ | $\gamma^{646}$ | $\gamma^{662}$ | $\gamma^{477}$ | $\gamma^{181}$ | $\gamma^{282}$ | $\gamma^{298}$ | $\gamma^{113}$ |
| $\gamma^{646}$ | $\gamma^{646}$ | $\gamma^{662}$ | $\gamma^{477}$ | $\gamma^{181}$ | $\gamma^{282}$ | $\gamma^{298}$ | $\gamma^{113}$ | $\gamma^{545}$ |
| $\gamma^{662}$ | $\gamma^{662}$ | $\gamma^{477}$ | $\gamma^{181}$ | $\gamma^{282}$ | $\gamma^{298}$ | $\gamma^{113}$ | $\gamma^{545}$ | $\gamma^{646}$ |
| $\gamma^{477}$ | $\gamma^{477}$ | $\gamma^{181}$ | $\gamma^{282}$ | $\gamma^{298}$ | $\gamma^{113}$ | $\gamma^{545}$ | $\gamma^{646}$ | $\gamma^{662}$ |
| $\gamma^{181}$ | $\gamma^{181}$ | $\gamma^{282}$ | $\gamma^{298}$ | $\gamma^{113}$ | $\gamma^{545}$ | $\gamma^{646}$ | $\gamma^{662}$ | $\gamma^{477}$ |
| $\gamma^{282}$ | $\gamma^{282}$ | $\gamma^{298}$ | $\gamma^{113}$ | $\gamma^{545}$ | $\gamma^{646}$ | $\gamma^{662}$ | $\gamma^{477}$ | $\gamma^{181}$ |
| $\gamma^{298}$ | $\gamma^{298}$ | $\gamma^{113}$ | $\gamma^{545}$ | $\gamma^{646}$ | $\gamma^{662}$ | $\gamma^{477}$ | $\gamma^{181}$ | $\gamma^{282}$ |
| $\gamma^{113}$ | $\gamma^{113}$ | $\gamma^{545}$ | $\gamma^{646}$ | $\gamma^{662}$ | $\gamma^{477}$ | $\gamma^{181}$ | $\gamma^{282}$ | $\gamma^{298}$ |

a field isomorphic to $G F(3)$. Doing the calculations for the right nucleus we get the elements $0, \gamma^{181}, \gamma^{545}$. To determine the group of homologies with center $V$ and axis $\mathcal{O} U$, which is isomorphic to the left nucleus, we find all the values of $c \in G F\left(3^{6}\right)$ where $c^{\alpha}=c^{\beta}=c, c \neq 0$. These elements are $\gamma^{0}=1, \gamma^{364}$. Along with 0 they form a field isomorphic to $G F(3)$. Doing the calculations for the left nucleus we get the elements $0, \gamma^{181}, \gamma^{545}$. Thus the nucleus is $G F(3)$. Based on the order of the nuclei, we conclude that this semifield is not a generalized twisted field because the middle nucleus of a generalized twisted field is of order 3 , not 9 .

The center, which is isomorphic to $G F(3)$, consists of the elements $0, \gamma^{181}$, and $\gamma^{545}$. For every semifield of order $3^{6}$, regardless of the irreducible polynomial used to construct the field $G F\left(3^{6}\right)$, the parameters are $A=\gamma, B=\gamma^{13}, a=1$, and $b=3$.

### 3.4 Autotopism Collineations

Let $\pi=\pi(K, \alpha, \beta, A, B)$ where $K=G F\left(p^{n}\right), p$ prime. We will consider the autotopisms of $\pi$ that fix $V(\infty)$ and $V(0)$. Each autotopism will then have a matrix
of the form $\left(\begin{array}{ll}A & 0 \\ 0 & B\end{array}\right)$ with $A, B \in \mathcal{G}$. Notice that as indicated before, $\pi$ admits an autotopism $g_{0}$ of order $h$ where $h$ is a $p$-primitive prime divisor of $p^{n}-1$.

By the choice of $g_{0}$ and by a basis change in $V \oplus V$ we can assume that

$$
g_{0}=\left(\begin{array}{cc}
T_{0}(\xi) & 0 \\
0 & T_{0}(\eta)
\end{array}\right)
$$

where $\xi$ and $\eta \in K$ and $\xi^{h}=1=\eta^{h}$. Since $\pi$ is not Desarguesian we have $\xi \neq \eta$ and $|\xi|=h=|\eta|$. Cordero and Figueroa [15] showed that since $g_{0}$ is an autotopism of $\pi$ then there exist $a_{0}=1, a_{1}, a_{2}, \ldots, a_{n-1} \in K$ and nonnegative integers $e_{0}=0, e_{1}, \ldots, e_{n-1}$ such that
(i) $M(y)=\left[a_{0} y^{\left(e_{0}\right)}, a_{1} y^{\left(e_{1}\right)}, \ldots, a_{n-1} y^{\left(e_{n-1}\right)}\right]^{t} \in \mathcal{G}$ for $y \neq 0$.
(ii) $\Sigma=\{V(0), V(\infty)\} \cup\left\{V(y) \mid y \in K^{*}\right\}$ is a spread for $\pi$ where
$V(y)=\{((x),(x) M(y)) \mid x \in K\}$.
(iii) $\left(\frac{\eta}{\xi}\right)^{\left(e_{\ell}\right)}=\frac{\eta}{\xi^{(\ell)}}$, for each $\ell, 0 \leq \ell \leq n-1$ such that $a_{\ell} \neq 0$.

From (iii) above we have if $i \neq j$ and $a_{i} \neq 0 \neq a_{j}$, then $e_{i} \neq e_{j}$, otherwise we would have $\frac{\eta}{\xi^{(i)}}=\frac{\eta}{\xi^{(j)}}$ which implies $\xi^{(i)}=\xi^{(j)}$ and since $|\alpha|=h$ and h is a $p$-primitive prime divisor of $p^{n}-1$, then $i=j$.

Let $\mathcal{A}$ the the autotopism group of $\pi$. In [23] Liebler showed that if $\pi$ is a generalized twisted field plane, then the subgroup generated by $g_{0}$ is normal in $\mathcal{A}$. We now look at the normalizer of $\left\langle g_{0}>\right.$ in $\mathcal{A}$.
Theorem 3.10. Let $H=\left\{g=\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right): g \in \mathcal{A}\right.$ and $g$ normalizes $\left.<g_{0}>\right\}$ and let $g \in H$. Then there exist $a, b \in K$ such that $g=\left(\begin{array}{cc}T_{k}(a) & 0 \\ 0 & T_{k}(b)\end{array}\right)$.

For the proof we need the following lemma.

## Lemma 3.3.

(i) $\left(T_{k}(a)\right)^{i}=T_{i k}\left(a_{i}\right)$ where $a_{i}=a a^{(k)} a^{(2 k)} \cdots a^{((i-1) k)}$ and $i k$ is taken modulo $n$.
(ii) $T_{k}(a)^{-1}=T_{n-k}\left(\frac{1}{a^{(n-k)}}\right)$
(iii) $T_{k}(a) T_{\ell}(b)=T_{k+\ell}\left(a^{(\ell)} b\right)$

Proof.
(i) Label the columns and rows of $T_{k}(a)$ by $0,1,2, \ldots n-1$. Consider $T_{k}(a) T_{k}(a)=$ $C$. Since every row and column of $T_{k}(a)$ has only one non-zero element, then the value of the non-zero position in the first column of $C$ is determined by the product of the element in the $s \times k$ position of $T_{k}(a)$ times the element in the $k \times 0$ position of $T_{k}(a)$. The element in the first column of the $T_{k}(a)$ matrix on the left is in row $k$, so the element in the $k^{t h}$ column of matrix $C$ will be in row $k+k=2 k$. The power of the non-zero element corresponds to the column number, so this element in the matrix $T_{k}(a)$ on the left is $a^{(k)}$ in column $k$. Therefore in matrix $C$, the nonzero element is in row $2 k$ and column 0 and will be $a^{(k)} a$. Thus $\left(T_{k}(a)\right)^{2}=T_{2 k}\left(a_{2}\right)$ where $a_{2}=a a^{(k)}$.

Suppose this holds for m , that is, $T_{k}(a)^{m}=T_{m k}\left(a_{m}\right)$ where $a_{m}=a a^{(k)} a^{(2 k)} \ldots a^{((m-1) k)}$. Then $T_{k}(a)^{m+1}=T_{k}(a)^{m} T_{k}(a)=T_{m k}\left(a_{m}\right) T_{k}(a)=T_{t}(c)$. Therefore since $T_{k}(a)$ is again the second matrix, the element in the $t \times k$ position of the first matrix times the element in the $k \times 0$ position of the second matrix will give the element in the first column of the new matrix. The element in the first column of the first matrix is in the $m k^{\text {th }}$ row, so the element in the $k^{t h}$ column will be in row $m k+k=k(m+1)$. The non-zero element from the first matrix in the $k^{t h}$ column is $a_{m}^{(k)}$ and the non-zero element from row $k$ in the second matrix is $a$, so the non-zero element in the first column of the new matrix will be $a_{m}^{(k)} \cdot a$.

Thus the new matrix will be $T_{m k+k}\left(a_{m}^{(k)} a\right)=T_{m(k+1)}\left(\left(a a^{(k)} a^{(2 k)} \cdots a^{((m-1) k)}\right)^{(k)} a\right)$ $=T_{m(k+1)}\left(a^{(k)} a^{(2 k)} a^{(3 k)} \cdots a^{((m-1) k+k)} a\right)=T_{m(k+1)}\left(a a^{(k)} a^{(2 k)} a^{(3 k)} \cdots a^{(m)}\right)$ $=T_{m(k+1)}\left(a_{m+1}\right)$.
(ii) Let $T_{k}(a) T_{l}(b)=T_{0}(1)$ where $T_{0}(1)$ is the identity matrix. We need to find the values of $l$ and $b$ that make this true. Since $T_{k}(a)$ matrices are named for the row $k$ of the non-zero element, $a$, of the first column, we need to determine the element from row 0 and column $l$ of $T_{k}(a)$ and the element from row $l$ and column 0 of $T_{l}(b)$. Then, the element in the first row of $T_{k}(a)$ is $a^{(n-k)}$ and is in column number $n-k$. Thus $l=n-k$. Also, $a^{(n-k)} b=1$, so $b=\frac{1}{a^{(n-k)}}$. Therefore, $T_{k}(a)^{-1}=T_{l}(b)=T_{n-k}\left(\frac{1}{a^{(n-k)}}\right)$.
(iii) Consider the product $T_{k}(a) T_{l}(b)$. Clearly this is of the form $T_{s}(c)$ for some $s \in \mathbb{Z}_{n}$ and some $c \in K$. Then the non-zero element, $c$, will come from the row $s$ and column $l$ of the first matrix $T_{k}(a)$ and row $l$ and column 0 of matrix $T_{l}(b)$. The element in the row $l$ of $T_{k}(a)$ is $a^{(l)}$, so $c=a^{(l)} b$. We then have $s=k+l$ since $a^{(l)}$ is in column $l$ and row $k+l$. This row position from $T_{k}(a)$ defines the row position for $T_{s}(c)$. Therefore, $T_{k}(a) T_{l}(b)=T_{l+k}\left(a^{(l)} b\right)$.

We now provide a proof of Theorem 3.10:
Proof. Let $g=\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right)$ normalize $<g_{0}>$. Then $A^{-1} T_{0}(\xi) A=T_{0}(\xi)^{i}=T_{0}\left(\xi^{i}\right)$ and $B^{-1} T_{0}(\eta) B=T_{0}(\eta)^{j}=T_{0}\left(\eta^{j}\right)$ for some $i, j$.

Using the fact that $A^{-1} T_{0}(\xi) A=T_{0}\left(\xi^{i}\right)$ we get $A=T_{k}(a)$ for some k and $a$. Similarly since $B^{-1} T_{0}(\eta) B=T_{0}\left(\eta^{j}\right)$ we get $B=T_{\ell}(b)$ for some $\ell$ and $b$. If $g \in H \cap \mathcal{A}$ where $\mathcal{A}$ is the autotopism group of $\pi$, then $g^{-1} g_{0} g=\left(\begin{array}{cc}T_{0}\left(\xi^{(k)}\right) & 0 \\ 0 & T_{0}\left(\eta^{(l)}\right)\end{array}\right) \in \mathcal{A}$
and since $g_{0}^{-p^{k}}=\left(\begin{array}{cc}T_{0}\left(\xi^{-p^{k}}\right) & 0 \\ 0 & T_{0}\left(\eta^{-p^{k}}\right)\end{array}\right)$ we will have $g^{-1} g_{0} g g_{0}^{-p^{k}}$ is an autotopism of the form $\left(\begin{array}{cc}I & 0 \\ 0 & T_{0}\left(\eta^{p^{\ell}-p^{k}}\right)\end{array}\right)$ where $I$ is the identity. Since $\pi$ is non-Desarguesian, $\pi$ does not admit an autotopism of the form $\left(\begin{array}{cc}I & 0 \\ 0 & T_{0}(\zeta)\end{array}\right)$ with $|\zeta|=h$. Therefore $\eta^{p^{l}-p^{k}}=1$ and together with $|\eta|=h$ imply $\ell=k$. Therefore the autotopisms of $\pi$ that normalize $<g_{0}>$ are of the form $\left(\begin{array}{cc}T_{k}(a) & 0 \\ 0 & T_{k}(b)\end{array}\right)$.

$$
\begin{aligned}
& \text { Notice that if } g=\left(\begin{array}{cc}
T_{k}(a) & 0 \\
0 & T_{k}(b)
\end{array}\right) \text { is an autotopism of } \pi \text {, then } \\
& V(y)^{g}=g^{-1} V(y) g=\left\{\left((x),(x) T_{k}(a)^{-1} M(y) T_{k}(b)\right) \mid x \in K\right\}
\end{aligned}
$$

is also contained in $\Sigma$. Since

$$
T_{k}(a)^{-1}\left[x_{0}, x_{1}, \ldots, x_{n-1}\right]^{t} T_{k}(a)=\left[x_{0}^{(k)}, \frac{a}{a^{(1)}} x_{1}^{(k)}, \ldots, \frac{a}{a^{(n-1)}} x_{n-1}^{(k)}\right]^{t}
$$

and

$$
T_{k}(a)^{-1} M(y) T_{k}(b)=T_{k}(a)^{-1} M(y) T_{k}(a) T_{k}(a)^{-1} T_{k}(b)
$$

we get that $g$ is an autotopism if and only if

$$
\begin{equation*}
a_{\ell}\left(\frac{b}{a}\right)^{\left(e_{\ell}\right)}=a_{\ell}^{(k)} \frac{b}{a^{(\ell)}} \quad \text { for all } \ell \tag{3.34}
\end{equation*}
$$

### 3.4.1 Example of order $3^{6}$

We study the autotopisms of the semifield $\mathcal{S}=S(K, \alpha, \beta, A, B)$ where $K=$ $G F\left(3^{6}\right)=G F(3)[\gamma]$ with $\gamma^{6}+\gamma+2=0$. The element $\gamma$ has order $3^{6}-1=728=$ $2^{3} \cdot 7 \cdot 13$. The product in $\mathcal{S}$ is given by $x \circ y=x y+\gamma x^{3} y^{27}+\gamma^{13} x^{27} y^{3}$. The corresponding semifield plane admits an autotopism, $g_{0}$ of order 7 , the only 3 -primitive prime divisor of $3^{6}-1$.

First we will look at autotopisms of the form $\left(\begin{array}{cc}T_{0}(a) & 0 \\ 0 & T_{0}(b)\end{array}\right)$. By equation 3.34, we have $\left(\frac{b}{a}\right)^{27}=\frac{b}{a^{3}}$. Thus $b^{26}=a^{24}$ and $b^{2}=a^{-24}$. Therefore $\left(\frac{b}{a^{-12}}\right)^{2}=1$ and $b= \pm a^{-12}$. With $a=\gamma^{r}$ we have $\gamma^{-12 \cdot 26 r}=\gamma^{24 r}$, and $-12 \cdot 26 r \equiv 24 r \bmod \left(2^{3}\right.$. $7 \cdot 13)$ and therefore $13 \mid r$.

Hence $\left(\begin{array}{cc}T_{0}(a) & 0 \\ 0 & T_{0}(b)\end{array}\right)=\left(\begin{array}{cc}T_{0}\left(\gamma^{13 s}\right) & 0 \\ 0 & \pm T_{0}\left(\gamma^{-12 \cdot 13 s}\right)\end{array}\right)$ with $s \in \mathbb{Z}$.
Now we look at the autotopisms of the form $\left(\begin{array}{cc}T_{k}(c) & 0 \\ 0 & T_{k}(d)\end{array}\right)$. From equation 3.34 using $k=1$ we get $\gamma\left(\frac{d}{c}\right)^{27}=\gamma^{3} \frac{d}{c^{3}}$ and $\gamma^{13}\left(\frac{d}{c}\right)^{3}=\gamma^{13 \cdot 3} \frac{d}{c^{27}}$. From this we get $\left(\begin{array}{cc}T_{k}(c) & 0 \\ 0 & T_{k}(d)\end{array}\right)=\left(\begin{array}{cc}T_{1}\left(\gamma \gamma^{-13 s}\right) & 0 \\ 0 & \pm T_{1}\left(\gamma \gamma^{12 \cdot 13 s}\right)\end{array}\right)$ for some $s \in \mathbb{Z}$.

Now let $f_{0}=\left(\begin{array}{cc}T_{0}(1) & 0 \\ 0 & -T_{0}(1)\end{array}\right), f_{1}=\left(\begin{array}{cc}T_{0}\left(\gamma^{13}\right) & 0 \\ 0 & T_{0}\left(\gamma^{-12 \cdot 13}\right)\end{array}\right)$, and $f_{2}=\left(\begin{array}{cc}T_{1}(\gamma) & 0 \\ 0 & T_{1}(\gamma)\end{array}\right)$.

As above let $H$ be the subgroup of $\mathcal{A}$ of all autotopisms that normalize $<g_{0}>$
with $\left|g_{0}\right|=7$. Let $H_{0}=\left\{\left(\begin{array}{cc}T_{0}(a) & 0 \\ 0 & T_{0}(b)\end{array}\right) \in H\right\}$. If $\left(\begin{array}{cc}T_{k}(c) & 0 \\ 0 & T_{k}(d)\end{array}\right) \in H$ and $k \neq 0$, then $\left(\begin{array}{cc}T_{k}(c) & 0 \\ 0 & T_{k}(d)\end{array}\right) f_{2}^{-k} \in H_{0}$, so H is generated by $H_{0}$ and $f_{2}$. Moreover, $\left(\begin{array}{cc}T_{0}(a) & 0 \\ 0 & T_{0}(b)\end{array}\right)=\left(\begin{array}{cc}T_{0}\left(\gamma^{13 s}\right) & 0 \\ 0 & \pm T_{0}\left(\gamma^{-12 \cdot 13 s}\right)\end{array}\right)=f_{0}^{i} f_{1}^{s}$ with $i=0$ or $i=1$. Therefore $H_{0}$ is generated by $f_{0}$ and $f_{1}$. The order of $f_{1}=8 \cdot 7=56$. If $\left.f_{0} \notin<f_{1}\right\rangle$, then $\left|H_{0}\right|=2 \cdot 8 \cdot 7$. If $f_{0} \in<f_{1}>$, then $\left|H_{0}\right|=8 \cdot 7$. In either case, $\left|H_{0}\right| \leq 2 \cdot 8 \cdot 7$. On the other hand, $f_{2}^{6} \in H_{0}$ and since $H_{0}$ is normal in $H,|H|=6\left|H_{0}\right| \leq 6 \cdot 2 \cdot 8 \cdot 7 \leq$ $8 \cdot 7 \cdot 13=3^{6}-1$.

From here it follows that $H$ is not transitive in $\mathcal{O} V, \mathcal{O} U$, or $U V$. Notice that $g_{0}=f_{1}^{8}$ is of order 7 and corresponds to the values of $k$ and $j$ that we found for $G F\left(3^{6}\right)$ in Table 3.2.

We have proven the following result:
Theorem 3.11. Let $K=G F\left(3^{6}\right)=G F(3)[\gamma]$ where $\gamma^{6}+\gamma+2=0$. Let $\mathcal{S}=$ $(K, \alpha, \beta, A, B)=\left(G F\left(3^{6}\right), \alpha, \beta, \gamma, \gamma^{13}\right)$ be the semifield of order $3^{6}$ with product $x \circ y=$ $x y+\gamma x^{3} y^{27}+\gamma^{13} x^{27} y^{3}$ where $x, y \in K$ and let $\mathcal{A}$ be its autotopism group. Let $g_{0}=\left(\begin{array}{cc}T_{0}(\xi) & 0 \\ 0 & T_{0}(\eta)\end{array}\right)$ where $\xi$ and $\eta \in K$ and $\xi^{\top}=1=\eta^{\top}$ and let $\left.H=\mathcal{N}_{\mathcal{A}}\left(<g_{0}\right\rangle\right)$. Then $|H|<3^{6}-1$.
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