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ABSTRACT 

 
DYNAMIC SYSTEM REDUCTION AND FAULT LOCATION IDENTIFICATION USING 

SYNCHROPHASORS 

 

Eithar Nashawati, PhD 

 

The University of Texas at Arlington, 2012 

 

Supervising Professor:  Wei-Jen Lee  

 The advent of the synchronized phasor measurement units’ technology allow for new 

applications to the power systems and improvement of existing applications.  This dissertation 

presents a new method for synchrophasor-assisted fault location.  An initial screening of voltage 

phase angle swing determines the suspect part of the system where the disturbance occurred.  

The system is then reduced to a limited number of buses.  A Positive-sequence voltage-only 

method is then used to provide a better estimation of the exact location of the fault using particle 

swarm optimization.  This method is applied to a large power system in North Texas.  Real-time 

synchrophasor measurement units are used from across the power system to identify the fault 

location.  Results are compared to traditional fault location methods that utilize non-

synchronized current measurements to locate faults.  Several cases are examined and results 

show accurate estimation of the fault location by using the proposed approach. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction to Synchrophasors and Fault Location 

“In 1893, Charles Proteus Steinmetz presented a paper on simplified mathematical 

description of the waveforms of alternating electricity. Steinmetz called his representation a 

phasor.  With the invention of phasor measurement units (PMU) in 1988 by Dr. Arun G. Phadke 

and Dr. James S. Thorp at Virginia Tech, Steinmetz’s technique of phasor calculation evolved 

into the calculation of real time phasor measurements that are synchronized to an absolute time 

reference provided by the Global Positioning System. Early prototypes of the PMU were built at 

Virginia Tech, and Macrodyne built the first PMU (model 1620) in 1992” [1]. 

The advances made in the synchronized phasor measurement unit (PMU) technology 

allow for new applications as well as improvements to existing applications.  Digital relays 

provide an economical source of these measurements since many relay manufacturers include 

PMU capabilities in their relays.  Synchronized measurements of the power system provide 

insightful data that was not visible prior to having PMU technology.  The definition of a 

synchrophasor measurement is provided in IEEE Standard C37.118 and will be discussed in 

the next section.   

New information is included in every PMU sampling data.  In this dissertation, phase 

angle and magnitude of voltage measurements are used to screen PMU data and determine the 

locations of transmission system faults. 

A transmission line short circuit event is the most common disturbance in the 

transmission network.  The fault location problem is of a considerable significance because it 

expedites the restoration of the power system following faults.  If the power system operator can 

1 
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have an immediate estimation of the fault location, then direction can be given to field personnel 

to inspect the suspected area immediately and allow for swift restoration. 

Several methods have been suggested for fault location.  Most new distance 

microprocessor-based relays come with fault location capability.  However, if such a relay is 

available on the faulted circuit, then data from that particular relay terminal will need to be 

extracted and may require trained personnel to examine it.  Other methods require the 

knowledge of current quantities which then must be matched to the data of the short circuit 

model.  This method also requires fault current monitoring on the faulted circuit.  Chapter 2 will 

discuss the major fault location methods in more detail.  

1.2 Synchrophasors Basics   

Synchrophasors, or synchronized phasor measurements, provide means of referring 

the phasor representation of a power system voltage or current to an absolute time reference. 

This absolute reference is provided in the form of a common timing signal by high-

accuracy clocks synchronized to coordinated universal time (UTC) such as the universally used 

global positioning system (GPS) [2]. 

Many devices are capable of providing synchrophasor quantities.  Most common 

devices are stand alone phasor measurement units (PMUs), numerical relays, and meters.  The 

above mentioned devices shall have the capability to be connected to synchronized GPS clocks 

of high accuracy.  The synchronized clock is used as a reference.  Quantities that are recorded 

are analog sinusoidal quantities that have an instantaneous phase angle. 

1.2.1 Definition of a Synchrophasor     

IEEE standard C37.118 provides definition of a synchrophasor.  The synchrophasor 

representation X of a signal x(t) is the complex value given by Equation (1): 

ir jXXX   

j
m eXX )2/(  

)sin)(cos2/(  jXX m                                                                              (1.1) 
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The PMU device has the capability of recording a complex number (possible in 

rectangular or polar format) of the desired quantity represented by a specific timetag.  The 

relationship between the reporting instant and the phasor representation is such that the phase 

angle of the phasor is equal to the angular separation between the reporting time and the peak 

of the sinusoid [2]. 

IEEE standard C37.118 dictates that as in Figure 1 first (solid) waveform, the peak of 

the signal coincides with the timetag yielding the angle measurement of 0, while in the second 

(dashed) waveform of Figure 1.1, the signal crosses zero at the timetag yielding a measurement 

of -90° [2].  

The timetagged recorded quantity of a particular synchrophasor can be compared to 

other timetagged synchrophasor quantities of interest.  This could lead to great enhancements 

in many power system applications.  Recorded quantities can be any power system quantity 

available at the PMU device, such as voltage, current, frequency, active power and reactive 

power.  In the case of numerical device that can process digital quantities, it is possible to 

record instances of digital assertion and de-assertion with respect to the high accuracy 

synchronized time signal.   

3 
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Figure 1.1 Convention for synchrophasor representation 
 

Synchronized phasor measurements are becoming more popular.  More utilities are 

installing PMUs on their systems.  Many utilities are using synchrophasors for display or for 

post-event analysis.  However, it is well recognized in the power engineering society that 

synchrophasors are going to play an increasingly significant role in the future in a wide variety of 

power system applications including wide area measurement networks, monitoring, control, 

event analysis, remedial action schemes, and system protection. 

The location of the installed PMUs should be strategically selected to meet the goal of 

the utility.  Cost is a major factor in deciding about the location of PMU locations.  It is noticed 

that many newer numerical protective relays and meters have this capability built into their 

product, and this may be a cheaper way to get synchrophasor measurements.  However, an 

adequate communication infrastructure must be in place to accommodate retrieval, transmittal, 

alignment and data concentration, processing, and backing-up of the synchrophasor data.  As 

the amount of data retrieved continues to grow, high speed connections provide best option for 
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retrieval of synchrophasor data from different locations.  However, special attention must be 

paid to cyber security threats and constraints.    

1.3 The Fault Location Problem   

Fault location is an important issue for power system operation.  Finding the fault 

location following a fault allows for the quick restoration of the line which saves the utility 

company a significant amount of cost by reducing the number of resources needed to find the 

fault.  Today’s electric transmission systems are operated closer to their limits, and the loss of 

an element could exert extra burden on the grid which may result in a major system issue if 

coupled with other problems.  Clear evidence of this is the Northeast blackout in 2003.   Another 

reason for improving the fault location is minimizing the skill necessary to locate the fault.  It 

could be time consuming to have a highly skilled person closely examine fault records to 

provide information to linemen.  Automatic fault location methods that require no human 

intervention or judgment take precedence.   

For the above reasons, researchers and power system engineers have invested lots of 

time and effort in trying to come up with fault locating methods that are simple, accurate, cost 

effective and dependable.  This has been an interest area for engineers working for utility 

companies as well as protective relay manufacturers. 

Both, traditional and newer methods for fault location are discussed in the next chapter.  

Most recently, researchers have made attempts to utilize synchronized phasor measurement 

units to locate faults and those will be discussed as well. 

1.4 The Proposed Method 

The use of synchronized phasor measurements have been suggested by researchers 

as in [4] and [5].  These methods were examined on small test cases and proven to be 

accurate.  The basis for these methods is the bus impedance matrix.  Calculations of the entire 

bus impedance matrix are not practical for large systems. Several methods exist for extracting 

certain columns and rows of the bus impedance matrix [6, 7].  However, large matrix operations 

are still necessary to achieve this extraction.  Optimization methods are used to fit the fault 
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location parameters to measured parameters.  This can also be mathematically challanging if 

complicated iteration methods are used.   

The proposed method consists of three steps.  Step one identifies the impacted area of 

a large power system based on phase angle measurement.  Step two reduces the system to a 

small number of buses.  Step three applies a positive sequence voltage method and particle 

swarm optimization to identify the fault location.  In the proposed method, the phase angle 

swing method is used to reduce the studied area of the system to a small number of buses, and 

then the bus impedance matrix is calculated for the reduced system.  Because of the reduction 

of the system, fault location search is preformed using a simple optimization method such as 

particle swarm optimization method. 

1.5 Dissertation Outline 

Chapter two provides background material on the fault location methods.  First, a 

review of transmission line modeling is presented.  Next, single-ended impedance based 

techniques are discussed.  This discussion will include the simple reactance method and fault 

location methods with and without source impedance.  Next, multi-ended, synchronized and 

unsynchronized data methods are discussed.  Finally, other fault location techniques are also 

discussed and the discussion is extended to series compensated lines.   

Chapter three is dedicated to providing background information on the optimization 

problem in general and the particle swarm optimization method in particular.  Basic particle 

swarm optimization principles are presented. 

Chapter four discusses the details of the new proposed method, including disturbance-

area identification, system reduction using Gaussian elimination, fault parameter calculations, 

and applying the particle swarm optimization. 

Chapter five discusses the application of the new method to a real power system in 

North and West Texas.  Results of case studies from actual transmission line faults are 

discussed.  The effect of source impedance changes is also considered.  
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Chapter six concludes the dissertation.  It includes concluding remarks, a highlight of 

the dissertation contribution and future work. 

 



  

CHAPTER 2 

FAULT LOCATION METHODS 

2.1 Review of Transmission Line Modeling 

This chapter provides a quick review of the transmission line modeling basics.  

Generally, many power systems books discuss classifications of transmission line lengths.  

Overall [6], 

 A long line is a line of length 150 miles.   

 Medium length lines are lines with 15050  miles.    

 Short length lines are lines with 50 miles. 

The following terms will be used, 

jwlrz   is the line impedance per unit distance (meter) 

jwcgy  is the line shut admittance (to neutral) per unit distance (meter) 

zZ  is the total line impedance 

/yY  is the total line shunt admittance to ground 

Where  is the total line length 

 jlcjwyz  is called the propagation constant 

C

Z
ZC  is the characteristic impedance of the transmission line 

Next we define the  -equivalent circuit model as shown in Figure 2.1, where  

RRS BIAVV                                                                                                         (2.1) 

RRS DICVI                                                                                                         (2.2) 
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Which can be shown as,  
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Figure 2.1 The  -equivalent circuit model of a transmission line 
 

2.1.1 Short Lines 

This is the simplest model where all line shunt admittance to neutral is ignored in the 

model.  This results in the following relationships,  

RRS ZIVV                                                                                                             (2.4) 

RS II                                                                                                                        (2.5) 

It was assumed here that ZZ ' .  This assumption is accepted here 

because 1
sinh









. 

2.1.2 Medium-Length Lines 

In medium-length lines, the shunt admittance becomes considerable.  The model used 

is generally the  -equivalent circuit model but still making the assumptions that ZZ '  

and YY ' .  This is because  

1
sinh
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We obtain the following relationship equations, 

RRS ZIV
ZY

V  )
2

1(                                                                                             (2.6) 

RRS I
ZY

V
ZY

YI )
2

1()
4

1(                                                                               (2.7) 

2.1.3 Long Lines 

To create a simplified model of a long transmission line, the  -equivalent circuit model 

is used but without any simplifications like those made for the medium-length lines.  The 

relationship equations are 

RRS IZV
YZ

V '
''

)
2

1(                                                                                          (2.8) 

RRS I
YZ

V
YZ

YI )
2

1()
4

1(
''''

'                                                                         (2.9) 

For voltage dependent fault location methods, the appropriate line model shall be used.  

It is noticed that in the case of short transmission lines, the voltages are only dependent on the 

line series impedance.  However, for medium-length and long transmission lines, the effect of 

the shunt admittance becomes greater and can result in voltage errors if not modeled correctly. 

2.2 Fault Location Overview 

 The fault location problem is an old problem.  A short circuit event is the most 

common disturbance on the transmission grid.  Faults can be phase-to-ground (most common 

type), phase-to-phase, phase-to-phase-to-ground, three-phase or three-phase-to-ground.  A 

three-phase fault is the rarest type of fault.  Protection Engineers have been researching this 

area for a long time.  Operationally, accurate estimation of the fault location is very valuable.  

The main motivation for improving fault location techniques is the quick restoration of the faulted 

transmission line (in the case of a line lockout), or finding the fault to be able to perform 

maintenance before a temporary fault would come back as permanent fault during a bad time.  

Another reason is the savings resulting from less line inspections.  Moreover, finding faults, 
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even temporary ones, aids in verifying and correcting the short-circuit model used by the utility 

company.  

Different techniques for fault location are discussed in this chapter.  This discussion will 

include “impedance-based” fault location techniques.  Several algorithms have been developed 

under this category.  Most algorithms utilize single or dual-ended voltage and current quantities 

to locate faults.  Single-ended algorithms have been widely examined.  These are simple 

methods.  Typical challenges are fault resistance, load and other simplification assumptions.  If 

source impedance is used, then it is subject to changes due to the power system changes.  

Dual-ended methods do not require knowledge of the system outside of the faulted line, and 

usually include no simplifying assumptions.  However, typical challenges to this type of method 

are communication to both ends of the line, and minimizing or eliminating effects of some 

factors such as fault resistance, current distribution factors and load.  Other techniques include 

synchronized or non-synchronized phasor measurements algorithms.   

In the recent years, utilities have started installing PMU measurements across their 

systems.  However, most utilities still have very few synchrophasor points installed, which limits 

the application development to take advantage of these installations.  Different utilities are 

recording different quantities and at different sampling rates.  Most utilities record voltages but 

may not record currents.  They may record only positive sequence quantities.  Since applying 

PMU information for fault location is still in its beginning stage, voltage-only methods are 

described in this chapter as well.   

2.3 Single-Ended Fault Location Schemes 

Single-ended fault location algorithms are desirable because they do not require 

communication links between the ends of the faulted line.  Only local quantities are utilized in 

such methods.  This makes single-ended methods attractive for application in protective relays 

and single-ended fault locaters.  The need for only one device on the local end makes these 

methods less costly. 

12 



  

Single-ended fault location schemes are generally impedance based schemes.  These 

types of schemes require the measurement of voltage (phase to ground) and current of each 

phase from one end of the faulted circuit to calculate the apparent impedance from that 

terminal.  This type of scheme is widely available in most modern numerical distance protective 

relays.   These methods typically require fault type identification prior to applying the different 

algorithms of fault location.  If the fault resistance is assumed to be zero, we can use one of the 

impedance calculations in Table 2.1 to estimate the fault location [15]. 

 
 

Table 2.1 Simple Impedance equations 
 

Fault Type Positive Sequence Impedance Equation 

LmZ1  

A-ground 
03IkI

V

a

a


 

B-ground 
03IkI

V

b

b


 

C-ground 
03IkI

V

c

c


 

a-b or a-b-g 
ab

ab

I

V
 

b-c or b-c-g 
bc

bc

I

V
 

c-a or c-a-g 
ca

ca

I

V
 

a-b-c 
ab

ab

I

V
or 

bc

bc

I

V
or

ca

ca

I

V
 

 

 

13 



  

Where, 

L

LL

Z

ZZ
k

1

10

3


 , 

LZ0  is the zero-sequence line impedance, 

LZ1  is the positive-sequence line impedance (it is reasonable to assume that positive-

sequence line impedance is the same as negative-sequence line impedance), 

m is the per unit distance to fault (for example: distance to fault in kilometers divided by 

the total line length in kilometers), and 

0I  is the zero-sequence current. 

Figure 2.2 shows the one-line circuit and representation of a line fault [8, 15]. 

VS VR 

 

Figure 2.2 One-line and circuit representation of a line fault 
 

S R m 
ZL 

1-m 

IS IR 

S R 

VS VR 

mZL (1-m)ZL 

IS IR 

ZL 

 ZS  ZR 
 RF 
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Note that to use the equations in Table 2.1, the fault type must be identified.  There are 

several sources for error when using the above simplistic approach.  Errors are a result of 

assumptions and simplifications, or incorrect data.  Some of these error sources are as follows: 

 Pre-fault Load current, and unbalance in the load current. 

 Fault resistance, which can be high especially on distribution circuits. 

 Wrong type of fault is identified. 

 Mutual coupling, especially zero sequence mutual coupling for faults involving 

ground. 

 Model errors. 

 Instrument transformer errors. 

Next section discusses several methods that were developed to eliminate or reduce 

some of these errors.  

2.3.1 Simple Reactance Method 

In the system shown in Figure 2.1, the following assumptions are made 

 The line between S and R is homogenous.  IEEE standard C37.114 defines a 

homogenous line as a transmission line where impedance is distributed uniformly on 

the whole length.   

 ZR and ZS are the Thevenin equivalents of the system at the remote terminals 

(source impedances.) 

 The fault has fault resistance RF.  IF is the fault current. 

 ZL is the line impedance 

SV , the voltage at bus S, can be calculated as   

FFSLS RIImZV                                                                                                 (2.10)   

If we divide both sides of (2.10) by , then the above equation becomes SI

FSFLFSSS RIImZZIV )/(/                                                                        (2.11) 
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FSZ

SF I/

SI

 is the apparent impedance at bus S.  The simple reactance method, as the name 

implies, is only concerned with the imaginary part of the above equation.  Therefore, the second 

term is assumed to be a real number or zero.  This is equivalent to assuming that 

 and  are in phase, , or 

FRI )(

FI 0RI 0FR .   The imaginary part (reactance part) of the above 

equation becomes .  This yields the following distance to the fault. LmX

L

SS

X

IV
m

)/Im(
                                                                                                      (2.12) 

The value or the positive-sequence impedance in the numerator is readily available in 

Table 2.1 for the different types of faults.  Different methods and algorithms used in determining 

the fault type play a very important role in this method.  An error in the fault type identification 

leads to the incorrect estimation of the fault distance. 

The lack of tolerance of the algorithm to fault resistance made it less attractive.  

Because the above method involved assumptions that can not always be met, there is a need 

for another method that eliminates the need for making these kind of assumptions. 

2.3.2 One-Ended Method without Source Impedance 

This method is commonly referred to as the Takagi method.  This method was 

described by T. Takagi with Tokyo Electric Power in 1982.  Since then, many researchers have 

used it as a basis for one-ended fault location methods that do not utilize source impedance.  

Previously, we determined that  

FSFLFSSS RIImZZIV )/(/   

If  and  are not in phase, then is a complex number.  This could 

cause errors in any reactance based fault location method.     

FI SI FSF RII )/(

The Takagi method separates a single phase circuit with a fault into two circuits, a load 

flow component circuit and a fault component circuit.  The load flow component is the pre-fault 
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circuit.  Figure 2.3 shows these equivalent circuits [9].  This figure is the breakdown of the S-

source side of Figure 2.2. 

 

(a)  

 

(b)  

 

(c)  

    Figure 2.3 The Takagi breakdown of a fault circuit.  (a) The single-phase circuit with a fault, 
(b) The load flow component and (c) The fault component 
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Where, 

SFI is the fault-point current from S terminal 

RFI  is the fault-point current from R terminal 

''
SV  is the voltage difference between pre-fault and after-fault voltage 

''
SI  is the current difference between pre-fault and after-fault (fault component current) 

''
SFI  is the fault current from S terminal 

''
RFI  is the fault current from R terminal 

The voltage at bus S, can be calculated as in (2.10)  

FFSLS RIImZV     

If we multiply both sides by the conjugate of , then we get: ''
SI

'*''*''*'
SFFSSLSS IRIIImZIV                                                                                   (2.13) 

Considering the imaginary part only of the above equation  

)Im()Im(.)Im( '*''*''*'
SFFSSLSS IIRIIZmIV                                                         (2.14) 

Solving for the distance we get m

)Im(

)Im(
'*'

'*'

SSL

SS

IIZ

IV
m                                                                                                     (2.15) 

The above is completely accurate if the term has no imaginary part.  This 

is true if the fault component current from S terminal and the fault-point current are in phase.  By 

using the fault component current or “difference” current, the load current effect is eliminated.  

The fault component current from S terminal and the fault-point current are in phase if the 

system is homogenous.  IEEE standard C37.114 defines a homogenous system as a 

transmission system where the local and remote source impedances have the same system 

angle as the line impedance.   

)Im( '*'
SFF IIR
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Takagi suggested a modified equation that compensates for contribution of other 

phases in the same line or phases of other mutually coupled lines.  The compensation is as 

follows (equations shown are for one line, but apply to both lines in the case of mutually coupled 

lines)  

For an A phase to ground fault   

)Im(

)Im(
'*'

'*'

ALA

AA

IV

IV
m



                                                                                                      (2.16) 

Where, 

AV  is the line A phase voltage 

'*'
AI  is the α component of the line A phase current (fault component) 


K

KAKLA IZV )( , K = A, B, C for both mutually coupled lines 

AKZ  is the mutual impedance of A phase and phase K for K=A, B, C 

The above equation can be applied to any phase of the three phases of either line. 

For an A-B phase-to-phase fault (also includes phase-to-phase-to-ground fault and 

three-phase faults) 

)Im(

)Im(
'*'

'*'

ABLAB

ABAB

IV

IV
m                                                                                                     (2.17) 

Where, 

ABV  is the A-B phase-to-phase voltage 

'*'
ABI  is the A-B phase-to-phase current (fault component) 

 
K

KBKAKCCBCABABBBAABAALAB IZZIZZIZZIZZV )()()()(  

                                                                                                                                 (2.18) 

K = A, B, C for the un-faulted mutually coupled line only. 
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A simplification Takagi made in deriving 
)Im(

)Im(
'*'

'*'

SSL

SS

IIZ

IV
m   is  

mm  )tanh(  

Where  is the propagation constant of the transmission line. 

The above simplification is a commonly made assumption for short lines.  This 

simplification is used in lumped-circuit equivalents.   

Takagi compensated for this approximation error as well.  If is the compensated 

fault location, and is the non-compensated then 

newm

m

)3/( 32mmmnew                                                                                              (2.19) 

Where, 

  is the imaginary part of the propagation constant .  Details of how this 

compensa

thod substitutes the zero-

sequen

ce settings will 

be disc

tion factor is derived are discussed in reference [9].  Another error source in this 

method is the effect of the fault current in the overhead ground wire. 

A modified Takagi method is mentioned in [8, 15].  This me

ce current in place of the fault component current.  This eliminates the need to know the 

load flow data.  This is done for ground faults.  A correction angle can also be added to improve 

the accuracy.  This angle is the angle difference between the ground current from the end 

where fault location is done and the fault current.  This makes the algorithm accurate for only 

one location on the line, which is the fault location assumed in finding this angle. 

Next, single-ended fault location algorithms with remote source impedan

ussed.  However, it is advantageous to locate faults from single-end quantities without 

the source impedance setting, as this value is subject to change as the system operating 

conditions change. 
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2.3.3 One-Ended Method with Source Impedance 

As discussed previously, single-ended fault location algorithms that do not utilize source 

impedance can create considerable error if the current infeed from the remote end is significant 

and the fault impedance cannot be ignored.  This infeed current creates a difference in the 

magnitude and angle between the fault current and the current at the local end where the fault 

location algorithm is applied.  This is also a variable based on the fault location on the line.  

Compensating for this angle error can give improved results but for only one location on the 

line, which is the location assumed in finding angle. 

A method that utilizes source impedance at both ends of the transmission line is 

discussed in reference [10].  Going back to Figures 2.2 and 2.3(c), we can realize the following 

relationship 

RLS

RL
FS ZZZ

ZZm
II





)1(

/''                                                                                       (2.20) 

The ratio of  is defined as the fault distribution factor .   FS II /''
sD

FSs IID /''  

This factor is used in the subsequent discussion.  Using symmetrical components, we 

can extract the following relationships for a phase-to-ground fault 

03II F   and 0III    

Where, 

I  is the positive-sequence current  

I  is the negative-sequence current  

0I  is the zero-sequence current  

We have also realized previously in (2.10) that 

FFSLS RIImZV   
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We can obtain equation (2.20) by substituting the fault current from the distribution 

factor relationship 

FsSSLS RDIImZV )/( ''                                                                                     (2.21) 

Substituting the distribution facto sD  with its value obtained earlier we get the 

following e

r 

quation 

0)1()1()1(
''

2 
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ZI

V
m          (2.22) 

The above equation has a real part and an imaginary part that equal zero.   and  

are the two unknown variables, therefore it is possible to solve for .  Reference [10] provided 

a modification of the above equation for mutually coupled lines as well. 

FR m

m

 The above method requires the knowledge of the source impedances on both ends of 

the faulted transmission line.  This is a required setting in the device to perform this algorithm.  

The problem here is that if this setting is not accurate, then this method will produce errors.  

System configurations and operating conditions can change and affect the source impedance 

settings. 

2.4 Multi-Ended Fault Location Schemes 

Most methods suggested by researchers in this category are for two-terminal 

transmission lines.  A few researchers have looked into three-terminal transmission line fault 

location, but more analyses need to be performed.  The vast majority of transmission lines are 

two-terminal lines, and therefore the following discussion provides some background about the 

two-ended fault location methods.  

Single-ended fault location methods discussed previously have deficiencies due to 

uncertainties of fault resistance, load, and angle mismatch of infeed currents resulting in fault 

voltage angle mismatch between the end where the fault is located and the fault location. 

As communication technologies advanced, it became possible to get fault 

measurements from both ends of the faulted transmission line.  This includes voltage and 
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current.  In Figure 2.2, using quantities from both ends of the line, the fault point voltage can be 

easily described by forming two equations for voltage loops, one from each end of the line, as 

follows. 

SLSf ImZVV                                                                                                     (2.23) 

RLRf IZmVV )1(                                                                                            (2.24) 

(2.23) and (2.24) are solved simultaneously to find the fault location .  m

RS

RLRS

II

IZVV
m





)/)((

                                                                                     (2.25) 

Some of the benefits of the using the above fundamental technique are 

 Simplicity. 

 Insensitivity to the external system (source impedances are not needed). 

 Insensitivity to load flow. 

 Unaffected by the fault resistance. 

 Fault type identification is not needed. 

By using the positive-sequence or negative-sequence quantities in the above equation, 

the need for fault type identification is eliminated.  This improves the accuracy of these methods 

as the zero-sequence component can introduce errors due to uncertainty of the zero-sequence 

network.  These uncertainties stem from unbalanced loading and mutual coupling.  Another 

benefit of not needing fault type identification is the possible poor performance of fault type 

identification methods for evolving faults.  Evolving faults are those that start as one type, but 

change into another type of fault.  For example, a fault may start as a phase-to-ground fault and 

become a three-phase-to-ground fault.  Depending on the algorithm and the instance in the fault 

record the fault type identification is applied, the fault locator may deem the wrong fault type, 

and therefore, use the wrong quantities to derive the fault location.  Examples of fault location 

errors because of this phenomenon are provided in technical papers [8]. 
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However,  is not the only unknown in the above fault location equation.  If the voltage 

and current measurements from both ends are not synchronized, then it will not be possible to 

apply the fault location equation above.  Therefore, several methods developed by researchers 

[11-12, 47] have attempted to solve the above equation using different techniques that would all 

try to identify the angle difference between both end quantities because of the non-

synchronization.  In this case, the fault location from two ends can be done off line, unless a 

communication link is available and it is not costly to implement it on line. 

m

It is worthwhile to note that the methods that use non-synchronized measurement at 

both ends of the transmission line can be applied to synchronized measurement methods.  

However, the opposite is not true.  Non-synchronized methods may be applied even on 

synchronized measurement to improve accuracy and solve other issues such as sampling rates 

and phase shifts introduced in different recording devices and transducers [47].   

Reference [12] derives the equations for the apparent impedance at each end of the 

line  and  as seen by the fault locator and creates one equation by adding the two 

equations.  Next, the relative angle between the two end currents is found

SZ RZ

 p
I

I

S

R , and 

then the relative angle between the two end voltages is found using,  

SSS IZV                                                                                                                 (2.26) 

RRR IZV                                                                                                                 (2.27) 

Only relative angles are needed in all algorithms of such nature, because one end can 

be used as reference (having 0 degrees angle at the instance of the fault location calculation, 

and the other end will have the relative angle as phase angle for the same instance). 

Reference [47] solves the same problem by using an iterative approach to obtain a 

synchronization angle.  It is assumed in this method that 

)(   mSS VV                                                                                                  (2.28) 
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)( mRR VV                                                                                                          (2.29) 

Where, 

m  and m are the measured angles, and 

  is the angle required to synchronize the phasors at bus S to those at bus R. 

The above quantities are substituted in the main fault location equation (2.25) obtained 

earlier and substituting  

)sin()cos(   je j   and 

LLL jXRZ   

Then, the equation is separated into real and imaginary parts, resulting in the following 

equation 

0)cos()sin(  cba                                                                                       (2.30) 

Wherea ,  and  are constants given in reference [47].  The only unknown in the 

above equation is

b c

 .  The author of this paper then selects the Newton-Raphson method to 

determine .  Newton-Raphson method is widely used in the power system application such as 

power flow solutions.  It uses a function, its derivative, and an initial guess to determine the 

value of a variable.   

)(

)(
'1

n

n
nn xf

xf
xx                                                                                                   (2.31) 

For this case the function is the equation found above, and its derivative can be easily 

found. 

Reference [47] suggests an initial guess of 00  .  This choice is realistic because in 

practical power systems, this angle has a limited range.  After this angle is determined, the fault 

location equation can easily be solved.  Because of the problems associated with the zero-

sequence network described earlier, the authors recommend the use of positive-sequence or 

negative-sequence quantities.  The authors also point out that negative sequence maybe more 
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accurate because of pre-fault negative sequence quantities are relatively small and can be 

ignored.  However, it is noted that for three phase balanced faults, the negative sequence 

component does not exist.  A hybrid method that uses negative-sequence for unbalanced faults 

and positive-sequence for balanced faults can be used, but will require fault type identification.  

As mentioned earlier, fault type identification could bring its own set of problems.  Therefore, 

positive-sequence is the method of choice for applying the above algorithm.  This reference also 

provided compensation factors for long lines where shunt admittance can not be ignored and a 

 -equivalent circuit model shall be used.  It was mentioned that this method was tested using 

staged faults on 500kV transmission lines and proved accurate. 

Another method for determining the distance to the fault is suggested in reference [45].  

In this method, the author suggests an algorithm that utilizes three phase quantities to solve for 

the fault location.  For two-end three-phase voltage and current synchronized measurements, 

the authors use the two main voltage equations (2.23) and (2.24) and subtract one from another 

to get an equation with one unknown (distance to the fault).  The algorithm then utilizes the 

least-squares to find the distance to the fault.  For non-synchronized measurements, the 

algorithm assumes one end as a reference (voltage equation unchanged), and inserts an angle 

(synchronization angle) in the voltage drop equation of the second end.  The algorithm uses an 

iterative solution with least square method to solve for two unknowns (fault location and 

synchronization angle).  Initial estimates of the fault location can be 50% or 0% and an initial 

value of the angle of 0 degrees is used.  The method is also extended to three-terminal lines 

with and without synchronization.  The author reported excellent results for a variety of faults on 

test cases using steady state short circuit program and electromagnetic transient program. 

2.5 Other Fault Location Schemes 

2.5.1 Voltage-Only Methods 

Reference [5] reports a new method based on the bus impedance matrix.  The fault 

location is assumed to be a new bus inserted into the existing bus impedance network.  The 

author derives equations and parameters to modify the bus impedance matrix in terms of the 
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location of the fault.  This method allows for direct modification of the bus impedance matrix.  

Following the modification, basic three-phase analysis of the fault is performed.  Three phase, 

positive, negative and zero-sequence component fault voltages are calculated.  Positive, 

negative and zero-sequence component fault currents are also calculated in terms of the 

sequence voltages and the modified bus impedance matrix.  The author then describes 

algorithms for locating faults using voltage magnitude from one bus.  This is done by using the 

least squares method to solve the three phase voltage equations and the fault current equation 

for the unknowns of fault resistance and fault location.  The drawback of this method is the need 

to identify the fault type so that the correct set of equations can be applied.  Other error sources 

are the estimation of small fault resistance for three phase faults, and assuming of 1 p.u. pre-

fault voltage. The author also suggested a method that uses multiple voltage measurements but 

still requires fault location identification and makes assumptions about pre-fault voltages.  

However, it does not require any assumptions about the fault resistance for three phase faults.  

Least squares method is also used. 

 Reference [13] suggests the use of synchronized phasor measurements from two 

buses to obtain the distance to the fault based on a modified bus impedance matrix as 

described in the previous paragraph.  In reality, you have to know the faulted branch and this 

method can produce several candidates with the matching results for a large-size power 

system. 

2.5.2 Traveling-Wave Methods 

Traveling wave methods have been in use for a long time.  The main concept of these 

methods is to capture the surges (or traveling waves) on the transmission line following a fault.  

This is a high frequency wave.  Capturing can be done using current transformers or voltage 

transformers.  Recently, coupling capacitor voltage transformers (CCVTs) had become widely 

used by utilities.  The winding of the CCVTs may prevent the unit from reproducing these 

transients on the secondary windings of the CCVT.  Additionally, the stronger the bus, the lower 

the surge voltages are.  Therefore, current transients may be more appropriate for the purpose 
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of fault location.  Sensors are used to capture the surge pulses.  When the pulses are captured, 

the distance to the fault can be calculated with the information regarding the speed of traveling 

wave.  It must be noted that very accurate time referencing shall be used.  Current GPS clock 

technology is accurate up to one microsecond.  If the speed of traveling wave is 3x105 kM/sec, 

the above clock accuracy translates into 152.4 m. 

Traveling wave methods are also divided into single-ended and two-ended methods.  

Single-ended methods rely on the surge created by the fault, and the reflection again from the 

same fault after it reaches the recording end of the transmission line.  This method measures 

the time between the consecutive captured surges and calculates the distance to the fault 

based on the time difference.  A problem could arise if the fault is not capable of reflecting the 

wave back due to the arc extinguishing.  Single-ended methods can be degraded by reflections 

from other sources such as tapped load, stations, or line taps. 

Two-ended fault location methods are more accurate.  This is due to insensitivity to 

reflection sources mentioned above.  Two-ended methods capture the first wave initiated by the 

fault at both ends of the transmission line.  Using the data from both ends, it is fairly simple to 

calculate the distance to the fault.  However, similar to other fault location methods discussed 

earlier in this dissertation, the two-ended fault location methods require twice the hardware 

needed for a single ended method.  Although the fault location analysis does not need to be run 

online, a communication link still needs to exist to obtain the recorded data from both ends of 

the transmission line.  All traveling wave methods require high accuracy clocks and usually 

special fault location equipment capable of detecting the leading edges of the high frequency 

surges. 

2.5.3 Series-Compensated Lines 

Power transfer over long transmission lines is limited by the reactive impedance of the 

line [14].  Series compensation is an old but effective method to cancel some of the impedance 

of the line and make the line appear shorter.  This increases the amount of transferrable real 

power on the line.   
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Series capacitor bank can be installed anywhere on the transmission line and usually 

do not exceed 70% compensation.  This means that the capacitive reactance of the series 

capacitor bank does not cancel out more that 70% of the inductance of the line.  The installation 

can be at either end of the line, in the middle of the line, or even have more than one series 

capacitor bank in one line (divided up). 

 

 
 
MOVs 
 
 
 
 
 
 
Spark Gap 
 
 
 
Bypass Breaker 

Figure 2.4 Single line diagram of a series capacitor protected by MOVs and a triggered gap 
 

During transmission line faults, high fault current will pass through the capacitors.  The 

impedance of the capacitor will cause a voltage to be developed across the capacitor.  The 

capacitor needs to be protected against this overvoltage.  As shown in Figure 2.4, traditionally 

the series capacitor is protected by a spark gap.  Common designs now include metal oxide 

varistor (MOV) in parallel with the capacitors.  The series compensation installation is designed 

to a specific protective level current.  The protective level current determines the peak voltage 

developed at the capacitor for a certain rated bank current.  Typical protective level current is 2 

to 2.5 times of the rated current. 
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The MOVs are responsible for limiting the voltage developed across the capacitors to 

the design limits (protective level).  The MOVs absorb large amount of energy, and the 

compensation controller typically receives current measurements from current transformers in 

the MOV branches.  The controller also receives temperature information, and can therefore 

determine the energy that is being absorbed by the MOVs.  At a certain threshold, the controller 

will send a signal to the triggered-gap to operate and bypass the capacitor.  A bypass breaker 

closes to bypass the whole series compensation installation a few cycles later. 

When the series compensation capacitor bank is at the station end, then the voltage 

measuring device (potential transformer or coupling capacitor voltage transformer) can be 

located at the line side of the series capacitor to overcome the voltage problem.  However, 

when the series compensation capacitor bank is located in the middle of the line, and the fault 

occurs between the capacitor bank and the other end of the line, then the local end fault locator 

will be impacted by the voltage drop on the capacitor, which is commonly referred to as voltage 

reversal.  This will cause erroneous results for impedance based fault location algorithms.   

From the previous discussion, it is obvious that the impedance of the transmission line 

is not constant.  When the series capacitor bank is in service, then the impedance of the line is 

at a certain value.  When the MOVs start to conduct, then the impedance starts to change.  The 

MOV is a nonlinear impedance device.  Finally, when the spark gap fires, the capacitor bank is 

completely removed from the line.  Therefore, the impedance changes with time.  This means 

that the voltage drop across the capacitor bank is also difficult to calculate.  This makes fault 

location very complicated.   

An additional complication with capacitor banks is the appearance of non-fundamental 

frequencies current.  This includes a low frequency and high frequency components.  The low 

frequency is caused by resonant circuit between the capacitor bank and the inductance of the 

line.  Usually, this is an oscillation that will damp out with time, but not during normal fault 

clearing time for a high voltage transmission line [15].  The high frequency transients are 

30 



  

caused by the operation of the triggered gap.  Adequate filtering techniques in modern 

numerical devices can effectively remove these components [16]. 

Most methods that try to locate faults using impedance methods will have to 

compensate for the above discussed voltage drop.  To accomplish this, these methods involve 

creating a model for the series capacitor.  Reference [17] suggests a linear model to represent 

the series capacitor bank.  This model replaces the capacitor and the parallel MOVs by series 

impedance as shown in Figure 2.4.  

I 

XC RC 

I IC 

IMOV 

Caps 

MOVs 
 

Figure 2.5 The linear model of the capacitor bank and MOVs  
 

The basis for the above linear model is the observation made in the modeling 

Goldsworthy performed as discussed in Reference [17].  The main observation that led to the 

above model was made after modeling a series capacitor bank in the Electromagnetic 

Transients Program (EMTP).  It is established that the fault current is sinusoidal.  However, the 

MOVs’ current is not sinusoidal since it conducts during each half cycle.  Goldsworthy noticed 

that the combination current is still largely sinusoidal.  By performing EMTP simulations, 

Goldsworthy was able to find a relationship between fault current and the capacitor-MOVs 

equivalent.  The following results are reported 

)6.03549.00745.0( 4.15234.0 PUPUPU III
CAPC eeeXR                                 (2.32)   

)088.2005749.01010.0( 8566.0 PUI
PUCAPC eIXX                                        (2.33) 

Where, 

PR
PU I

I
I  ,  is the protective level current, and PRI
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CAPX  is the series capacitor bank reactance. 

It should be noticed that the above equations are only accurate for .  Below 

0.98, the MOVs are assumed to be not conducting. 

98.0PUI

From the above equations, it is noticed that the equivalent model is a function of the 

protective current level and the reactance of the series capacitor bank.  This model assists with 

calculating fault current that is not exact, but is a good approximation.  The method first 

calculates fault current without the MOVs.  Then it uses the above equations to calculate the 

equivalent.  The equivalent is then used to update the model and calculate a new fault current, 

which is used to calculate updated values of the equivalent and so forth.  The above iteration 

continues until good convergence occurs.  Goldsworthy reposts that a maximum number of nine 

iterations have been needed.  He also reports that the model results have been compared to 

staged faults and proven to be good.  This method is used in new short-circuit programs such 

as ASPEN to find the fault current for a series capacitor installation.  The method is simple, and 

requires very little information about the series capacitor.  Only the protective level current and 

per unit compensation (impedance values) are needed.   

The above linear model has been used in fault location algorithms such as the one 

suggested in reference [18].  This method uses single-ended data, and the Goldsworthy model 

to create fault location algorithms that calculates fault locations in front and behind the series 

capacitor location.  Next, a selection is made whether the fault is in front of or behind the series 

capacitor.  The selection issue can be treated as a separate issue.  

The above review of series compensated lines is necessary to complete the discussion 

later about the proposed new fault location method. 

An alternate method to locate faults on transmission lines is the use of traveling wave 

methods.  Traveling waves are insensitive to series capacitor installation, and therefore can be 

a great alternative to traditional or capacitor-MOVs model methods. 



  

CHAPTER 3 

OPTIMIZATION METHODS 

3.1 Review of Optimization Methods 

Optimization methods are used to search a space for an optimum solution.  The 

solution may be subject to certain various constraints (linear or non linear).  The solution may 

have multiple candidates.  Also, there maybe more than one quantity to be optimized (multiple 

object functions). 

The power system is no exception to the above.  It is designed and operated with 

different constraints.  It has a large number of components, configurations, operating conditions, 

and is changing with time.  Reference [19] lists four criteria to select an optimization method that 

best fits a certain problem.  The optimization method must  

 Match the problem. 

 Cover the entire problem. 

 Encompass all the constraints. 

 Be simple and inclusive. 

In its simplest from, optimization methods are concerned with finding a minimum or a 

maximum solution from a set of possible solutions.  If the function R: , where )( Axf

)(xf is the objective function, and  

A is a set of real numbers, or the search space.  

The minimization problem is concerned with finding an element ( ) in where  0x A

Axxfxf   allfor  )()( 0  (This statement is a constraint) 

The maximization problem is described as finding an element ( ) in where  0x A

Axxfxf   allfor  )()( 0  (This statement is a constraint) 

33 



  

Optimization problems can be classified according to different characteristics [46].  

Some of the most significant classifications are 

 Number of variables: single or univariate and multivariate problems. 

 Type of variables: continuous-values and integer or discrete-valued variables. 

 Linearity of the objective function: generally linear and non-linear. 

 Constraints: constrained and unconstrained or boundary constraint. 

 Optima: one-solution problems are called unimodal.  Multi-solution problems are 

multimodal.  Problems with false solutions are called deceptive problems. 

 The number of objective solutions: single or multi-objective functions.  Multi-

objective functions have more than one criterion to optimize simultaneously.  

Local optima are an area or a subset of the candidate solutions that will meet the 

constraint, but are all in the same area.  A better solution (global optima) may exist outside of 

this area but still within the search space.   

Figure 3.1 explains the idea of local and global optima.  Assuming the objective function 

is to search for the minimum.  The entire search space is A .  B is a subset of A .  The minima 

found in B are local optima.  The global optimum is found outside of B but inside of A .  

Reference [46] also classifies the local optima into two categories, strong and weak optima.  A 

strong minimum in this example would be the lowest of all local minima inB .  Other minima in 

B that are not necessarily the lowest are weak minima. 

One of the most common problems with the different kinds of optimization methods is 

how to be able to exit local optima.  In this case, a “global” search method is more superior. 

The fault location optimization problem, as applied to a real large-size power system 

needs a global search method.  The fault location problem is a real problem with noise, multiple 

objective functions, and multiple possible solutions that are needed in the case of incorrect first 

candidate identified.  The selection of the optimization method takes into account all the above 

considerations. 
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Figure 3.1 Global versus local optima  

 

Optimization problems are subject to constraints.  Constraints can be equality or 

inequality conditions.  This has the effect of eliminating solutions that could have been 

otherwise considered global optima.  For example, if we add a constraint to the problem in 

figure 3.1, as shown in figure 3.2, then the best solution becomes an extremum.  Constraints 

can be equality (equal to a constant) or inequality (less than or equal to or greater than or equal 

to) constraints.  The example, the constraint shown in figure 3.2 is an inequality constraint.  It 

divides the search space into two spaces, a feasible space (greater than) and an infeasible 

space (less than or equal to).  The global minimum found in figure 3.1 is no longer a valid 

solution as it lies in the infeasible space.  The intersection of the objective function with the 

feasible search space as the objective function departs the infeasible space is now the new 

optimum solution.  It is still a better optimum solution than the local minimum found previously.  
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Figure 3.2 Global versus local optima (with constraint) 

 

3.2 Review of Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is a computational intelligence-based optimization 

method that utilizes group behavior.  Group behavior has been studied by researchers and 

simulations were attempted to simulate crowd behaviors such as flocks of birds, fish schools, 

ant colonies and other groups of animals that have complicated and complex collective 

behaviors.  Studying this type of optimization method involves social science (psychology) and 

computer science [19].  It is an evolutionary technique that was developed around 1995 by 

Eberhart and Kennedy [20, 21]. 

A swarm of particles is basically a number or a group of individuals or particles (a 

population), each with a certain velocity, all roaming a particular search space.  However, 

certain principles govern the swarm intelligence [22].  These principles are the proximity (ability 

to perform simple space and time computations), quality, diversity (in response), stability, and 

adaptability (when it is worth the computational effort).   
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Researchers have developed many different PSO algorithms.  These algorithms are 

developed to solve different types of problems.  This includes single-solution or multiple-solution 

algorithms, constrained-optimization problem algorithms, multi-objective problem algorithms, 

dynamic problem algorithms, and discrete PSO algorithms.  The different PSO algorithms 

improve upon the basic PSO algorithm by enhancing convergence or diversity of the swarm. 

Particle Swarm intelligence has been applied to several power system problems.  This 

includes a variety of power system planning problems, such as power system security and 

contingency analysis [23, 24], state estimation [25], voltage and reactive power control [26-30], 

economic dispatch [31], power system expansion planning [32, 33], optimal power flow [34], and 

system protection [35].  In this research effort, another application is added.  PSO algorithm is 

used in conjunction with synchrophasor quantities to locate transmission line faults. 

The movement of a certain particle in a swarm is a function of its speed, the best 

position it ever attained, and the best position ever attained by any other particle in its swarm.  

As stated earlier, PSO is a stochastic population intelligent algorithm that has been 

successfully adopted for solving large-scale nonlinear optimization problems in many areas of 

power system analyses [19]. Since PSO features a global searching ability and memory 

property, it can efficiently provide the best result as well as determine other possible candidate 

results. This property is very useful in real applications, where measured data could be biased 

for various reasons. In the fault location problem, other candidate results can reflect the actual 

fault location. Additionally, PSO algorithm is simple to implement and has very few parameters 

to adjust. These characteristics make PSO an intuitive choice to solve fault location problem in 

a real large-size power system. 

The following section is an introduction to the basic PSO. 

3.3 Basic PSO principles 

As stated earlier there are many PSO algorithms that have been developed since its 

inception in 1995.  The improved PSO algorithms deal with convergence and diversity of a 

swarm.  The PSO algorithm is based on the swarm concept.  Each particle of PSO represents a 
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candidate solution and has two properties: position ( ) and velocity ( ). The velocity of a 

particle directs the flight of the particle.  

ik iv

A population of particles, called a swarm, keeps flying around the search space until the 

stop criteria is satisfied. Initially, each particle in the swarm is randomly chosen in the searching 

space.  Then, at each step, each particle is updated according to equations below. Notice that 

the standard PSO algorithm is modified into an integer-PSO for the purpose of fault location 

application. 
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Where, 

j is the iteration index, it can also be regarded as the discrete time step. 

w  is the inertia weight, 

j
ik  is the fault location vector of  particle at  iteration (or at time thi thj j ) , 

U  is the search space 

j
iv  is the velocity vector of particle at  iteration. thi thj

1c  and are two positive constants,  2c

1ran and are two random numbers in range [0, 1], 2ran

j
besti
p  is the best position of  particle after j iterations, thi

j
bestg  is the best position of the whole swarm after the  iteration, and thj

round rounds elements to the nearest integer. 
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In the above equations, it is clear that the next position of a particle is a function of its 

current location and velocity.  Referring back to the previous velocity three-term equation, we 

note that velocity is updated every iteration (time interval).  Velocity is a function of three 

components: 

 First term: inertia or momentum.  It is the tendency to remain in the same direction.  

This is basically related to the existing velocity. 

 Second term: linear movement towards the best position ever found by a particular 

particle.  Also called memory or self knowledge.  Some researchers referred to this 

term as “nostalgia” of the particle [36]. 

 Third term: linear movement towards the best position found by any particle in the 

neighborhood, or the swarm if the neighborhood consists of the entire swarm.  Also 

known as cooperation or group knowledge.  This is the social component of the swarm 

intelligence. 

We also notice from the previous velocity equation that each one of the three terms is 

assigned a weight.  The first term (inertia) is influenced by the inertia constant.  This could be a 

fixed number or a dynamically changing number [37].  Dynamically changing the inertia 

constant is common.  Reducing this constant (linearly or non-linearly) allows moving from an 

exploratory mode to an exploitative mode.  However, this causes the algorithm a decreased 

ability to explore new areas [19].  Other methods may linearly or non-linearly increase this 

constant, randomly change it, or control it adaptively.     

1c

4

 and  constants, coupled with the and numbers, contribute to the second 

and third term respectively.  Small values will cause small effect.  Generally, a value of 

 has been suggested [38, 39].   Usually, most applications use .  It is 

worthwhile to note that many PSO algorithms have maximum velocity limits. 

2c 1ran 2ran

21  cc 21 cc 

To initialize the PSO algorithm, the initial positions of the particles have to be provided.  

Additionally, acceleration constants (as discussed previously), initial velocities, and personal 
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best positions have to be provided.  Initial velocities can be assumed zero (do not have to have 

a random value).  The particle’s best position is initialized at the particle’s position at time zero 

(before iterating starts). 

Diversity of the initial locations of the particles in the search space will ensure better 

convergence in less iteration.  It also helps escape local optima.  It is suggested that particles 

will uniformly cover the search space.  This improves efficiency and helps avoid having to 

provide enough inertia to be able to move particles in order to find a solution in an uncovered 

region.   

During iteration, an objective function is evaluated, and a fitness value is calculated.  

The function is evaluated for each particle and therefore, the global best position is found.  The 

global best position is then used in finding the next velocity of each particle and determining its 

new location in the swarm.  

Stopping the PSO algorithm can be accomplished in many different ways.  These 

usually include: 

 After a maximum number of iterations.  This method is simple.  Experience using it 

in the fault location problem showed good results as the number of iterations needed 

for fault location has been relatively low.  However, generally a small number of 

iterations may stop the algorithm before acceptable results are reached.  Too many 

iterations increase the computational burden. 

 An acceptable solution is found.  This usually means that the error in the objective 

function is less than a pre-specified value.  This is hard to implement in a real-world 

application where error is built into the signal being measured.  In the fault location 

problem, the synchrophasor measurement error is unknown, and can assume different 

values within or outside the total vector error (TVE) as specified in standard IEEE 

C37.118. 
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 If the particles stop changing position by more than a pre-specified value (particle 

speeds are approaching zero).  In fault location method, this is not necessarily where 

the fault location might be. 

 When the particles are too close to each other (also know as swarm radius method 

or the clustering approach).  This is not necessarily the case in fault location as 

experience showed that the candidate solutions can be far from each other.  It is also 

possible to terminate too early in this case. 

 When the rate of change of the objective function approaches zero.  This method 

may get the algorithm stuck in a local optimum. 

For j
bestg , the neighborhood is the entire swarm.  The social network for the swarm is a 

fully connected mesh topology.  Fully connected mesh topology network for a five particle 

swarm is shown in figure 3.3.  In this topology, each individual, or particle, is connected to all 

other individuals.  Because each particle knows the best position of all other particles, this 

structure tends to converge quickly, but is susceptible to being trapped in local optima.     

 

Figure 3.3 Fully connected mesh network topology 
 

It shall be noticed that many network topology structures maybe utilized for global best 

position.  A ring topology network will yield a neighborhood that is not the entire swarm.  The 

swarm is divided into multiple neighborhoods that overlap.  This intersection helps share 

information among neighborhoods.  This is referred to as local best l .  Figure 3.4 shows a j
best
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ring topology network.  Many other social structures have been used by the researchers in the 

basic PSO algorithm.  These structures include simple and complex structures.   

 

 

Figure 3.4 Ring network topology 
 

In summary, the PSO algorithm uses the following general process in reaching a 

solution.  First, the user defines multiple parameters, such as the swarm and neighborhood 

population, the number of iterations (if constant), and the acceleration constants.  Then, the 

algorithm is initialized using random or uniformly distributed positions of the particles in the 

swarm.  Following this, the objective function is evaluated for every particle.  The best position 

for each particle is found.  The best position of all particles in the swarm is also found.  Next, the 

velocity and position of each particle is updated using equations (3.1) and (3.2).  Each particle 

assumes a new position.  This is repeated every iteration, until a particular stop criteria is 

reached. 

PSO explores multiple solutions in parallel and utilizes a cooperative manner. 

Additionally, the PSO algorithm does not require an accurate initial guess.  In the fault location 

problem, this means that there is no need to identify the faulted line.  PSO has the ability to 

escape from local optima, which make it suitable for fault-location.   

 



  

CHAPTER 4 

THE PROPOSED FAULT LOCATION METHOD 

4.1 Introduction  

In this chapter, a new proposed method for fault location is presented.  The proposed 

method consists of three steps.  Step one identifies the impacted area of a large power system 

based on synchronized phase angle measurements.  This is referred to as disturbance-area 

identification.  Using conclusions on the affected parts of the system, step two reduces the 

system to a small number of buses, and calculates the bus admittance matrix and bus 

impedance matrix of the reduced system.  This is referred to as dynamic power system 

reduction.  Step three applies a positive sequence voltage method and particle swarm 

optimization to identify the candidate fault locations.  In the next sections, each step is explained 

in detail. 

4.2 Disturbance-Area Identification  

Voltage phase angle measurements taken from different parts of the system reflect the 

state of rotor angle swings in these areas following a system disturbance.  With faults closer to 

generator terminals, swing acceleration is higher [6].  This is reflected on phase angle 

measurements taken at transmission buses.  If the system is divided into areas that are 

connected through tie lines, each PMU area is thought of as a sub-network that consists of 

multiple machines that swing together and have small voltage angle differences.  To simplify the 

analysis, we assume uniform damping [6].  All generators in area  are described in the 

following swing equation, 

A







AA Ii

Mi
Ii

GiAAAA PPDM 0                                                                           (4.1)                               
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Where, 





AIi

iA MM , 

0/ fHM ii  ,   is the inertia constant of generator , iH i

A   is the center of angles for area , A





AIi

iA DD  , 

iD  is the damping constant of generator i , 

GiP  is the instantaneous power of generator , and   i

0
MiP  is the mechanical power supplied by turbine of Generator i . 

A  is unknown, but we assume it is equal to the voltage phase angle of area A  PMU.  

We assume that 0AA  

i de

 prior to the disturbance.  During the fault, the above energy 

balanced is disturbed, GP creases suddenly, while 0
MiP  not change instantly.  This causes 

A

can

  to accelerate.  After circuit breakers trip to remove the faulted line, A starts to celerate 

( GiP is greate han 0
MiP ) until the kinetic energy gained during acceleration is expended 

at swingA

 d

r t

e

 , then A  starts to decrease.  If the system is transiently stable, this swing behavior 

converges to a new steady state.  We define angle swing for area A as:  

0AswingAA                                                                                                   (4.2)                                

This concept is used to perform initial screening of the PMU measurements to identify 

the impacted areas of the system.  If we ignore the differences in inertia and damping across 

the different PMU measurement areas, the areas with the greatest angle swing are identified as 

impacted areas, and are examined closely for the fault location.  Areas with negligible swing 
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angle are replaced with an equivalent.  Most transient faults do not affect a large area of the 

power system. 

4.3 Dynamic Power System Reduction 

After the impacted areas of the system are identified, the system can be reduced to 

maintain all or parts of the impacted areas.  The choice of which buses to keep in the reduced 

model can be automated by assuming a multiple layer system, where layer 0 includes the PMU 

measurement bus, or by creating bus subsystems for each PMU area that will be maintained in 

the reduced model.  Node reduction of the admittance matrix of the system using Gaussian 

Elimination is the basis for this method. 

The large system is reduced to a manageable number of buses.  Often, detailed models 

include several buses at one electrical node.  Combining all the buses from each group of 

buses at the coherent area and same voltage level will greatly reduce the equivalent system 

model.  Assuming an n  bus system is to be reduced to an ln   bus system, then the 

admittance matrix is rearranged to locate the buses to be retained at the bottom of the matrix as 

follows 
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Node 1 can be combined using the following equations, 
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The two equations above are repeated until the admittance matrix is reduced to 

an admittance matrix.  The voltages are the same at the retained buses as they 

were before the reduction operation, however, the currents are “redistributed” during this 

process.  

),( nn

),( lnln 

4.4 Fault Location Method 

Several algorithms have been developed for fault location.  Most algorithms utilize 

single or dual-ended voltage and current quantities to locate faults.  In Chapter 2, several fault 

location methods were discussed.  For quick review, a quick summary is provided.  References 

[12] and [41] provide accurate methods for dual-ended fault locating using currents and 

voltages.  Such a method does not require knowledge of the system outside of the faulted line, 

and usually include no simplifying assumptions.  However, typical challenges to this type of 

method are communication to both ends of the line, and minimizing or eliminating effects of 

some factors such as fault resistance, current distribution factors and load.  A negative 

sequence fault location method has been developed in [43].  This method claims to be immune 

to load, zero-sequence mutual coupling, current infeeds, and fault resistance, but would require 

measurements at each end of the faulted line.  Single-ended algorithms have been widely 

examined as in [9, 10] and [42].  These are simple methods.  Typical challenges are fault 

resistance, load and other simplification assumptions.  If source impedance is used, then it is 

subject to change due to the power system changes.  Other fault location methods include short 

circuit data matching to the short circuit model and traveling wave methods.   

In the recent years, utilities have started installing PMU measurements across their 

systems.  However, many utilities still have very few synchrophasor points installed, which limits 

the application development to take advantage of these installations.  Different utilities are 

recording different quantities and at different sampling speeds.  Most utilities record voltages but 

may not record currents.  They may record only positive sequence quantities.   
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Recently, voltage-only methods have been suggested in [4, 5].  These methods assume 

the availability of the impedance matrix of the system .  Practically, this matrix is not usually 

calculated.  Extraction of certain rows and columns is possible, but still requires large matrix 

manipulations.  With the use of the reduction methods discussed in sections 4.2 and 4.3 of this 

Chapter, the use of is possible.  In this case, a simple optimization search can be done on 

the reduced system.  The following discussion describes the basis for the new synchrophasor 

voltage-only fault location method.  

busZ

busZ

During pre-fault conditions on the system 

    00 IZ busV                                                                                                          (4.6)                                  

During fault conditions, the current changes by I  and the above equation becomes 

    ΔIIZ busV  0                                                       

      ΔIZ busVV  0                                                    

        ΔIZ busΔVVV  0                                                                                      (4.7)                

We assume the fault current to be injected into the system at fictitious bus k  as shown 

in figure 4.1.  The faulted line connects buses m  and .  The fault location method assumes 

the availability of at least two PMU measurements in the impacted areas.  We assume PMU 

points installed at buses 

n

r  and .  The per unit distance of the fault from bus  is . s m d
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Figure 4.1 Positive sequence one-line diagram of faulted line (m-n) with fictitious fault bus k  
and PMU buses r  and  s

 
Applying equation (4.7) to a large system with the buses shown in figure 4.1 results in 

the following voltage changes  
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Where is a modified with added fault bus . modbusZ busZ k
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The modified bus impedance matrix can be obtained by directly modifying the existing 

bus impedance matrix using modification procedures or by modifying the bus admittance 

matrix and inversing it to get the modified bus impedance matrix.  Procedure to perform this are 

discussed in many textbooks including [7].  The method chosen here is to modify the 

admittance matrix to add the new fault bus.  This is because the matrix inversion is not 

computationally expensive for such a small system.  After obtaining a for the selected 

reduced system, it is only necessary to modify a limited number of elements to obtain .  If 

the new fault bus is k , we assume the fault bus is located at distance  from bus and 

distance from bus n as shown in figure 4.1.  Only very few elements of are modified 

to formY .  The following relationships can be obtained: 
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Additionally, a new row and a column are added to  to create .  The new 

row is  

busY '
modbusY

 kknkmk YYY   10    

Where all row elements are zeros except those shown.  The new column is  
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Then, we can find  modbusY
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Finally, is the inverse of . modbusZ modbusY

Applying equation (4.8) discussed earlier to buses r and  of Figure 4.1, s
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Where is the fault location parameter for fault at bus k  as calculated from 

PMU buses 
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4.5 Applying PSO to Fault Location 

The particle swarm optimization algorithm (PSO) and its main concepts were discussed 

previously in Chapter 3.  Ideally, the fault branch and distance can easily be estimated using 

fault location parameters discussed in the previous section. However, for an ordinary power 

system with many lines, this task is cumbersome. Recently, Particle Swarm Optimization (PSO), 

which is a stochastic population intelligent algorithm, has been successfully adopted solving 

large-scale nonlinear optimization problems in many areas of power system analyses [19]. 

Some of the benefits of applying the PSO algorithm to the fault location problem are 

 Group knowledge allows for escaping local optima. 

 No “good” initial guess is needed.  This also means that there is no need to identify 

the faulted line. 

 Very few parameters to adjust.  Good typical values of these parameters is almost 

standard and they do not affect the results drastically 

 Stop Criteria can be a minimum value of the object function or a maximum number 

of iterations.  Utilizing real PMU data will produce a varying error.  Therefore, a 

maximum number of iterations is suggested for this application. 

PSO features a global searching ability and memory property.  It can efficiently provide 

the best result as well as determine other possible candidate results.  This method will produce 

and rank several candidates based on the objective function.  Possibility of choosing a second 

best result is still available for large-scale systems.  This property is very useful in real 

applications, where measured data could be biased for various reasons. Errors in the measured 

data can result in multiple solutions and results errors.  Other candidate results can reflect the 

actual fault location.  

The above characteristics make PSO an intuitive choice to solve fault location problem 

in this dissertation.  
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The objective function of the fault location problem can be formed as  
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Where, 

NCM 2  are all the possible combinations of fault location parameters using  

PMUs, 

N

r  and are defined as buses in the reduced model with PMU installations, and  s

k  is the fictitious bus inserted at the fault location. 

The above objective function allows for using this method with any number of 

synchronized voltage measurements. 

The above method can be used to locate faults on a transmission line with 

synchrophasor measurement points on both ends with or without the need for additional 

synchronized phasor measurement readings elsewhere on the system.   

4.6 Flow Chart of Fault Location Method 

The new fault location algorithm flows as follows: 

1. Disturbance-Area Identification: voltage phase angle measurements taken from different 

parts of the system reflect the state of rotor angle swings in these areas following a system 

disturbance.  With faults closer to generator terminals, swing acceleration is higher.  This is 

reflected on phase angle measurements taken at transmission buses.  Each PMU area is 

thought of as a sub-network that consists of multiple machines that swing together and 

have small voltage angle differences (assuming uniform damping). 

2. The areas with the greatest angle swing are identified as impacted areas.  Areas with 

minimal change in Angle Swing are “equivalenced” in the reduced model.  Note that the 

equivalencing process allows for transfer impedances to account for the equivalenced parts 

of the system.  The equivalencing is done using the Gaussian Reduction method explained 

in section 4.3. 
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3. Using the fault location parameters explained in section 4.4, and the PSO algorithm 

explained in Chapter 3, the objective function for the PSO optimization is formed as shown 

in 4.5.  The algorithm shall provide a list of ranked candidate solutions with the fitness value 

(residue quantity). 

The flow chart for the proposed algorithm is shown in Figure 4.2. 
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Figure 4.2 Flow chart of the proposed algorithm 
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4.7 Fault Location Method Summary 

Researchers examined voltage-only methods using synchronized (or non-

synchronized) quantities for many years.  As the global positioning system (GPS) clock 

technology matured and became affordable, obtaining synchronized phasor measurements 

became feasible.  Researchers also suggested the use of the bus impedance matrix for the fault 

location problem.  The bus Impedance matrix is usually obtained by inversing the admittance 

matrix.  Because of the size of such a matrix for a practical system (typically on the magnitude 

of thousand of rows and columns), the bus impedance matrix is not usually obtained as it will 

require inversing a large matrix.  Textbooks suggest methods (i.e. triangular factorization) to 

extract certain rows and columns of a matrix.  This is also not practical here because it still 

requires large size matrix operations as all or most or a large number of elements is needed. 

In the new proposed fault location method, phasor measurement units are utilized to 

determine parts of the system to be included in a “reduced model”.  The large size power 

system is divided into PMU areas or subsystems, and then the impact of a disturbance is 

determined by the change in the voltage phase-angle.  Next, Gaussian Reduction is utilized to 

reduce the system to a manageable number of buses and particle swarm optimization Method 

is used to perform the search for the fault location candidates. 

 

 

 



  

CHAPTER 5 

APPLYING THE PROPOSED METHOD ON A LARGE POWER SYSTEM 

5.1 Introduction  

In this chapter, the new proposed method for fault location is applied to an actual power 

system in North and West Texas.  PMU data is collected from different parts of the system and 

examined to explore the feasibility of the new method. 

Figure 5.1 shows the map of North and West Texas with the locations of the different 

PMU installations across the system.  The system is divided into 7 different areas with one or 

more measurements at each location.  Multiple cases are discussed in the following 

subsections.  Areas 1 and 2 of this system are of a very high wind generation intrusion and are 

parts of the Competitive Renewable Energy Zoning (CREZ). 

 
 

Figure 5.1 Divided Subsystem in North and West Texas 
 

Table 5.1 shows the distribution of PMU devices that are connected to a centralized 

phasor data concentrator in this example system.  It is noticed that areas 1 and 2 are 
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geographically close and have three measurements that are installed.  Hence, the western part 

of the system is used to illustrate this method using test cases and real faults that occurred on 

this part of the system.   

Table 5.1 PMU Installations per Area 
 

Area Number of installed PMUs 

1 2 

2 1 

3 3 

4 1 

5 1 

6 1 

7 1 

 

Figure 5.2 shows a sketch of the overall PMU system layout.  The synchronized phasor 

measurements are taken at the station level using microprocessor based transmission line 

protective relays.  This data is transmitted through Ethernet, radio, microwave, telephone 

modem, or a combination of these methods to a central phasor data concentrator.  The data is 

then archived for off line analysis and used for visualization purposes as well. 

In the next subsections, simulated faults and actual transmission line faults are 

provided.  Results of the proposed fault location method are compared to two other methods 

and to the actual fault location (if known). 
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Figure 5.2 Sketch of the overall PMU network 
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5.2 Case Study 1  

Some of the benefits of the proposed method are 

 It uses positive sequence voltage.  The positive sequence component is in all types 

of transmission line faults.  Hence, this method can be used for any type of fault and 

no fault type identification is needed. 

 This method uses ratios of the voltage, and therefore is current independent.  This 

also means that the fault impedance should not cause significant error. 

A reduced model is used for illustration purposes.  This model includes parts of areas 1 

and 2 in West Texas.  Only the 345kV system is included in the reduced model.  However, the 

reduced impedance matrix includes transfer impedances that account for the entire system.  

The reduced system is a 9-bus, 9-345KV line system as shown in Figure 5.3.  These lines 

encompass a fairly large geographical area from east to west (about 130 miles). 

In this case, the system introduced in Figure 5.3 is used to simulate some faults to test 

the performance of the new proposed method for different types of faults with difference fault 

impedances. 

Table 5.2 shows the results of some simulations.  It is noticed that the results are 

acceptable.  The fault location error was high for unrealistically high fault impedance.  In reality, 

high impedance faults are not very common on the transmission system.  High resistance faults 

maybe more common on distribution voltages where there is more possibility of the conductor 

falling on the ground or a tree branch may cause the short circuit. 
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Figure 5.3 Single-line diagram of the reduced system in areas 1 and 2 in West Texas 
 

5.3 Source Impedance Effect 

We assume in this method that the algorithm has the correct bus impedance matrix it 

needs to perform the fault location search.  This will be true if the algorithm is implemented in an 

environment where it has live updates to reconfigure the system bus impedance matrix.  This 

makes an Energy Management System (EMS) the natural place to implement this algorithm.  

However, in this subsection, we would like to test the effect of source impedance changes on 

this algorithm, assuming it has been implemented in an isolated environment where it does not 

receive updates about the system configurations or operating conditions.  If we repeat the first 

fault of the previous case (Table 5.2).  The assumed fault is 0.15 per unit distance from bus 3 

into the line 3-6.  We will assume a 20% increase and decrease in the source impedance at bus 

3 (closest to the fault) and bus 6 (second closest).  It is noticed that a 20% change in source 

impedance at either end of the faulted line did not result in a significant error.  Error was less 

than 1%.  Table 5.3 summarizes the results. 
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Table 5.2 Case 1 Simulation Results 
 

Fault 
on 
line 
from 
bus 

To 
bus 

Distance 
from the 
"From 
Bus" 
(%) 

Fault 
Type 

Fault 
Resistance

(ohms) 

Identified 
correct 

line 

Identified 
Location 

(%) 

Error 
(%) 

Residue 

3 6 15 A-G 0 Yes 15 0 0.00698629 

3 6 30 A-G 50 Yes 31 1 0.046338 

3 6 45 
A-B-

G 
10 Yes 45 0 0.008913 

3 6 60 A-B 2 Yes 60 0 0.011204 

3 6 75 
A-B-
C-G 

100 Yes 76 1 0.007856 

1 3 50 A-G 0 Yes 47 3 0.00805 

1 3 75 
B-C-

G 
j100 Yes 71 4 0.003792

1 3 90 
A-B-
C-G 

500 
Yes, 

second 
candidate

98 8 0.061483 

1 3 90 
A-B-
C-G 

0 Yes 86 4 0.002737 

At 
bus 

8 0 A-G 0 Yes 1 1 0.009166 

At 
bus 

4 0 
A-B-
C-G 

0 Yes 1 1 0.001371 

 

Table 5.3 Source Impedance Effect 
 

Bus  
Source 

Impedance 
Change 

Distance 
from the 
"From 
Bus" 
(%) 

Fault 
Type 

Identified 
correct 

line 

Identified 
Location 

(%) 

Error 
(%) 

Residue 

3 +20% 15 A-G Yes 14 1 0.00744015

3 -20% 15 A-G Yes 16 1 0.00703896

6 +20% 15 A-G Yes 16 1 0.00703708

6 -20% 15 A-G Yes 14 1 0.00702982
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5.4 Case Study 2  

In this case, actual synchrophasor data collected for a transmission line fault are used.  

This fault occurred on July 13th, 2011.  Data from all PMUs described in Table 5.1 is provided.  

This data is then handled using Matlab to remove phase wrapping.  The phase angle swing 

described in subsection 4.2 is applied to the obtained synchrophasor quantities.  Table 5.4 

summarizes the results.  The fault is on the 345kV system.  It is noticed that areas 1 and 2 are 

the only areas significantly impacted by this fault.  Impact to area 1 is more than the impact to 

area 2.  The voltage phase angle responses of areas 1 and 2 are shown in Figure 5.4.  The 

voltage magnitude responses of areas 1 and 2 are shown in Figure 5.5.  Sampling rate of the 

PMU measurements is 30 samples per second.  

 

Table 5.4 Angle Swing for the Different PMU Locations   
 

Area PMU  (degrees) 

1 0.4092 
1 

2 0.4631 

2 1 0.1325 

1 0.0219 

2 0.0226 
 

3 

3 0.0313 

4 1 0.0519 

5 1 0.0014 

6 1 0.0073 

7 1 0.0000 
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Figure 5.4 Voltage phase angle responses to the system fault 
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Figure 5.5 Voltage magnitude responses to the system fault 

 

To be able to use more than two PMU quantities in the fault location algorithm, parts of 

area 2, especially those closest and tied to area 1 are modeled in detail in the reduced model.  

The reduced model is the same as that shown in Figure 5.3.  The results of the PSO function 
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are shown in Table 5.5.  The PSO algorithm optimizes the objective function as defined in 

subsection 4.5.  The Residue is defined as 
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Figure 5.6 PSO iteration versus (a) identified faulted line (b) residue 
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Table 5.5 Particle Swarm Optimization Function Results 
 

From bus To bus
Location (%) from

“From Bus” 
Residue 

4 8 30 0.038449

2 4 6 0.074412

4 6 9 0.416785

4 7 2 0.429881

4 9 1 0.431319

4 5 2 0.438905

5 9 93 0.629408

1 3 2 1.24159 

3 6 36 1.25227 

 

Figure 5.6(a) shows the iterations needed to identify the faulted line.  Figure 5.6(b) 

shows the change in residue for each iteration step.  It is noticed that the final solution is 

reached in as low as two iterations. The PSO algorithm located the fault between buses 4 and 8 

at 0.30 per unit distance from bus 4.  Only 0.01 per unit distance resolution is used in the 

algorithm.  The faulted line decision is correct, as the fault happened on the identified line.  

Table 5.6 compares the results of this fault location method to two other methods and to the 

actual fault location.  The First method is the single-ended fault location as calculated in the line 

terminal relays at bus 4.  The second method is based on fault current matching using the short 

circuit model.  PSO method produced adequate fault location for this fault.  It is worthwhile to 

note that lines 3-6, 6-4, and 4-8 are mutually coupled for about 98% of the length of line 4-8.  

This fault was identified by the relay as an AC phase-to-phase fault.  Following this fault, the line 

locked out of service.  The fault was a result of heavy smoke during wild fires in West Texas. 
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Table 5.6 Comparison of PSO Method versus Other Methods 
 

Method Fault Location (per unit from Bus 6) 
Error 
(%) 

Single-Ended by relay at bus 4 
(primary relay) 

0.3060 0.44 

Single-Ended by relay at bus 4 
(backup relay) 

0.3300 2.90 

Short Circuit Model Match Between 0.3400 and 0.3800 3.84 

PSO 0.3000 0.16 

Actual fault location 0.3016  

 
 

The normal fault clearing time is about 4 cycles.  It is noticed that  is reached in less 

than 6 cycles (3 samples).  Table 5.7 compares the results for one sample, two samples (used 

to get values in Table 5.6), or three samples used.  All results identify the faulted line 

successfully but with some difference in the location.  This is because the PSO algorithm uses a 

ratio of voltages

s
V
r
V




.  Most of the error created by sampling is removed in the division of the 

voltage changes if PMU locations are not very far from each other (the difference in angle 

acceleration is not great).  However, the voltage error is a function of the PMU measurement 

device error and filtering algorithm.  It is noticed that the minimum residue is obtained with 2 

samples. 

 
Table 5.7 Algorithm Performance for Different Time Intervals 

 

Time (Samples) From bus To bus
Location from
“From Bus” 

Residue  

1 4 8 0.27 0.048979 

2 4 8 0.30 0.038449 

3 4 8 0.36 0.044815 
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5.5 Case Study 3  

This case is for another fault that happened on the 345kV system in West Texas.  This 

fault happened on April 7th, 2011. 

Table 5.8 includes results for the angle swing for different PMU areas for this fault.  It is 

noticed that areas 1 and 2 are the only areas significantly impacted by this fault.  The impact to 

area 1 is more than the impact to area 2.  The sampling rate is 30 samples per second. 

Table 5.8 Angle Swing for the Different PMU Locations 
   

Area PMU  (degrees) 

1 0.8084 
1 

2 0.9563 

2 1 0.2907 

1 0.0024 

2 0.0127 
 

3 
3 0.0199 

4 1 0.0446 

5 1 0.0079 

6 1 0.0334 

7 1 0.0000 

 

The voltage phase angle responses of areas 1 and 2 are shown in Figure 5.7.  The 

voltage magnitude responses of areas 1 and 2 are shown in Figure 5.8.  
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Figure 5.7 Voltage phase angle responses to the system fault 
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Figure 5.8 Voltage magnitude angle responses to the system fault 

 

The same reduced system shown in Figure 5.3 is used for this case.   
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Table 5.9 Particle Swarm Optimization Function Results 
 

From bus To bus 
Location (%) from 

“From Bus” 
Residue 

3 6 48 0.333918 

4 8 58 0.357719 

2 4 2 0.465263 

4 6 55 0.468125 

4 7 1 0.576995 

4 9 2 0.579364 

4 5 2 0.582328 

1 3 2 0.587152 

3 8 97 0.675449 

 

Figure 5.9(a) shows the iterations needed to identify the faulted line.  Figure 5.9(b) 

shows the change in residue for each iteration step.  It is noticed that the final solution is 

reached in seven iterations.  Table 5.9 shows the PSO algorithm results which located the fault 

between buses 3 and 6 at 0.48 per unit distance.  Only 0.01 per unit distance resolution is used 

in the algorithm.  The faulted line decision is correct, as the fault happened on the identified line. 
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Figure 5.9 PSO iteration versus (a) identified faulted line (b) residue 
 

Table 5.10 compares the results of this fault location method to two other methods.  

First method is the single-ended fault location as calculated in the line terminal relays at bus 3 
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and bus 6.  The second method is based on fault current matching using the short circuit model.  

PSO method produced comparable fault location for this fault.  

Table 5.10 Comparison of PSO Method versus Other Methods 
 

Method Fault Location (per unit from Bus 6) 

Single-Ended by relay at bus 3 
(primary relay) 

0.49 

Single-Ended by relay at bus 3 
(backup relay) 

0.51 

Single-Ended by relay at bus 6 
(primary relay) 

0.43 

Single-Ended by relay at bus 6 
(backup relay) 

0.44 

Short Circuit Model Match Between 0.44 and 0.45 

PSO 0.48 

 

5.6 Case Study 4 

This case is for another fault that happened on the 345kV system in West Texas.  This 

fault happened on October 22nd, 2010. 

Table 5.11 includes results for the angle swing for different PMU areas for this fault.  It 

is noticed that areas 1 and 2 are the only areas significantly impacted by this fault.  The impact 

to area 1 is more than the impact to area 2.  The sampling rate is 30 samples per second. 

The same reduced system shown in Figure 5.3 is used for this case.   

 

 

 

 

 

 

 

 

71 



  

Table 5.11 Angle Swing for the Different PMU Locations 
   

Area PMU  (degrees) 

1 0.8428 
1 

2 1.0424 

2 1 0.4243 

1 0.0000 

2 0.0000 
 
3 

3 0.0000 

4 1 0.0308 

5 1 0.0340 

6 1 0.0000 

7 1 0.0296 

 
Table 5.12 Particle Swarm Optimization Function Results 

 

From bus To bus 
Location (%) from 

“From Bus” 
Residue 

4 8 44 0.317052 

2 4 1 0.40232 

4 7 1 0.694475 

4 9 1 0.695381 

4 5 2 0.699242 

4 6 2 0.702802 

5 9 95 0.824339 

1 3 11 1.14305 

3 6 24 1.24385 
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Figure 5.10(a) shows the iterations needed to identify the faulted line.  Figure 5.10(b) 

shows the change in residue for each iteration step.  It is noticed that the final solution is 

reached in seven iterations.  Table 5.12 shows the PSO algorithm results which located the fault 

between buses 4 and 8 at 0.44 per unit distance.  Only 0.01 per unit distance resolution is used 

in the algorithm.  The faulted line decision is correct, as the fault happened on the identified line. 

Table 5.13 compares the results of this fault location method to two other methods.  

First method is the single-ended fault location as calculated in the line terminal relays at bus 3 

and bus 6.  The second method is based on fault current matching using the short circuit model.  

PSO method produced comparable fault location for this fault. 
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(b) 

Figure 5.10 PSO iteration versus (a) identified faulted line (b) residue 
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Table 5.13 Comparison of PSO Method versus Other Methods 
 

Method Fault Location (per unit from Bus 6) 

Single-Ended by relay at bus 8 
(primary relay) 

0.43 

Single-Ended by relay at bus 8 
(backup relay) 

0.43 

Short Circuit Model Match Between 0.41 and 0.49 

PSO 0.44 

 

 



  

CHAPTER 6 

CONCLUSIONS 

6.1 Conclusion Remarks and Dissertation Contribution 

In this dissertation, a new fault location method is proposed.  This fault location method 

takes advantage of synchrophasor voltage quantities now available for use at some utility 

companies.  It is understood that synchronized measurements are not available at every bus 

throughout a utility company.  It is also understood that in many cases the utility company will 

choose not to record line current measurement because of the high number of branches and 

data logging, archiving, and handling concerns related to the large amounts of data.  The 

proposed method utilizes voltage only synchrophasor measurement.  It also does not require 

voltage synchrophasor quantities to be available at every bus.   

The new method is based on an existing fault location parameters concept that has 

been proposed previously.  In this dissertation, this concept is used in conjunction with the 

voltage angle swing concept to reduce the system used to search for a short circuit event.  By 

reducing the system, calculating a reduced bus admittance matrix and a bus impedance matrix 

becomes feasible and practical.  Next, particle swarm optimization method is used to efficiently 

search for the fault location.  The search method is applied to this type of problem for the first 

time.  This method is selected for various reasons, including a global searching ability and 

memory property (capability to escape local minima), the ability to efficiently provide the best 

result as well as determine other possible candidate results. This property is very useful in real 

applications, where measured data could be biased for various reasons. 

The proposed algorithm is tested for actual transmission line faults in a large 345kV 

power system.  Synchrophasor quantities from actual faults are used.  The results are 

compared with other fault location results methods, including the short circuit database, and 
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distances of faults provided by the microprocessor relays available at the faulted line terminals.  

The results are promising.      

6.2 Future Research 

Several venues are possible for future research in this area to improve the accuracy of 

the proposed algorithm.  

 Future verification and comparison of this method is needed as more faults (with a 

definite known location) occur on the system. 

 The application of this method to zero sequence and negative sequence network 

and comparison of the results with the positive sequence for a variety of faults and 

network conditions. 

 The application of this method to series compensated lines. 

 The application of this method to locate faults on distribution system. 

 The application of this method to a system with continuing updates from an energy 

management system, and integrating it with other synchrophasor display and analysis 

tools. 
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