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ABSTRACT

COMPREHENSIVE DATA ANALYSIS FOR BIOMARKER PATTERN

DISCOVERY USING DNA/PROTEIN MICROARRAYS

Young Bun Kim, Ph.D.

The University of Texas at Arlington, 2008

Supervising Professor: Jean Gao

During the last decade, the advent of microarray technology has stimulated

rapid research advances in bioinformatics. Microarray data pose great challenges

for computational data analysis, because of their large dimensionality (up to several

tens of thousands of genes) and their small sample sizes. In order to deal with these

particular characteristics of microarray data, the need and importance for feature

selection techniques were realized. While a lot of research deals with classification

methods and their application to microarray data, only a few approaches are ex-

plicitly designed to consider interaction among the investigated features. It is well

known that the interactions between genes or proteins are important for many bio-

logical functions, i.e. signals from the outside of a cell are mediated to the core of

the cell by protein-protein interactions of the signaling molecules. Hence, to achieve

optimal classification accuracy, these interactions among features need to be taken

into account. My research goal is to develop algorithms which not only effectively

select the most informative features but also identify the relationship among those

features.
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For the clustering of the genes, researchers have attempted to apply feature

subset selection to select a subset of genes that are common for all possible un-known

classes. However, the fact that a certain set of genes may be only related to a subset

of experiments due to experiment design and no enough knowledge on gene function

is overlooked. In the thesis, a new subspace semi-supervised clustering algorithm

called EPSCMIX (Emerging Pattern Subspace Clustering by MIXure models) is de-

signed. This algorithm is used to find gene expression patterns which in turn could

be used to predict pathological phenotypes and identify genes that might anticipate

the clinical behavior of diseases. Our method is based on feature saliency measure,

the probability of feature relevance, which is estimated by an Expectation Maximiza-

tion (EM) algorithm. This approach employs Emerging Patterns (EPs) to identify

effectively relationships among genes. The best number of classes and the relevant

set of genes are discovered by EPSCMIX.

To address the problem of identifying informative genes from a large amount

of gene expression data when no prior knowledge is available, we develop a hybrid

methodology for unsupervised gene (feature) selection and sample clustering. The

algorithm, PFSBEM (hybrid PCA based Feature Selection and Boost-Expectation-

Maximization clustering), introduces a new PCA (principal component analysis)

based feature selection within a wrapper framework. PFSBEM uses a three-step

approach to feature selection and data clustering. The first step initially reduces

high-dimension feature space by retrieving feature subsets with original physical

meaning based on their capacities to reproduce sample projections on PCs (principal

components). Each feature subset corresponds to a certain PC. The second step

then determines the important PCs that contribute to data clustering. A boost-

EM (expectation-maximization) clustering method is developed to achieve stable
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data grouping. Finally, from the merged feature subsets of important PCs, the best

feature subset that maximizes data clustering is selected.

Feature pattern (combination of features) identification techniques could be

used to capture more underlying semantics than single feature. However, it is very

hard to find meaningful patterns in large datasets like microarray data because of

the huge search space. Furthermore, infrequent patterns are often irrelevant or do

not improve the accuracy of the classification. To tackle these problems, we finally

design a discriminative feature patterns identification system named DFPIS. Instead

of simply identifying genes contributing to the network, this methodology takes into

consideration of gene interactions which are represented as Strong Jumping Emerging

Patterns (SJEP). Furthermore, infrequent patterns though occurred are considered

irrelevant. The whole framework consists of three steps: feature (gene, protein)

selection, feature pattern identification, and pattern annotation.
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CHAPTER 1

IDENTIFYING MARKER GENES USING SEMI-SUPERVISED
SUBSPACE CLUSTERING

1.1 Introduction

Clustering analysis of microarray gene expression data has been increasingly

used in cancer research for discovering and validating various cancer classes. Tra-

ditional clustering algorithms tend to consider all the features of an input dataset.

However, for high dimensional data such as gene expression microarray data, many

of the features are often irrelevant or do not contribute to the clustering. Moreover,

for distance metrics based clustering, such analysis becomes meaningless as the num-

ber of features dimensionality goes up. Alternatively, researchers have attempted to

apply feature subset selection to select a subset of features which are common for

all possible un-known classes. While clustering algorithms integrating feature selec-

tion search the whole dataset, subspace clustering algorithms localize the search for

relevant features [2]. Subspace clustering algorithms are one solution to the analysis

of microarray expression data. Another deficiency of the most clustering approaches

is that they do not take notice of the correlation of the genes even though it is

well-known fact that (co-)expression of genes in a cell is based on regulatory con-

trol. Emerging Patterns (EPs) are one method that can be used to find the mutual

relationships of genes; see, for example, [3], [4], [5] and [6], among others.

In this chapter, we introduce a new subspace clustering algorithm called EP-

SCMIX (Emerging Pattern Subspace Clustering by MIXture models), which can

be applied to prediction of pathological features of diseases using microarray ex-
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pression data. This is based on a feature saliency measure that is obtained by the

EPs algorithm and the EM (expectation maximization) algorithm, which is a sound

mathematics-based approach that does not involve any explicit search. [7] defined

the concept of feature saliency as the probability that the feature is relevant and in-

troduced an EM algorithm to estimate it in the context of mixture-based clustering,

which can simultaneously perform feature selection and clustering. Our approach

extends this algorithm to support two other things : the use of interrelation of genes

in classification and a subspace clustering. For the first consideration, the EPSCMIX

approach employs the EPs to estimate feature saliency. So, the EPSCMIX approach

not only can model interactions of genes, but also find a meaningful specific set of

genes related to each cluster. Another advantage of our solid theoretical EM based

EPSCMIX approach is the avoiding of a combinatory feature search like most sub-

space clustering algorithms do and avoiding of choice of search strategy.

1.2 Methods

1.2.1 Emerging Patterns (EPs)

Emerging Patterns (EPs) were first introduced by [8] as associations of features

(conditions involving several genes in microarray data), whose supports increase sig-

nificantly from one class to another. They have the special advantage of modeling

interactions among genes, which builds powerful classifiers. However, it is a hard

task to find short and meaningful EPs for large datasets because of the huge search

space. There are several approaches to discover EPs applied to microarray data such

as: border based mining algorithm [8], condensed representation [9], CART-based

approach [3], etc.
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Step 1: gene selection and discretization

We discretize all data sets using the entropy based discretization method of

[10], not only to efficiently explore the most discriminatory features but also to

earlier remove many of the noisy features. Let’s suppose that there is a given set S

of all samples and a partition boundary T by which S is partitioned into two subsets

S1 and S2. Let P (ci, Sj) be the proportions of samples in subset Sj that belong to

class ci. The class entropy for subset Sj is expressed as:

Ent(Sj) = −
m∑

i=1

P (ci, Sj)log(P (ci, Sj)) (1.1)

where m is the number of classes. Assuming the subsets S1 and S2 are derived from

partitioning a feature A at a point T , then the class information entropy of the

partition is defined by:

E(A, T, S) =
|S1|
|S| Ent(S1) +

|S2|
|S| Ent(S2). (1.2)

The cut point TA for which E(A, T, S) is minimal among all the candidate cut points

is selected for a binary discretization for feature A. The same process is applied

recursively to S1 amd S2 until the minimal description length criterion used by [10]

is reached.

Note that this method needs class information. So, we applied known class

labels for this and this is the reason that our algorithm is called as a semi-supervised

clustering algorithm even though clustering algorithm does not need any class infor-

mation. However, for datasets which have no class labels, we can apply unsupervised

feature selection algorithm and unsupervised discretization method for the same pur-

pose.

For example, the discretization method partitions genes each into two disjoint

intervals on colon cancer dataset. There are two intervals such as (-∞, 59.8) and
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[59.8, +∞) for M26383 gene. For the convenience, we index them as the 1st and 2nd

items and so on. So, the emerging pattern {2} represents {geneM26383@[59.8,+∞)}.

Step 2: generating JEPs

We employed Jumping EPs (JEPs), which are defined as the patterns that are

found only in one class relative to another class and have stronger ability to discrim-

inate different classes than any other types of EPs. For example, let’s suppose one of

JEPs on cancer class is {2, 3}. It represents {geneM26383@[59.8,+∞), geneM63391@(-

∞, 1700)}. And it can be interpreted as :

the pattern that the expression of M26383 is ≥ 59.8 and the expression of M63391

< 1700 was found at least one only in cancer samples.

To reduce the computational cost to get JEPs, we use top 35 ranked genes

based on information gain criterion and applied the border based algorithm in [8]

and [4] which directly produce EPs without generating all candidate patterns.

Step 3: selecting the most expressive genes

Finally, we select the Most Expressive Genes (ME-genes) which are often par-

ticipating in JEPs. For example, let’s suppose that there are 5 JEPs such as {1,

3, 5}, {2, 6}, {4, 9}, {1, 10} and {2, 4, 10}. The 1st ME-gene is {geneM26383@(-

∞, 59.8), [59.8,+∞)} because the frequency of geneM26383 is 4 (1,2,1,2). Note that

the frequency information of ME-genes is used to estimate feature saliency in our

algorithm.

1.2.2 Feature Saliency

The concept of feature saliency originates from the definition of feature irrel-

evancy [11], [12]: the l-th feature is relevant if its distribution is dependent on the



5

class labels. However, for unsupervised learning, it is hard to tell when a feature is

useless without class labels. So, [7] defined the feature saliency as the probability

that the features are relevant to a class because it may be better to indicate how

salient the feature is instead. They presented the algorithm to simultaneously es-

timate the feature saliencies and the number of clusters using EM algorithm. But,

they also have two limitations related to interactions among genes and the subspace

of clusters, the same as I have already mentioned earlier.

In this paper, we present a new method to overcome these problems, which

obtains feature saliency by using both EPs algorithm and EM algorithm. This ap-

proach finds maximum likelihood estimation of feature saliency as calculating its

expectation value by EPs algorithm and re-estimating it by a maximization step of

EM algorithm.

1.2.3 EM clustering algorithm for Feature Saliency

The EPSCMIX approach is inspired by the extension of the EM algorithm for

feature saliency [7]. To conform to the consistency of original authors, we keep the

same notations.

Let Y={y1, . . . , yN} denote a set of D-dimensional N observations. It is assumed that

each observation yi is from an initially specified number K (all classes are assumed

to have the same Gaussian mixtures, but they can be generalized to other types of

mixtures) in some unknown mixing probabilities α1, . . . , αK .

p(y) =
K∑

j=1

αjp(y|θj) (1.3)

Where for ∀j, αj ≥ 0,
∑

j αj = 1,θj is the set of unknown parameters defining

the j-th component. And θ ≡ {θ1, . . . , θK , α1, . . . , αK} will denote the full param-

eter sets. The goal of mixture estimation is to infer θ from a set of N data points
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Y={y1, . . . , yN}, assumed to be samples of a distribution with density given by Eq.

(1.3). Under the assumption that y1, . . . , yN are independent observations, the max-

imum likelihood estimate of θ can be iterated by applying the EM algorithm (Demp-

ster et al. 1977).

For applying feature saliency to mixture estimation method, we let Φ = {{φ11, . . . , φ1D}
. . . {φK1, . . . , φKD}} be a set of binary parameters, such that φjl = 1 if the l-th fea-

ture is relevant to j-th cluster and otherwise,φjl = 0 and consider two probability

density functions (pdf) : p(·|θjl), which is the pdf of the l-th feature in the j-th

component and q(yl|λl) which is common density (we shall limit it as Gaussian) for

the irrelevant l-th feature. Then, the mixture density in Eq. (1.3) is re-written as

p{y|Φ, {αj}, {θjl}, {λl}} =
K∑

j=1

αj

D∏

l=1

[p(yl|θjl]
φjl [q(yl|λl)]

1−φjl (1.4)

where θjl is the set of parameters of the j-th component and λl is the set of parameters

of l-th feature. Finally, according to previously introduced feature saliency definition

as ρjl = P (φjl = 1), i.e., the probability the l-th feature is relevant to j-th component,

and Eq. (1.4) can be further written as

ρjl = p(φjl = 1|zi = j) =

Freqi(yil ∈ {ME − genes}j)

Maxl(Freqi(yil ∈ {ME − genes}j))
(1.5)

p(y|θ) =
K∑

j=1

αj

D∏

l=1

(ρjlp(yl|θjl) + (1− ρjl)q(yl|λl) (1.6)

where {ME-genes}j is the set of ME-genes for j-th component, yil is l-th feature

value of i-th sample, Freqi(yil) is the sum of the number of the sample whose interval
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value is the one of ME-genes set of j-th component in the l-th feature dataset of j-

th component, and Maxl(Freqi(yil)) is the maximum value of Freqi(yil) among all

features in the dataset of j-th component.

Typically, EM algorithm consists of two major steps, namely, an expectation

step and maximization step. The expectation step is to estimate the unknown under-

lying variables, using the current estimate of the parameters and conditioned upon

the observations. Then, the maximization provides a new estimate of the parame-

ters. These two steps are iterated until convergence. The two steps of the proposed

EM algorithm can be derived as follows: by treating Z as hidden class labels and Φ

as hidden variables :

[E-step] : Compute the following quantities.

aijl = P (φjl = 1, yil|zi = j) = ρjlp(yil|θjl) (1.7)

bijl = P (φjl = 0, yil|zi = j) = (1− ρjl)q(yil|λl) (1.8)

cijl = P (yil|zi = j) = aijl + bijl (1.9)

wij = P (zi = j|yi) =
αj

∏
l cijl∑

j αj
∏

l cijl

(1.10)

uijl = P (φjl = 1, zi = j|yi) =
aijl

cijl

wij (1.11)

vijl = P (φjl = 0, zi = j|yi) = wij − uijl (1.12)

The feature saliency (ρjl) used in Eqs. (1.7) and (1.8) is computed using Eq. (1.5).

In these equations, the variable aijl and bijl measure how relevant the l-th gene is to

the j-th component, when the k-th gene is used and is not used, respectively, and

the variable cijl measures how irrelevant the l-th gene is to the j-th component. The

variable wij measures how important the i-th sample is to the j-th component. The

variables uijl and vijl measure how important the i-th sample is to the j-th compo-
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nent when the l-th feature is used and is not used, respectively, for j-th component .

[M-step] : Re-estimate the parameters.

α̂j =
max(

∑
i wij − (RD/2)η, 0)∑

j max(
∑

i wij − (RD/2)η, 0)
(1.13)

Mean(θ̂jl) =

∑
i uijlyil∑

i uijl

(1.14)

V ar(θ̂jl) =

∑
i uijl(yil −Mean(θ̂jl))

2

∑
i uijl

(1.15)

Mean(λ̂l) =

∑
i(

∑
j vijl)yil∑
ij vijl

(1.16)

V ar(λ̂l) =

∑
i(

∑
j vijl)(yil −Mean(λ̂l))

2

∑
ij vijl

(1.17)

ρ̂jl =
max(

∑
i uijl −R/2, 0)

max(
∑

i uijl −R/2, 0) + max(
∑

i vijl − S/2, 0)
(1.18)

where R and S are numbers of parameters in θjl and λl respectively (R=S=2 for

univariate Gaussians). And η is a function that converges to 1 as iterations increase.

If K and D are too large, it can happen that no component has enough initial

support, and all αj will be undetermined. To avoid this problem, we adopted η

function in Eq. (1.13). And, the reason to estimate ρjl using the proportion of the

term
∑

i uijl is that it can be interpreted as how likely it is that φjl equals one.

1.2.4 Model Selection

Most of algorithms using EM algorithm for fitting mixtures with unknown

numbers of components have difficulties in the following problems: EM is highly

dependent on initialization, and EM may converge to the boundary of the parameter

space [13]. The one solution is to use model selection criteria like MML (Minimum

Message Length) : find the ”Most probable” overall model, which generates the

shortest description of the data, in the whole set of available models rather than
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[Input] K : initial number of component,
Kmin : minimum number of component

[Output] Number of component K, 
Parameters set { }}}{{},{},{ jlljjl ρλαθ

Preprocessing: 
Perform an Entropy-Based Discretization using known labels
Perform Standardization with raw data of selected features

Initialization
Set feature saliencies after labeling classes by using KMeans algorithm or 
random assignment method (K=30)
Set the parameters of a large number of mixture components randomly
Set the common distribution to cover all data

Iterations
While K > Kmin do

Repeat
Perform E-step
Perform M-step
Assign training data class labels that are most likely generated
Update feature saliencies based on these labels

until F(t-1)(K,Φ)-F(t)(K, Φ) < ε |F(t-1)(K,Φ)|
Save the current model parameters and its MML
Remove the component with the smallest weight

end while.
Return the model parameters that yield the smallest message length.

Figure 1.1. The EPSCMIX algorithm.

selecting one among a set of candidate models. In this paper, we applied the approach

in [7] and [13], which is a penalized maximum likelihood function based on the MML

criteria (after discarding the order on term) as follows:

F(t)(K, Φ) = −logp(Y|θ) +
1

2
(K + KD)logN

+
R

2

K∑

j=1

D∑

l=1

log(Nαjρjl) +
S

2

K∑

j=1

D∑

l=1

log(N(1− ρjl)) (1.19)
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This criterion has easily understandable interpretations. −logp(Y|θ) is the code-

length of the data and 1
2
(K + KD)logN is a parameter code length corresponding

to K αj values and KD ρjl values. The other terms are the code lengths required for

estimating each θjl and λl : R
2
log(Nαjρjl) and S

2
log(N(1− ρjl)).

1.2.5 EPSCMIX algorithm

From a Bayesian point of view, the criterion in Eq. (1.19) corresponds with a

posteriori density by applying Dirichlet-type (not exactly) priors on the αj and ρjl :

p(α1, . . . , αK) ∝
K∏

j=1

α
−RD/2
j (1.20)

p(ρ11, . . . , ρ1D, . . . , ρK1, . . . , ρKD)

∝
K∏

j=1

D∏

l=1

ρ
−R/2
jl (1− ρjl)

−S/2 (1.21)

These priors are reflected in Eqs. (1.13) and (1.18) of M-step because priors are

conjugate to complete data likelihood. So, they have the function to reduce compo-

nents and feature saliencies with ”too weak”, meaning they force some of the αj to

go to zero and some of rhojl to go to zero or one. This pruning factor is the way to

avoid one of the problems of standard EM algorithm. However, if K is too large, it

can happen that no component has enough initial support and all αj will be unde-

termined. To avoid this problem, a component-wise version of EM can be adopted.

This method updates all parameters sequentially rather than simultaneously. This

method also helps to avoid slow convergence situations by updating the parameters

sequentially in small groups associated to small hidden data spaces rather than one
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large complete data space [14], [7], [13]. We did not apply this method in this paper

because η function in Eq. (1.13) can handle the former problem, and there is no slow

convergence problem if some of high ranked features are considered the same as ours.

This algorithm is initialized with large number of K, where K is much larger than

the true number of mixture component. By doing so, this overcomes the problem,

which converges to bad local minima by initialization. In other words, by starting

with many components, this algorithm avoids the difficulty that EM is unable to

move components across least-likelihood regions.

Our proposed algorithm is summarized in Fig. (1.1). The algorithm is com-

posed of three phases : preprocessing, initialization, and iteration. We use two kinds

of data sets, labeled discretized data and unlabeled raw data. The former is for

EPs algorithm and the other is for EM algorithm. First, we make the former set as

applying an entropy based discretization method, and for the other, we standard-

ized the original data set with the method that each column is standardized to have

mean zero and unit standard deviation, and then each row is standardized to have

zero mean and unit standard deviation. In the initialization phase, we initialize all

unknown parameters such as mixture parameters {θjl},{αj}, parameters of common

distribution {λl} and feature saliencies {ρjl}. In the iteration phase, two steps of EM

and updating feature saliencies are iteratively performed until Eq. (1.19) is satisfied.

The feature saliencies are updated using Eq. (1.3) based on training data class labels

that are most likely generated by previous EM-steps. After performing E-step and

M-step, if αj becomes zero, the j-th class will be pruned, and if ρjl becomes one,

q(yl|λl) will be pruned; otherwise, if ρjl becomes zero, p(yl|θjl) will be pruned for

j-th component.
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Table 1.1. Data description
 

Name N D c 

synthetic data 800 (200 for each of them) 10 4 

colon cancer 62 (40 tumor, 22 normal) 2000 2 

prostate cancer 102 (52 tumor, 50 normal) 12600 2 

wine 
recognition 

178 (59 class1, 71 class2, 48 class3) 13 3 

Wdbc 569 (357 benign, 212 malignant) 30 2 

1.3 Experiments

We implemented the EPSCMIX approach with the Java language and used not

only the synthetic data of [7] but also the well-known datasets, such as the colon tu-

mor set of [15] and the prostate tumor set of [16] from Kent Ridge Bio-medical Data

Set Repository (http://sdmc.lit.org.sg/GEDatasets/Datasets.html), to demonstrate

the robustness of our new approach. Additionally, to compare our performance with

the one of Law’s method, we considered two real data sets such as the wine recogni-

tion data set and the Wdbc(Wisconsin diagnostic breast cancer) data set from UCI

machine learning repository (http://www.ics.uci.edu/ mlearn/MLRepository.html).

Data sets are summarized in Tab. 1.1. Each data set has N data points with D

features from c classes.
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1.3.1 Synthetic Data

We used the synthetic data set, which consists of 800 10-dimensional samples

from a mixture of four equiprobable Gaussians N (mi, I), i=1,2,3,4, where

m1 =

(
0

3

)
, m2 =

(
1

9

)
,m3 =

(
6

4

)
,m4 =

(
7

10

)

and eight noisy features sampled from a N (0, I). We repeated these experiments

10 times, each initialized with K=30 and the stopping threshold at 10−7. Eight

noisy features are removed early in the preprocessing step. In all ten runs, the four

components were exactly identified, and the saliencies of two features for four classes

are always one. This result shows that the proposed algorithm finds the true clusters

successfully and assigns appropriate salience value to the feature.

1.3.2 Real Data : wine and Wdbc

We used two kinds of real data sets used in [7] for the comparison of the

performance because our method is the extension of their algorithm. The first data

set is wine recognition data (wine) that contains results of chemical analysis of wines

grown in different cultivars. It is composed of 179 samples with 13 features from 3

classes. The other data set is the Wisconsin diagnostic breast cancer data (Wdbc)

that was used to obtain a diagnosis (benign or malignant ) based on 30 features from

cell nuclei presented in an image. It has 576 samples.

In this experiment, the dataset was first randomly divided into two sets: one

for training, another for testing. We used 70% of samples as training data and

30% of samples as testing data. The entire procedure is repeated 20 times, each

initialized with K=30 and the stopping threshold at 10−7. We evaluate the results

by considering components as clusters and comparing them with the ground truth



14

Table 1.2. The error rate of experiments using wine and wdbc
  
 

 EPSCMIX Algorithm of Law et al. 

 error rate ĉ error rate 
error rate 

for post-processing 
ĉ 

wine 0.06321 (0.04) 3 0.0661 0.0661 3.1 

Wdbc 0.0801 (0.03) 2 0.0955 0.0935 5.65 

classes. The test data is assigned to the cluster that most likely generated it, and the

sample is classified to the cluster. These conditions are applied for all experiments

using real data sets.

In our experiment, one of options that can be adjusted is the number of fea-

tures. We consider some cases by selecting some high-ranked features among the

features that are ranked according to the information gain calculated by entropy

based discretization method. When we use all features for wine and 15 features for

Wdbc, the results are the best. The result is shown in Tab. (1.2). The “error rate”

corresponds to the mean of error rates on the testing set. ĉ denotes the number of

Gaussian components estimated. The numbers in parenthesis are the standard devi-

ation of the corresponding error rate over 20 random runs. As you see, the error rates

are a little reduced in both cases. The most different thing is the number of clusters

estimated for Wdbc, and it may be the reason for the performance improvement.

1.3.3 Real Data : colon cancer

The dataset consists of 40 tumor and 22 normal colon tissue samples. These

samples are composed of 2,000 gene expression values with highest minimal intensity

across the samples. Before we considered the clustering of this set, we have rear-

ranged the data so that the tumors are labeled 1-40 and the normals 41-62 [17]. By
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the preprocessing step (the entropy based discretization), which is required for EP

algorithm, 136 significant genes among 2000 genes were found. We compared the

performance according to the number of genes and ME-genes, and they are shown

in Fig. (1.2). As we can see in Fig. (1.2), our approach performs better when 35

top-ranked genes are used. This may be due to the fact that noisy features can hurt

clustering results. In our algorithm, if many features make too many emerging pat-

terns, lots of ME-genes from them reduce discrimination power of feature saliency.

Finally, we picked, the 35 top-ranked genes which are also consistent with [5].

Table 1.3. Classification accuracy over 20 random runs  
 # genes 

# ME-
features 

accuracy (STD) ĉ 

35 35 0.88158 (0.068) 2.15 
colon 

35 10 0.87895 (0.059) 2.2 

35 35 0.90645 (0.05) 3.45 
prostate 

35 10 0.903226 (0.04) 3  
The averaged results of classification accuracy are shown in Tab. (1.3). The

“accuracy” corresponds to the mean of the accurate rates on the testing set when

the clustering results are compared with the ground truth labels. STD denotes

the standard deviation of the corresponding quantities and ĉ means the number

of Gaussian components estimated. Our approach performs better than the other

clustering approaches or is comparable with them. For example, EPPC [6], which

is a new iterative top-down subspace search method applying EPs based on the

framework of ORCLUS [18], has 0.799 0.857% accuracy (on the 70% training set

over 50 runs). CAST [19] has 88.7% accuracy (in the LOOCV evaluation) and
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several methods such as Nearest Neighbor, Boosting, etc. in [20], have much lower

accuracy than ours. It is also comparable with the results of classification methods

like EP-based classification by [3] or SVM. In [3], the accuracy of four methods (EP-

based, LDA, 3-NN, SVM) is between 0.766% and 0.886% (on the testing set over 50

random runs).

We now show the feature saliency for each cluster in Tab. (1.4) (in other

words, subspaces of each cluster). Diff denotes the difference of feature saliency

value between normal and tumor, B denotes marker genes identified by proposed

algorithm, M denotes smooth muscle genes, R denotes the ribosomal protein genes

and E denotes whether identified genes by [1] or not. Top 18 genes are characteristic

of tumor cluster and the others (bottom) are genes mainly used for normal cluster.

As you can see in the result, we identified eleven marker genes, which are composed of

five genes being characteristic of a tumor cluster (U21090, T57619, H55758, R36977

and Z50753) and six genes being representitive of a normal cluster (M26383, X12671,

T96873, M76378, J02854 and U25138) when threshold is 0.5. Some of them can be

interpreted by already known facts, and the others need to be explained in the

future. For example, polyserase-2 (U21090) is detected in several cancer cell lines

including colon adenocarcinomas in [21], and Ribosomal protein S6 (T57619) can be

explained by the fact that the intensity of the ribosomal protein genes is relatively

low in the normal colon tissues than in tumor tissues from [15] and [20]. For Alpha

enolase (H55758), we can refer the enolase activities explained in [22]. In the case

of the MONAP gene (M26383), a very interesting interpretation can be possible.

It was believed that over-expression of MONAP (M26383) plays an important role

in tumor angiogenesis and tumor aggression [1]. As you can see in Tab. (1.4), it

is a marker gene which has high feature saliency value for normal cluster relative

to tumor cluster. This means that it would be down-regulated in all normal tissue
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Table 1.4. 33 genes with mean of feature saliency over 20 random runs 
Feature Saliency GeneBank 

Accesstion 

No. 
normal tumor diff 

Name B M R E 

U21090 0.167018 0.962104 0.795086 Human DNA polymerase delta small subunit mRNA  �    

T57619 0.209899 0.965287 0.755388 40S RIBOSOMAL PROTEIN S6 (Nicotiana tabacum)  �  �  

H55758 0.232204 0.945239 0.713035 ALPHA ENOLASE (HUMAN)  �   � 

R36977 0.235194 0.933298 0.698104 TRANSCRIPTION FACTOR IIIA  �    

Z50753 0.351667 0.871837 0.52017 H.sapiens mRNA for GCAP-II/uroguanylin precursor  �    

R84411 0.553432 0.903717 0.350284 SMALL NUCLEAR RIBONUCLEOPROTEIN ASSOCIATED PROTEINS B AND B'     

H23544 0.5591 0.932838 0.373738 GTP-BINDING NUCLEAR PROTEIN RAN (Homo sapiens)     

U09587 0.610685 0.820255 0.20957 Human glycyl-tRNA synthetase mRNA, complete cds     

M16937 0.61237 0.908202 0.295833 Human homeo box c1 protein, mRNA, complete cds.     

U32519 0.61475 0.911533 0.296782 Human GAP SH3 binding protein mRNA, complete cds.     

T47377 0.6995 0.848499 0.148999 S-100P PROTEIN (HUMAN)     

U30825 0.719625 0.915206 0.195581 Human splicing factor SRp30c mRNA, complete cds.     

H43887 0.725775 0.905677 0.179902 183264 COMPLEMENT FACTOR D PRECURSOR (Homo sapiens)     

X53586 0.733254 0.899753 0.166499 Human mRNA for integrin alpha 6.     

H40560 0.733546 0.897696 0.164151 175410 THIOREDOXIN (HUMAN)     

X63629 0.741238 0.861703 0.120466 H.sapiens mRNA for p cadherin.     

H08393 0.75196 0.900941 0.148981 45395 COLLAGEN ALPHA 2(XI) CHAIN (Homo sapiens)    � 

R10066 0.81404 0.870241 0.056202 PROHIBITIN (Homo sapiens)     

H40095 0.896774 0.894528 0.002247 175181 MACROPHAGE MIGRATION INHIBITORY FACTOR (HUMAN);.     

U09564 0.910235 0.763688 0.146546 Human serine kinase mRNA, complete cds.     

M26383 0.913627 0.322907 0.59072 Human monocyte-derived neutrophil-activating protein (MONAP) mRNA, complete cds. �   � 

T92451 0.917462 0.767149 0.150313 118219 TROPOMYOSIN, FIBROBLAST AND EPITHELIAL MUSCLE-TYPE (HUMAN)  �   

T71025 0.924445 0.719374 0.205071 84103 Human (HUMAN)     

R87126 0.934787 0.821411 0.113377 197371 MYOSIN HEAVY CHAIN, NONMUSCLE (Gallus gallus)    � 

X12671 0.936812 0.423104 0.513708 Human gene for heterogeneous nuclear ribonucleoprotein (hnRNP)  �    

J05032 0.96184 0.712202 0.249638 Human aspartyl-tRNA synthetase alpha-2 subunit mRNA, complete cds.     

T60155 0.970551 0.590048 0.380503 81422 ACTIN, AORTIC SMOOTH MUSCLE (HUMAN)  �   

T96873 0.978702 0.443865 0.534838 HYPOTHETICAL PROTEIN IN TRPE 3'REGION (Spirochaeta aurantia) �    

M63391 0.986911 0.516009 0.470903 Human desmin gene, complete cd  �  � 

M76378 0.997333 0.454979 0.542354 Human cysteine-rich protein (CRP) gene, exons 5 and 6  �    

M22382 0.999699 0.728405 0.271294 MITOCHONDRIAL MATRIX PROTEIN P1 PRECURSOR (HUMAN)     

J02854 1 0.374897 0.625103 MYOSIN REGULATORY LIGHT CHAIN 2, SMOOTH MUSCLE ISOFORM (HUMAN) � �  � 

U25138 1 0.458372 0.541628 Human MaxiK potassium channel beta subunit mRNA  � �    
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rather than up-regulated in all tumor tissue. [23] observed that the expression and

induction of the CRP gene (M76378), which has been associated with protection

against DNA damage, oxidative stress and apoptosis, is down-regulated in tumor

tissue. And, we found five smooth muscle genes (J02854, U25138, T60155, M63391

and T92451) with high feature saliency for a normal cluster (smooth muscle-related

genes showed high expression levels in the normal tissue samples compared to the

tumor samples [15], [20]) and J02854 and U25138 genes among them are selected as

marker genes.

Regarding some of genes which have high feature saliency for both clusters reported

in Tab. (1.4), it should be emphasized that this was achieved by applying EPs during

clustering. This means that these kinds of genes closely interact with marker genes.

1.3.4 Real Data : prostate cancer

This data set consists of 52 tumor and 50 normal prostate tissue samples.

They have 12,600 genes with highest minimal intensity across the samples. As colon

data sets, we have rearranged the data so that the tumors are labeled 1-52 and the

normals 53-102. By the preprocessing step, 1,607 significant genes among 12,600

genes were found, but we considered two cases: 35 or 100 top ranked genes by

an entropy method because the performance got worse according as the number of

genes increases. The averaged results of classification accuracy are shown in Tab. 1.3.

This result shows comparable accuracy with the results (greater than 90% accuracy

in LOOCV evaluation) using a k-nearest neighbor (k-NN) supervised algorithm of

[16].

In this experiment, we found eight marker genes (33674, 40435/40436g, 31527,

37366, 33614, 33121g, 36589 and 40282s) when the threshold is 0.5. Some of them can

be interpreted by previous works, and the others need to be explained in the future.
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For the adipsin marker gene (40282s), [24] suggested that prostate cancer cells grow

differently in an adipocyterich environment such as bone marrow. DKFZp564A072,

cDNA sequence, was specific to prostate epithelial cells, and its expression level was

elevated significantly in prostate cancers [25]. The interesting thing is the number

of clusters estimated (3.45 in best accuracy), which are two normal clusters and one

tumor cluster. This result can be used to decide the rational selection of patients

at high risk for relapse for clinical testing adjuvant therapeutics. [16] also showed

the feasibility of using gene expression differences to predict the identity of prostate

samples in their experiments. For this, the gene expression of 35 top ranked genes

is shown in Fig. (1.4).

As we can see in Fig. (1.4), most genes selected by the preprocessing step have

obvious differences of gene expression between tumor and normal samples. And, we

found several expression patterns (by interaction among genes) from their differences.

Such patterns are naturally reflected to our feature saliency by EPs. The summary

about feature saliency of top-ranked features will be shown in an appendix. Eleven

genes among 35 top-ranked genes are the same as these most commonly used in the

16-gene model of [16].

1.4 Conclusion

In this chapter, we have introduced an EPSCMIX algorithm, which employs

EM algorithm to estimate the best number of classes for mixture based semi-supervised

subspace clustering and salient features selected by EPs algorithm. The major

strength of the proposed algorithm is that by using a new approach to get fea-

ture saliency, the algorithm finds effectively the subspace (feature subsets) of classes

as well as classes at the same time. This approach is also not only an efficient

method to estimate the number of classes but also less sensitive to local minima by
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initialization than standard EM by applying MML criterion. We applied this algo-

rithm in the cancer problem and achieved better or comparable performance than

other supervised/unsupervised algorithms, even though all classes are assumed to

be Gaussian mixtures. The robustness of using emerging patterns based on mixture

models, as well as using the Gaussian mixture model for subspace clustering was also

demonstrated on both synthetic and real data sets. Our results of both cancer data

sets were also consistent with current biological knowledge. In future work, we will

adapt principles other than MML, such as BIC, to perform model selection. We can

replace border based EPs algorithm by other types of EPs algorithm. Finally, we

can verify our algorithm on other several types of cancer microarray data sets for

corresponding performance analysis, comparison, and meanings exploration.
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Figure 1.2. The accuracy comparison according to the number of genes and
ME-genes. The red lines represent the mean of accuracy. (a) The effect of the number
of genes and ME-genes, (b) The effect of the number of genes.
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Figure 1.3. Clustergram of feature saliency for colon data over 20 random runs.
Genes are marked with arraows if they are smooth muscle genes (a) or ribosomal
protein genes (b). (a) Normal class (b) Tumor class .
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Figure 1.4. Gene expression correlates of feature saliency. 35 top-ranked genes by
entropy method are used. Genes and samples are shown as ordered by Gene Cluster.
The expression of each gene in each sample is represented by the number of standard
deviations above (red) or below (green) the mean for that gene across all 62 samples
for colon cancer or 102 samples for prostate cancer. (a) Colon data (b) prostate data.



CHAPTER 2

A NEW MODEL SELECTION METHOD IN EPSCMIX
ALGORITHM

2.1 Introduction

In likelihood analysis of mixture models, maximum-likelihood (ML) estimation

is usually done by EM algorithm, which require the number of components (k) to be

known. In this case, multiple models have to be estimated and certain model selec-

tion criterion has to be used. Several such strategies are available in the literature

(refer to a special Journal of Mathematical Psychology issue on model selection).

The most representitive criteria are the Akaike information criterion (AIC, [26]), the

Bayesian Information Criterion (BIC, [27]), cross-validation (CV, [28]), minimum

description length (MDL, [29]) and minimum message length (MML, [30]). In those

five methods, ML is always used as a goodness of fit measure, but they differ in

how model complexity is conceptualized. There are more criteria such as the infor-

mation complexity (ICOMP, [31]), the integrated classification likelihood (ICL, [32])

and the Laplace-empirical criterion (LEC, [33]) and etc. However, only employing

these criteria did not overcome drawbacks of a standard EM (sensitivity to initial-

ization and possible convergence to the boundary of the parameter space) ([34]). So

[13] presented the unsupervised learning algorithm which are seamlessly integrating

estimation and model selection and show their approach outperforms the existing cri-

teria. But it also has an local maxima problem in certain situation. Recently, [35],[36]

and [34] have been presented Split and Merge EM algorithm which alternately splits

and merges components, estimating k and other parameters of components simulta-

23
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neously. Each of them presented their criteria for split and merge operations. [37]

proposed the model metaselection approach which can be used to choose a model se-

lection strategy based on a data-driven adaptive procedure. However, although some

alternative ways to estimate k have been proposed, finding it effectively considering

a trade-off between goodness-of-fit and complexity of the models involved, is still an

open problem ([34]).

In this paper, we introduce a new subspace clustering algorithm called EP-

SCMIX (Emerging Pattern Subspace Clustering by MIXture models), which can be

applied to prediction of pathological features of diseases using microarray expression

data as well as image pattern recognition. This is based on a feature saliency mea-

sure that is obtained by the EPs algorithm, which is data mining technique to be

able to effectively find patterns discriminating different classes, and ML likelihood

estimation by the EM algorithm. In terms of an estimation of k, we applied the anni-

hilation process seamlessly integrating estimation and model selection like [13]. But

to overcome drawback of removing action of component (specially, in the case where

we use a small data set, it is hard to perfectly estimate many paramaters in large

initial value for k to remove components), we also implemented agglomerative step

with merge criterion of [34]. Our simulation show improved convergence capability

relative to CEM together with MML like criterion.

2.2 Methods

2.2.1 Model Selection

In this section, three representative criteria are introduced. They are the

Akaike Information Criterion (AIC), minimum description length (MDL) and mini-
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mum message length (MML). In those methods, ML is always used as a goodness of

fit measure, but they differ in how model complexity is conceptualized.

The goal of AIC is to minimize the Kullback- Leibler (K-L) distance of the

selected density from the true density. The AIC rule is to select the predictive density

that has the lowest estimated K-L discrepancy, which amounts to the minimization

of Eq.(2.1). AIC for a given model are defined as follows:

AIC = −2logp(Y|θ) + 2c (2.1)

where θ is a MLE estimate, log is the natural logarithm of base e, c is the number of

parameters and N is the sample size. The first term represents a lack of fit measure,

the second term represents a complexity measure. In complexity of AIC like BIC,

dimension of model complexity, is not considered. The other two selection methods,

MDL and MML, described next, are sensitive to dimension of model as well as the

number of parameters.

These two criteria share the basic idea that the best model is one that facilitates

the shortest encoding of observed data but the codes that are used are quite different.

While the MDL codes minimize worst-case relative code-length (regret),the two-part

codes used by MML are designed to minimize expected absolute code-length from

a subjective prior distribution defined on the collection of models and parameters

under consideration. The one version of MDL (is coincident with the well-known

MDL criterion) and MML derived from the particular form in Eq.(2.2) of the MML

approach by [13] are defined as follows:

θ̂ = arg min
θ
{−logp(θ)− logp(Y|θ)

+
1

2
log det I(θ) +

cK + K

2
(1 + log

1

2
)} (2.2)
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Where I(θ) is the Fisher information matrix, detI(θ) denotes its determinant, K is

the number of components.

MDL = −logp(Y|θ) +
c

2
log(N) (2.3)

MML =
N

2

∑

α>0

log(
nαm

12
) +

K

2
log

N

12

+
K(c + 1)

2
− logp(Y|θ) (2.4)

This MDL criterion is obtained by two assumptions which a flat prior p(θ) and large

N. And the MML criterion is derived by using the standard noninformative Jeffreys’

prior.

In the referenced papers, they show that AIC criterion has a strong tendency

to select models that are too complex ([38]) while MDL to underestimate the number

of components. And MML was the best two part message length estimate discussed

([30]). However, in many cases, the methods described here not only perform very

well but also have cases where they perform suboptimally compared to other state-

of-the-art methods. Often these are the reasons: First, an asymptotic formula was

used and the sample size was not large enough to justify this. Second, the normal-

ized maximum likelihood (NML) distribution was undefined for the models under

consideration, and this was solved by cutting off the parameter ranges at ad hoc

values. Finally, the true distribution is not under consideration. Anyhow, all model

selection methods that are used in practice choose a trade-off between goodness-of-

fit and complexity of the models involved. MDL provides one particular means of

achieving such a trade-off ([39]).

Our proposed algorithm have been designed to be used for the analysis of

microarray. This data is one of cases where while model complexity is so high,

usually enough data has not been given. Because of this property, we desire to
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show the result of simulations using three criteria based on our new approach, which

seamlessly integrate model selection and our novel estimation approach.

Next equation show how above MML criterion is adopted in this experiments.

We omit equations for AIC and MDL because of their simplicity.

F(t)(K, Φ)MML = −logp(Y|θ) +
1

2
(K + KD)logN

+
R

2

K∑

j=1

D∑

l=1

log(Nαjρjl) +
S

2

K∑

j=1

D∑

l=1

log(N(1− ρjl)) (2.5)

This criterion has easily understandable interpretations. 1
2
(K + KD)logN is a pa-

rameter code length corresponding to K αj values and KD ρjl values. The other

terms are the code lengths required for estimating each θjl and λl : R
2
log(Nαjρjl)

and S
2
log(N(1− ρjl)). The order one term was discarded.

2.2.2 EPSCMIX algorithm using a new model selection

2.2.2.1 Merge criterion

This idea as I have mentioned above has been implemented by [40] as agglom-

erative EM (AEM). They merge two components of the k-component one based on

the symmetric KL divergence. And [13] also proposed new component-wise version

of EM which I have already mentioned before. In this paper, this merge criterion has

been substituted by removal operation of the component with the smallest weight.

In this paper, we applied the correlation coefficient proposed by [34] for the

merge criterion. Let Pj(θ̂) = (w1j, w2j, ..., wnj)
T denote the n-dimensional vector

which is composed of the posterior probability of yi belonging to the jth component.

The correlation coefficient as the merge criterion is the follows.

M(j, k; θ̂) =
(Pj(θ̂)− P̄j(θ̂))

T (Pk(θ̂)− P̄k(θ̂))

‖ (Pj(θ̂)− P̄j(θ̂)) ‖‖ (Pk(θ̂)− P̄k(θ̂)) ‖
(2.6)

M(j, k) = max
jk
{M(j, k; θ̂)2 : j, k = 1, ..., K} > Tmerge (2.7)
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Where ‖ · ‖denotes the Euclidean norm, P̄j(θ̂) is the n-dimensional mean vector with

all entries equal to 1
n

∑n
i=1 wij, Tmerge is a prescribed threshold. So, the more M2 is

close to 1 (M is close to +1 or -1), the higher probability which these two components

are likely to come from same component is. Therefore, these two components must be

merged. When merging components j and k of the mixture, the resulting component

must retain the combined probability, mean, and covariance. So merged component

mixture is defined as follows.

αm = α̂j + α̂k

θm =
α̂j θ̂j + α̂kθ̂k

α̂j + α̂k

ρm = ρ̂j + ρ̂k

The algorithm is composed of three phases : preprocessing, initialization, and

iteration. We use two kinds of data sets, labeled discretized data and unlabeled raw

data. The former is for EPs algorithm and the other is for EM algorithm. First,

we make the former set as applying an entropy based discretization method, and for

the other, we standardized the original data set with the method that each column

is standardized to have mean zero and unit standard deviation, and then each row

is standardized to have zero mean and unit standard deviation. In the initialization

phase, we initialize all unknown parameters such as mixture parameters {θjl},{αj},
parameters of common distribution {λl} and feature saliencies {ρjl}. In the iteration

phase, two steps of EM and updating feature saliencies are iteratively performed until

Eq. (2.5) is satisfied. The feature saliencies are updated based on training data class

labels that are most likely generated by previous EM-steps. After performing E-step

and M-step, if αj becomes zero, the j-th class will be pruned, and if ρjl becomes



29

−4 −2 0 2 4 6 8 10 12 14
−2

0

2

4

6

8

10

12

14

Feature 1

F
ea

tu
re

 2

(a)

−4 −2 0 2 4 6 8 10 12 14
−2

0

2

4

6

8

10

12

14

Feature 1
F

ea
tu

re
 2

(b)

−4 −2 0 2 4 6 8 10 12 14
−2

0

2

4

6

8

10

12

14

Feature 1

F
ea

tu
re

 2

(c)

−4 −2 0 2 4 6 8 10 12 14
−2

0

2

4

6

8

10

12

14

Feature 1

F
ea

tu
re

 2

(d)

−4 −2 0 2 4 6 8 10 12 14
−2

0

2

4

6

8

10

12

14

Feature 1

F
ea

tu
re

 2

(e)

−4 −2 0 2 4 6 8 10 12 14
−2

0

2

4

6

8

10

12

14

Feature 1

F
ea

tu
re

 2

(f)

Figure 2.1. Fitting a Gaussian mixtures. This is one of 50 random runs by using
EPSCMIX algorithm with merge criterion and MDL together(800 samples). The
solid ellipses represent the estimated Gaussian mixture components. (a) The data
set (b) Initialization (K=30) (c) K=17 (d) K=8 (e) K=5 (f) K=4.

one, q(yl|λl) will be pruned; otherwise, if ρjl becomes zero, p(yl|θjl) will be pruned

for j-th component.

2.3 Experiments

We implemented the EPSCMIX approach with the Java language and used not

only the synthetic data but also the well-known datasets, such as the colon tumor

set of [15] and the prostate tumor set of [16] from Kent Ridge Bio-medical Data Set

Repository (http://sdmc.lit.org.sg/GEDatasets/Datasets.html), to demonstrate the

robustness of our new approach. Additionally, we considered two image data sets
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Figure 2.2. The percentage of success selection (k) versus the sample size and sepa-
ration between components using two annihilation approaches. M and R denote the
methods merging same components (M) and removing redundant components (R).
(a) simulation 1 (M) (b) simulation 2 (M) (c) simulation 3 (M) (d) simulation 1(R)
(e) simulation 2 (R) (f) simulation 3(R) .

such as the wine recognition data set and the Wdbc(Wisconsin diagnostic breast can-

cer) data set from UCI machine learning repository (http://www.ics.uci.edu/ mlearn

/MLRepository.html). Data sets are summarized in Tab. 2.1. Each data set has N

data points with D features from c classes.

2.3.1 Synthetic Data

We repeated all experiments 50 times, each initialized with K=30, the stopping

threshold at 10−7 and the component merge threshold at 0.5. We compared the

results of two component annihilation methods, merging same components (M) and

removing redundant components (R).
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Figure 2.3. A Gaussian mixture estimates obtained by the AIC, MDL and MML
criteria together with M (top row) and R (bottom row) approaches for the first
feature of the wine data set. The bar graphs are histograms of the first feature of
the wine data. (a) AIC with M (b) MDL with M (c) MML with M (d) AIC with R
(e) MDL with R (f) MML with R.

Table 2.1. Data description   
Name N D c 

synthetic data1 Multi sets: 40,80,120,200,800,1600 10 4 

synthetic data2 Multi sets: 40,80,120,200,800,1600 5 2 

synthetic data3 200 5 2 

wine recognition 178 (59 class1, 71 class2, 48 class3) 13 3 

Wdbc 569 (357 benign, 212 malignant) 30 2 

colon cancer 62 (40 tumor, 22 normal) 2000 2 

prostate cancer 102 (52 tumor, 50 normal) 12600 2 
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First, we use 10-dimensional samples (being considered the various number of

samples such as 40, 80, 120, 200, 800 and 1600) from a mixture of four equiprobable

Gaussians N (mi, I), i=1,2,3,4, where

m1 =

(
0

3

)
, m2 =

(
1

9

)
,m3 =

(
6

4

)
,m4 =

(
7

10

)

α1 = α2 = α3 = α4 = 0.25

and eight noisy features sampled from a N (0, I) in Fig. (2.1 (a)). One of the 50

runs by using M approach with MDL (800 samples) is shown in Fig. (2.1). And

as you can see in Fig. (2.2:(a),(d)), when we have enough samples (in this case,

more than 800 samples), both annihilation methods almost exactly identified the

four components and the saliencies of two features to these components. And it was

also showed that while in the case of being used M approach, the MDL criterion

consistently show good performance without regard to sample size, R approach was

a little more sensitive in the sample size.

Next, we consider a situation where both two components are composed of five

dimensions. This is why because eight noise features are early removed in prepro-

cessing step, only two features are considered for the estimation in the first example.

The Gaussians N(mi, I), i=1,2, where

α1 = α2 = 0.5 and m1 = [0, ..., 0]T , m2 = [3, ..., 3]T . Fig. (2.2:(b),(e)) show that M

method is more confident relative to R method in all situations.

Finally, to study how these methods perform when the distance between the

two components varies, we used a 5-dimensional Gaussian mixture N(mi, I), i=1,2

with m1 = [0, ..., 0]T , m2 = [δ, ..., δ]T . These results reveal an excellent performance of

our M approach. Notice that for δ > 3, the results of R approach are now disastrous.
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2.3.2 Real Data : wine and Wdbc

We used two kinds of real data sets used in [7] for the comparison of the

performance because our method is the extension of their algorithm. The first data

set is wine recognition data (wine) that contains results of chemical analysis of wines

grown in different cultivars. It is composed of 179 samples with 13 features from 3

classes. The other data set is the Wisconsin diagnostic breast cancer data (Wdbc)

that was used to obtain a diagnosis (benign or malignant ) based on 30 features from

cell nuclei presented in an image. It has 576 samples.

In this experiment, the dataset was first randomly divided into two sets: one

for training, another for testing. We used 50% of samples as training data and 50%

of samples as testing data. The entire procedure is repeated 50 times, each initialized

with K=30, the stopping threshold at 10−7 and the component merge threshold at

0.5. We evaluate the results by considering components as clusters and comparing

them with the ground truth classes. The test data is assigned to the cluster that

most likely generated it, and the sample is classified to the cluster. These conditions

are applied for all experiments using real data sets.

The summary of this simulation is shown in Tab. (2.2). The “accuracy”

corresponds to the mean of the accurate rates on the testing set when the clustering

results are compared with the ground truth labels. The “error rate” corresponds to

the mean of error rates on the testing set. The “stdev” are the standard deviation of

the corresponding error rate over 50 random runs. ĉ denotes the number of Gaussian

components estimated. Interestingly, the selected numbers of mixture components

coincide with k=3 and k=2, for the wine and wdbc data sets, respectively. Notice

the big difference of k estimated in wdbc data set. Fig. (2.3) shows histograms of the

first feature of wine data sets with the mixture densities obtained by our algorithm.

In any case, our method outperforms the other.
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Table 2.2. Classification accuracy over 50 random runs on wine and wdbc data sets

[WINE] 

 Our M Our R Law et al.’ R 

 MDL MML MDL MML MML 

accuracy 0.951948 0.95437 0.94635 0.94616 0.9339 

error rate 0.048052 0.04563 0.05365 0.05383 0.0661 

stdev 0.028666 0.02192 0.02600 0.02800 0.0391 ĉ 3(#47) 3(#49) 3(#40) 3(#48) 3.1(N/A)  
[WDBC] 

 Our M Our R Law et al.’ R 

 MDL MML MDL MML MML 

accuracy 0.91464 0.91767 0.91606 0.90556 0.9045 

error rate 0.08535 0.08232 0.08394 0.09443 0.0955 

stdev 0.04530 0.04669 0.04207 0.04214 0.0199 ĉ 2(#50) 2(#50) 2(#50) 2(#50) 5.65(N/A)   
2.3.3 Real Data : colon and prostate cancer

The colon data set consists of 40 tumor and 22 normal colon tissue samples.

These samples are composed of 2,000 gene expression values with highest minimal

intensity across the samples. Before we considered the clustering of this set, we have

rearranged the data so that the tumors are labeled 1-40 and the normals 41-62 ([17]).

By the preprocessing step (the entropy based discretization), which is required for

EP algorithm, 132 significant genes among 2000 genes were found. In our algorithm,

if many features make too many emerging patterns, lots of ME-features from them

reduce discrimination power of feature saliency. Finally, we picked, the 35 top-ranked

genes which are also consistent with [5]. In this experiment, the dataset was first

randomly divided into two sets: one for training, another for testing. We used 70% of
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Table 2.3. Classification accuracy over 50 random runs on colon and prostate data
sets

[COLON] 

 Our M Our R 

 MDL MML MDL MML 

accuracy 0.87970 0.86370 0.86098 0.86706 

error rate 0.12030 0.13630 0.13902 0.13294 

stdev 0.07735 0.06907 0.05721 0.04822 ĉ 2(#42) 2(#39) 2(#42) 2(#28)  
[PROSTATE] 

 Our M Our R 

 MDL MML MDL MML 

accuracy 0.91774 0.90015 0.89780 0.90681 

error rate 0.08226 0.09985 0.10203 0.09319 

stdev 0.06153 0.05464 0.05928 0.0372 ĉ 2.59 2.19 2.558 2.326 

 

samples as training data and 30% of samples as testing data. The other parameters

are the same as the ones have been used before.

The averaged results of classification accuracy are shown in Tab. (2.2). Our

approach performs better than the other clustering approaches or is comparable with

them. The most beauty of proposed algorithm is that we can identify marker feature

of estimated component using feature saliency value. In this dataset, we identified

eleven marker genes, which are composed of five genes being characteristic of a

tumor cluster (U21090, T57619, H55758, R36977 and Z50753) and six genes being

representitive of a normal cluster (M26383, X12671, T96873, M76378, J02854 and

U25138) when threshold is 0.5. Some of them can be interpreted by already known

facts, and the others need to be explained in the future. For example, polyserase-2

(U21090) is detected in several cancer cell lines including colon adenocarcinomas
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in [21], and Ribosomal protein S6 (T57619) can be explained by the fact that the

intensity of the ribosomal protein genes is relatively low in the normal colon tissues

than in tumor tissues from [15] and [20].

The prostate cancer data set consists of 52 tumor and 50 normal prostate tissue

samples. They have 12,600 genes with highest minimal intensity across the samples.

As colon data sets, we have rearranged the data so that the tumors are labeled 1-52

and the normals 53-102. By the preprocessing step, 1,607 significant genes among

12,600 genes were found, but we considered two cases: 35 top ranked genes by an

entropy method because the performance got worse according as the number of genes

increases. The averaged results of classification accuracy are shown in Tab. (2.3).

This result shows comparable accuracy with the results. In this experiment, we

found eight marker genes (33674, 40435/40436g, 31527, 37366, 33614, 33121g, 36589

and 40282s) when the threshold is 0.5. However, as you can see in Tab.(2.3), all

criteria used in this example have a problem to identify expected two components

for prostate data set in 50 simulations. Two reasons can be considered. One is that

the number of samples is not large enough for this mixtures and the other is the

possibility of unknown component (for example, separation of patients at high risk

for relapse from normal patients). In this case that while the maximum number of

parameters (c) is K+R*K*D(when K is 30 and D is 35, c is 2130), the number of

samples is 102, formal one makes sense.

2.4 Discussion

The proposed algorithm can determine both the number of components and

feature subsets. However, because of the amount of computation and effectiveness

for EPs algorithm, using the small number of feature subsets is more efficient. In

this case, the goals of our algorithm will be the estimation of the exact number of
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mixtures and the identification of marker features for each of them. For feature

selection, there are many kinds of methods in the world and any of them can be

applied.

The another strength of the proposed algorithm is that by applying merge

criterion to reduce mixtures, the algorithm can fit more accurate mixtures. For this

criterion, the merge threshold is required but it is not difficult to handle. Although

because small thresholds encourage merge operation, it should be prompted as small

positive number, practically, a little bit bigger threshold would be better for the

real data including noise. As Wang’s simulation (2004), our experiments is not very

sensitive to this threshold.

2.5 Conclusion

In this paper, we have introduced a new EPSCMIX algorithm that applies

new agglomerative step to reduce the components, which is different from the first

version of EPSCMIX algorithm. And we make comparative experiments of using

this new approach together with three model selection criterion such as AIC, MDL,

and MML. The robustness of using emerging patterns based on mixture models, as

well as using the Gaussian mixture model for subspace clustering was demonstrated

on both synthetic and real data sets. And experiments show that a new proposed

algorithm outperforms the previous one and MDL criterion works well consistently.

For the analysis of microarray cancer data sets, we comment that if there is large

enough data relative to the number of parameters, our proposed algorithm can be

used to find both sub cluster and bio-marker and as we have already shown the

possibility in this paper, it will work very well.



CHAPTER 3

UNSUPERVISED GENE SELECTION VIA A NOVEL HYBRID
APPROACH

3.1 Introduction

One of the major challenges in gene microarray analysis is to identify a small set

of informative genes (a.k.a. features) from a large amount of gene expression data.

Early research efforts mostly focus on gene selection based on known phenotype

information (supervised feature selection). However, a certain set of genes might

correspond to unknown phenotypes, and thus it is important to develop unsupervised

gene selection methods with clustering to lead to re-definition of phenotypes.

Unsupervised gene selection can be stated as an optimization problem in terms

of search strategy and evaluation criterion. When using a search strategy, a variety

of ways have been explored to investigate the solution space and then to generate

candidate features [41, 42, 43]. The evaluation criterion is then used to evaluate the

quality of candidate genes. Greedy hill-climbing methods such as SFS (Sequential

Forward Selection) and SBS (Sequential Backward Selection) are commonly used

as a search strategy. Evaluation criteria for unsupervised gene selection methods

can be grouped as filters, wrappers, or hybrids. Filter approaches use the general

property of the data to select a subset of genes without involving any clustering

algorithm [44, 45]. Wrapper approaches apply criterion functions that utilize the

clustering result to obtain gene subsets [46, 47, 7]. Generally, wrapper approaches

give higher prediction accuracy but tend to be more computationally expensive than

38
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filter approaches. Hybrid approaches try to utilize different evaluation criteria from

both filters and wrappers in different search stages [48].

In recent years, the importance of unsupervised feature selection methods has

been increasingly realized. Dy and Brodley (2000) introduced a wrapper frame-

work through FSSEM (Feature Subset Selection using Expectation-Maximization

clustering) with order identification which identifies the number of clusters during

clustering [46]. Vaithyanathan and Dom (2000) proposed an approach to choose the

feature subset and to create hierarchical clusters using a Bayesian framework [47].

Figueiredo and Jain (2004) presented an algorithm to simultaneously estimate the

feature saliencies and the number of clusters using an EM algorithm [7]. Kim et

al. (2004) introduced a new subspace clustering algorithm using feature saliency

measure based on EPs (Emerging Patterns) to find informative features and clusters

at the same time [49]. The gene-shaving method of Hastie et al. (2000) identifies

subsets of features with large variations measured by its first principal component

[50]. The two-way ordering approach from Ding (2003) moves irrelevant genes toward

bordering area for unsupervised feature selection [51].

Due to the nature of gene expression microarray data, initial feature reduction

based on filter methods can help to reduce computational expense. Quite often PCA

(Principal Components Analysis), which is a classical data reduction technique [52],

is applied to unsupervised feature selection as filter methods [53, 54, 55, 56, 57].

This method works by constructing linear combinations of the original variables

using principal components (PCs). However, one disadvantage of PCA is that the

interpretation of the reduced features in the new transformed space in relation to

the original variables may not be straightforward. To deal with this problem, Mao

recently presented an algorithm to link the PCs back to a subset of original features
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by applying the LSE (Least-Square Estimation)-based evaluation [57]. The number

of PCs and the threshold of LSE have to be determined to stop a searching process.

In this paper, we present a hybrid approach for unsupervised feature selection

and sample clustering. The PCA based feature selection within a wrapper framework

is called PFSBEM (hybrid PCA based Feature Selection and Boost-Expectation-

Maximization clustering). PFSBEM is composed of three steps. The first step

retrieves feature subsets with original physical meaning based on their capacities to

reproduce sample projections on PCs. Different from Mao’s work where a common

feature subset was selected for all selected PCs, here we retrieve separate feature

subsets with respect to individual PCs. The second step then decides the most

important PCs in terms of maximizing clustering performance. To improve the

quality of partitioning, we develop a new ensemble boost-EM-clustering approach

based on boosting [58] and cluster validity index [59]. Finally, to further remove

redundant features from the merged feature subsets of selected important PCs, a

final feature subset is found utilizing boost-EM-clustering and cluster performance.

Our experiment results show that redundant features that may be detected by PCs

are effectively spotted by running a wrapper boost-EM clustering with SFS search

strategy.

The remainder of the paper is organized as follows: First, the PCA based fea-

ture selection method using the LSE-based forward selection is briefly introduced.

Subsequently, we present the new boost-EM clustering algorithm. Then, we intro-

duce the PFSBEM hybrid approach for unsupervised gene selection and clustering.

The new feature selection strategy will be presented. The comparison experimental

results on widely-used microarray data sets of colon cancer and leukemia as well as

synthetic data and machine learning benchmark data sets will be presented.
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3.2 Methods

3.2.1 Feature selection based on principal components analysis

Principal components analysis (PCA) [41] is used to find a subspace whose basis

vectors correspond to the maximum-variance directions in the original measurement

space. Given a random variable X ∈ Rn in the original n-dimensional space, the

new random random varialbe Y ∈ Rd in the subspace is calculated as,

Y = QT
d X, (3.1)

where X = [x1, x2, ..., xn]T , Y = [y1, y2, ..., yd]
T , and d < n. The linear transforma-

tion matrix Qd is of size n × d whose columns are the d orthonormal eigenvectors

corresponding to the d largest eigenvalues of the covariance matrix
∑

X for variable

X.

The well-recognized limitation of PCA approach in variable dimension reduc-

tion is the loss of physical meaning in the transformed subspace. Mao (2005) pre-

sented an algorithm to link the principal components back to a subset of original

features by applying the least-square-estimation (LSE) evaluation criterion[57]. A

common feature subset was found for the d eigenvectors. In this paper, using the

similar concept from Mao’s work, we aim to find distinctive feature subsets with

respect to the d eigenvectors. The main idea of our approach comes from the fact

the same set of features may not contribute equally to the principal components

transformation. In the following paragraphs we will introduce PCA based feature

selection from Mao’s work. Our new PCA based feature selection will be presented

in Section II C.

Instead of constructing the linear transformation matrix Qd using all the feature

dimensions, a linear model using a subset of the features is defined as

Ŷ = P T
d Z, (3.2)
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where Pd is a linear transformation based on a subset of features Z for random

vector X, Z = [z1, z2, ..., zm]T , zj ∈ {x1, x2, ..., xn}(j = 1, ..., m), Ŷ = [ŷ1, ŷ2, ..., ŷd]
T ,

m < n and d is the number of principal components (PCs) to be considered. Pd is

an m× d matrix which comes out of n× d matrix Qd, which means the parameters

of certain PC in Pd are the same as those of Qd for selected features. To evaluate the

importance of important variables in original matrix Qd, the cost function for the

i-th principal component is defined as the total square error between the estimated

ŷi and the actual value of yi using all the features:

Ji =
1

N

N∑

k=1

[yi(k)− ŷi(k)]2, i = 1, 2, ..., d, (3.3)

where k = 1, 2, ..., N , and N is the total number of samples. The final subset of

features is discovered by minimizing the total cost for the d principal components.

To select a subset of features, a sequential forward-selection searching strategy can

be used starting from an empty set. For multiple PCs, the feature evaluation and

selection are based on minimizing the total summed error, J =
∑d

1 Ji, for all PCs

based on Eq. 3.3. A certain feature generating the minimum J will be sequentially

added to the selected feature set. The significance of a feature then can be measured

based on the error reduction after adding the feature to current subset. Obviously,

the error decreases with the increase of the number of features. A pre-specified

threshold of summed Ji can be used to stop the searching process.

Several critical issues exist in Mao’s approach. The first one is how to select d,

the number of PCs, to maintain the cluster separability in the unsupervised microar-

ray data samples. Another concern is for multiple PCs, during the feature selection

process, the same feature subset was used in contributing the different projected

yi, i = 1, · · · , d. To attack these concerns, we present a wrapper based approach uti-
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lizing different evaluation criteria for feature subset selection, and a unique feature

subset contributing to certain principal component (PC) will be used.

3.2.2 A boost-EM clustering algorithm

3.2.2.1 EM clustering

The expectation-maximization (EM) algorithm [60] is an iterative optimiza-

tion method for computing the maximum likelihood (ML) estimate of missing data

problems. It breaks the missing data problem into two parts, Expectation (E) step

and Maximization (M) step. The expectation step evaluates the posterior probabil-

ity of the unknown variables using the current parameter values in the model and

conditioned upon the observations. It then assigns the observed data fractionally

to each cluster according to this probability distribution. The maximization step is

to re-estimate the parameters given the new fractional assignment. The two steps

are iterated until convergence. The EM algorithm finds a local maximum contingent

on parameter initializations. When applied to data clustering, the EM algorithm

tries to estimate the distribution of each cluster using a mixture of component den-

sity functions. A more comprehensive review of the EM algorithm can be found in

McLachlan and Krishnan’s book (1997) [61].

3.2.2.2 The boost-EM clustering

Different clustering algorithms or replications of the same algorithm with ran-

dom initializations may generate different partition results for the same data set.

To deal with this problem, Frossyniotis et al. originally presented a multi-clustering

fusion method to specify a common partition through combining the results from sev-
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eral runs of a clustering algorithm [62]. Later on, they introduced another method

which is an ensemble clustering approach based on boosting [58]. Boosting is a gen-

eral method to improve the performance of any learning algorithm. The original

boosting classification algorithm works by continuously designing weak learners and

the final classification decision of a test sample is based on the weighted sums of

the outputs given by the component classifiers (weak learners) [63, 64]. Based on

the boosting concept, Frossyniotis et al. showed that boosting a simple clustering

algorithm can improve the quality of the partitioning by generating multi-clustering

solutions [58]. As an extension of the boosting-clustering framework, we present how

this can be applied to EM clustering to boost the performance.

As well-recognized, the EM algorithm is sensitive to parameter initialization

and tends to trap to local minima. Boosting approach can be one of the solutions

to improve the stability and reproducibility of the EM algorithm. We thus pro-

pose a new boost-EM clustering based on the general boost-clustering framework by

Frossyniotis et al.. The algorithm is summarized in Fig. 3.1. We keep the same

notations to conform to the consistency.

The Boost-EM algorithm iteratively uses various bootstrapped replicates of

original data to generate multiple EM clusterings. The resampling process is ran-

domly done with replacement based on sample weights. Clustering using finite Gaus-

sian mixture models by EM algorithm is applied to partition the new training data

set in every iteration. The posterior probability ht
i,j that sample X(i) belongs to the

jth component of the mixture model in iteration t is thus estimated, which is used to

set the cluster hypothesis H t
i . Cluster index from EM algorithm is adjusted based on

the highest similarity to current aggregated clusters. The assembled clustering result

H t
ag up to iteration t for sample X(i) is determined by the maximum aggregation
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from weighted voting of hypotheses ht
i,j for all possible j-th cluster as presented in

Equation (iii) in Fig. 3.1.

To evaluate the clustering quality (CQ) of sample X(i) for partition H t, we

used an entropy-based measure index CQt
i based on the posterior probabilities for

sample X(i). The index takes a high value when ht
i,j is comparable for all clusters

j. The larger the value of CQt
i, the worse the clustering quality. Overall clustering

quality for all samples from EM algorithm is calculated as a pseudoloss εt representing

weighted sample clustering quality (Equation (i) in Fig. 3.1).

Analogous to boosting classification algorithm, a set of sample weights is esti-

mated over the clustering process. The weight of training sample X(i) at iteration

t is denoted wt
i . Initially, all weights are set equally. During the iterative process,

samples with poor clustering, i.e., high value of CQt
i, will gain more weight (Equa-

tion (ii) in Fig. 3.1). The consequent bootstrap data resampling enables the EM

clustering to focus on those difficult samples. The final aggregate cluster hypothesis

is denoted as HT
ag.

3.2.2.3 Finding the number of clusters

As any clustering mechanisms, boost-EM clustering does not have knowledge

of the number of clusters for the analyzed data. One standard approach would

experiment a range of values for cluster number C, the final value is then determined

as the most stable solution [7, 65]. In this paper, we use the cluster validity index T
to determine the number of clusters for all data sets, irrespective of the underlying

clustering technique [59]. The details of the index T will be explained in the next

section.
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3.2.3 The PFSBEM Algorithm

Our goal is to efficiently explore the most discriminatory genes (features) and

to remove the redundant ones while simultaneously discovering the categorization of

the unknown data. We refer to our approach as a hybrid filter-wrapper unsuper-

vised feature selection that is based on a PCA feature selection within a wrapper

framework. This new method, PFSBEM (hybrid PCA based Feature Selection and

Boost-Expectation-Maximization clustering), is summarized in Fig. 3.2.

PFSBEM is composed of three major parts. The first part (steps 1-2 in Fig. 3.2)

retrieves the best feature subsets for individual PCs (principal components). Due to

the high dimensionality of original gene features, PCA (principal component anal-

ysis) is used here to capture general characteristics of input data without involving

any clustering algorithm. Borrowing the concept of maintaining original physical

meaning from reduced feature size [57], we apply feature selection using LSE (least

square error) criterion as shown in Eq. 3.3. The distinction between our work and

Mao’s work is that instead of finding the same feature subset for multiple PCs (prin-

cipal components), a unique feature subset with original physical meaning is found

for corresponding PC based on its ability to reproduce sample projection. Therefore,

we will obtain different feature subsets for different PCs. And the resulting PCs vec-

tors will have different size during the transformation process to get components of

projection Ŷ . Fig. 3.3 shows the illustrative concept of our methodology. To increase

efficiency of searching, we use only PCs (number d in Eq. refEq.2) whose values are

larger than the average of all the eigenvalues after PCA.

To determine the importance of individual PCs in sample clustering, the feature

subsets (in the original space) which correspond to PCs are evaluated to find the best

PCs which maximize the quality of clustering. This is the second part of PFSBEM

carried out as step 3 in Fig. 3.2. Therefore introduced Boost-EM-Clustering is used
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as the clustering paradigm. The feature subset from each PC is treated as a single

feature group during the search process. The optimal number of PCs is evaluated

based on the maximum value of index T . Note that instead of working in the

transformed PC space, the original feature subsets are used since clustering with the

PCs does not necessarily improve, and often degrades cluster quality [66].

Since the significance of individual features for PCs is evaluated as a group in

each PC’s feature subset, there might be redundancy in the features merged from

selected feature subsets of important PCs. The third part (steps 4 Fig. 3.2) of PFS-

BEM thus removes redundant, irrelevant or insignificant features. For the merged

features from selected PCs, using certain search strategy, boost-EM-clustering, and

cluster validity index T , the best feature subset that maximize clustering perfor-

mance will be found at the end. The best number of clusters and sample clustering

will also be outputs of PFSBEM algorithm. For certain pre-labeled data, using the

final selected feature subset, Step 5 in Fig. 3.2 exams the clustering accuracy of test

data using cross-validation. Next we will briefly introduce the feature search strategy

and evaluation criterion used in PFSBEM.

3.2.3.1 Search Technique

There are a variety of ways to explore the solution space to select features [41],

[42], [43]. An exhaustive search strategy is unaffordable in most cases (2n feature

subsets, where n is the number of original features). Some simple methods are as

SFS (Sequential Forward Selection) and SBS (Sequential Backward Selection). SFS

adds one feature at a time which in association with the selected features maximizes

the learning performance. In SFS, once a feature is retained, it cannot be discarded.

Though SFS does not guarantee an optimal solution, it is computationally attractive
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with O(n2) complexity. In this paper, without loss of generality, we use SFS [41] as

our feature search technique .

3.2.3.2 Feature Evaluation Criterion

The quality of the selected PCs and the final feature subset is evaluated based

on their ability to achieve natural grouping of input data. Since there is no knowledge

of the actual clusters in given data, certain clustering validity criterion is estimated

using the clustering output. We explored several cluster validity indices such as

trace(S−1
w Sb), Partition Index (SC), Separation Index (S), Xie and Beni’s Index,

Silhouette and index T (XB) [46], [67], [68], [59], and finally applied a recently

developed index T due to its performance [59]. The index T is defined as follows:

T (C) =
(

1

C
× E1

EC

×DC

)p

, (3.4)

where

EC =
C∑

k=1

N∑

j=1

ukj ‖ xj − zk ‖, (3.5)

DC =
C

max
i,j=1

‖ zi − zj ‖, (3.6)

C is the estimated number of clusters, N is the number of samples, U = [ukj]C×N is

a data partition matrix, i.e. ukj = 1 when sample j is in class k, Ukj = 0 when data

j is not in class k, and zk is the center of the kth cluster. The cluster number C is

selected when maximum value of index T is achieved.

Index T is a regulated output balanced by the number of clusters, within

cluster scatter, and between cluster separability. As a multiplication of three factors,

the first factor of the index T is 1
C

which reduces the index T as C tends to increase

for better data separation. The second ratio factor consists of E1 that is constant
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Table 3.1. Description of the experimental data sets 

 

 

Datasets # of samples 
# of 

features 

# of 

classes 

Synthetic data1 500 (250 class1, 250 class2) 5 2 

Synthetic data2 500 (125 class1, 125 class2, 125 class3, 125 class4) 5 4 

Wine 178 (59 class1, 71 class2, 48 class3) 13 3 

IRIS 150 (50 Iris-setosa , 50 Iris-versicolor, 50 Iris-virginica) 4 3 

Colon 62 (40 tumor, 22 normal) 2000 2 

Leukemia 72 (25 AML, 47 ALL) 7129 2 

for a given data set, and EC that decreases with increased C. This factor shows that

formation of more numbers of clusters, which will be compact in nature, would be

encouraged. The second factor compensates the leverage of increased C. The third

factor, DC , which measures the maximum separation between two clusters over all

possible pairs of clusters, increases with the value of C. The power p to control the

contrast between the different cluster configurations is set as 2.

3.3 Experiments

To test the performance of the proposed PFSBEM algorithm for unsupervised

feature selection and sample clustering, we used two synthetic data, two machine

learning benchmark data, and two microarry gene expression data sets. Table 3.1

gives a description of the data sets. In the following subsections, we will discuss them

in detail.

For all the data sets, since the class label is known, we estimated the clustering

error which is defined as the number of misclassified samples divided by the total

number of tested samples. Here we used the error from multiple runs of ten-fold cross-
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Table 3.2. Error rate and average number of features on synthetic data sets

 

Synthetic datasets 

2-Class 4-Class 

     

Data 

 

Method % CV 

Error 

# of 

features 

# of 

classes 

% CV 

Error 

# of 

features 

# of 

classes 

EM 22.3 ± 15.3 5 ± 0.0 2 ± 0.0 22.2 ± 9.8 5 ± 0.0 4 ± 0.0 

PFSEM 10.3 ±±±± 2.0 2.0 ±±±± 0.30 2 ±±±± 0.0 2.5 ±±±± 3.1 2 ±±±± 0.0 4 ±±±± 0.0 

PFSBEM 9.85 ±±±± 2.9 2.0 ±±±± 0.35 2 ±±±± 0.0 2.4 ±±±± 1.25 2 ±±±± 0.0 4 ±±±± 0.0 

 

validation (CV). Ten-fold CV randomly partitioned the data set into ten mutually

exclusive folds (subsets). Each single fold was considered as the test set while the

other nine folds were treated as the training set. Using feature subset estimated from

the training set, clustering was carried out on the test data. Each test data sample

was assigned to the cluster that most likely generated it and then compared with

its true class label. An error rate is thus calculated for all the test data within one

iteration of ten-fold CV. The overall error rate will be shown as average and standard

deviation values from 30 runs of ten-fold cross-validations.

We will first present the results on the synthetic data followed by two bench-

mark machine learning data sets. Then we will discuss experiments on microarray

data sets.

3.3.1 Synthetic data

For the two synthetic Gaussian mixture data sets, the first one consists of

two clusters described by five features out of which three are noise features. The

two clusters have covariance matrix,
∑

1 =
∑

2 = I and mean vectors µ1 = (0, 0)T

and µ2 = (0, 3)T . There is considerable overlap between the two clusters, and the



51

Table 3.3. Error rate and average number of features on wine and iris data sets
 

Benchmark machine learning datasets 

WINE IRIS 

 

Data 

 

Method % CV 

Error 

# of 

Features 

# of 

classes 

% CV 

Error 

# of 

Features 

# of 

classes 

FSSEM-k-TR 12.4 ± 13.0 3.8 ± 1.8 3.6 ± 0.8 4.7 ± 5.2 2.7 ± 0.5 3.1 ± 0.3 

EM 10.1 ± 16.3 13 ± 0.0 3.0 ± 0.0 3.4 ± 5.1 4 ± 0.0 3.0 ± 0.0 

PFSEM 6.40 ±±±± 6.0 7.1 ±±±± 0.74 2.4 ±±±± 0.52 2.67 ±±±± 3.5 2.9 ±±±± 0.31 3.0 ±±±± 0.71 

PFSBEM 6.30 ±±±± 1.9 8.0 ±±±± 0.53 2.7 ±±±± 0.5 2.65 ±±±± 0.10 2.8 ±±±± 0.32 3.2 ±±±± 0.4 

 

three additional noise features increase the difficulty of the problem. The second

synthetic data set has four clusters with means at (0, 0)T , (1, 4)T , (5, 5)T and (5, 0)T

and identity covariance matrices. We also added three Gaussian normal random

noise features to original two dimension feature space. For the two synthetic data

sets, we generated N = 500 samples with equal proportion to each cluster.

The performance of EM clustering (using all 5 features) was calculated to see

whether or not feature selection help in finding unknown partitions. Additionally, to

evaluate the performance of the boost-EM clustering, the results of PFSEM (PCA

based feature selection and expectation maximization) as well as PFSBEM (PCA

based feature selection and boost expectation maximization) were also presented.

The difference between PFSEM and PFSBEM is the clustering algorithm algorithm

used. For PFSBEM, the proposed boost-EM-clustering in Fig. 3.1 was applied. For

EM, PFSEM, and PFSBEM, the best number of clusters, C, is estimated by the

maximum value of the validity index T . As a preprocessing step, we standardized

input data sets by dividing each element by the corresponding feature standard

deviation.
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Table 3.4. Error rate and average number of features on colon data set

 

% CV Error [Colon] 

Method 
# of Features 

EM BEM Kmeans 

Baseline 2000 41.2 ± 23.8 35 ± 18.3 51.5 ± 17.2 

PCA 
61 PCs  

(from 2000) 
47.2 ± 19.2 33.3 ± 13.6 48.3 ± 20 

200  30.3 ± 15.1 36.6 ± 23.3 48.1 ± 17.2 

100 34.1 ± 28.3 30 ± 18.9 53.3 ± 15.8 Two way ordering 

20 23 ± 23.1 28.3 ± 13.7 49.5 ± 25 

PFSBEM 21.1 ±±±± 3 15.9 ±±±± 9.8 14.4 ±±±± 10.1 28.6 ±±±± 16.3 

            

Tab. 3.2 shows the cross-validation (CV) error rate (%), number of features,

and number of clusters, all represented as mean± standard deviation for the two syn-

thetic data sets. Both PFSEM and PFSBEM successfully detected noise features.

We can see the dramatic error rate change using traditional EM with no feature selec-

tion. The average estimated number of sample clusters is also presented. Figs. 3.4(a)

and (b) show the scatter plots and clusters projected on the two dimensional features

continuously detected by PFSBEM in one of the 30 ten-fold runs.

3.3.2 Benchmark machine learning data

To compare our algorithm with other unsupervised feature selection method,

such as FSSEM-TR (Feature Subset Selection using Expectation-Maximization clus-

tering TRace) by Dy and Brodley (2004) [69], we tested the two benchmark machine

learning data sets, Iris data and wine data, as being used in the original paper. The

Iris data contains three classes, four features, 50 samples for each class (total 150

samples), where each class refers to a type of iris plant. The second wine data set
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Table 3.5. Error rate and average number of features on leukemia data set
 

% CV Error [Leukemia] 

Method 
# of Features 

EM BEM Kmeans 

Baseline 7129 25 ± 22.57 20 ± 17.1 50.15 ± 19.5  

PCA 
71 PCs 

(from 7129) 
23.33 ± 22.29 20 ± 19.9 53.1 ± 19.32 

1000  38.33 ± 13.72 35 ± 16.0 50.66 ± 20.86 

200 33.3 ± 20.79 34 ± 19.1 51.25 ± 22.99  Two way ordering 

100 28.3 ± 15.81 30 ± 10.1 48.11 ± 19.2 

PFSBEM 300 ±±±± 50 18.0 ±±±± 10.6 16.5 ±±±± 9.8  30.1 ±±±± 20 

       

contains results of chemical analysis of wines grown in different cultivars. It has

three classes, 13 features and 178 samples (59 belong to class one, 71 are class two

and the remaining 48 go to class three.)

The experimental results in Tab. 3.3 report the cross-validation (CV) error rate

(%), number of features, and number of clusters all represented as mean±standard

deviation. Clustering and feature selection by FSSEM-TR, PFSEM (principal based

feature selection with EM), classical EM, and PFSBEM clustering were compared.

Figs. 3.4(c) and (d) show the scatter plots and clusters projected on the two fea-

tures chosen by PFSBEM (in one of the 30 ten-fold runs). Since the wine data

has more than eight features selected, Fig. 3.4(d) shows the clustering visualization

when Features 1 and 3 are used. Generally as shown in Tab. 3.3, clustering with our

proposed principal based feature selection gave better results than without it. The

performance of our method was better or comparable to FSSEM by Dy and Brodley

(2004). Our algorithm tended to find more features than FSSEM. Both PFSEM and

PFSBEM performed equally well in terms of average error rate and the number of
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selected features. However, PFSBEM gave more stable results than PFSEM which

is indicated by smaller values of standard deviations. The estimation of number of

clusters reflects the prior knowledge of given data.

3.3.3 Microarray gene expression data: colon cancer

The first microarray data is on colon cancer [15] consisting of 40 tumor and

22 normal colon tissue samples. Expression values of 2000 genes were studied. As a

preprocessing step, we standardized input data sets by dividing each sample by the

corresponding feature standard deviation. No additional preprocessing was applied

for outlier removal.

As an example of the PFSBEM algorithm insight, for one iteration of the cross-

validation, 11 PCs were selected based on the average eigenvalues using the training

data. The feature subsets size for the selected 11 PCs is {200, 51, 42, 1, 200, 67, 82, 24, 7,

15, 4}. After sequential feature selection (SFS), three out of 11 important PCs were

selected based on clustering validity index, which is PC1 with 200 features, PC7

with 82 features, and PC8 with 24 features. From the merged 304 features (two are

common), 25 features were selected with index T value of 2.0109e-005, zero error

rate, and number of clusters as two.

As a comparison, we carried out experiments using both different feature selec-

tion methods and clustering schemes. Certain feature selection method is followed by

different clustering algorithms. The comparison was done without feature selection

(baseline), PCA, two-way ordering and PFSBEM. For clustering, traditional EM

was tested as well as boost-EM clustering (BEM) and k-means. The combinations

of different feature selection and clustering schemes are shown in Tab. 3.4.

The unsupervised feature selection via a two-way ordering of gene expression

data [51] forces irrelevant genes towards the middle in the ordering and thus can be
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discarded. This algorithm has three steps: (i) identify and discard irrelevant genes by

two-way ordering; (ii) perform an initial clustering using remaining genes; (iii) select

final set of genes using supervised method based on the cluster structure obtained in

(ii). Since the result of Step (i) mainly affects the performance of clustering [51], we

considered only this step (two-way ordering) to identify irrelevant genes. Clustering

using the top 20, 100, and 200 was carried out. The baseline clustering is the situation

when all genes (feature) were used in the clustering process.

In Tab. 3.4, similar as before, the cross-validation (CV) error rate (%) is the

average error rate over 30 ten-fold CV runs. We used the generalization error from

multiple runs of ten-fold cross-validation. During each ten-fold CV, feature selection

(except in baseline situation) and clustering were performed on the training set, and

an error rate was calculated on the test set.

For the colon data set, as seen from Tab. 3.4, the average error rates using

boost-EM algorithm generally outperformed than the other two classical algorithms.

In two-way ordering case, overall best accuracy was obtained using the top 20 fea-

tures. In the baseline clustering, though boost-EM (BEM) was applied, the error rate

is still 35± 18.3, which is much higher than 14.4± 10.1 of PFSBEM. When looking

at the results from PCA feature reduction, we can see though a much reduced size

of 61 PCs was used, the clustering performance is not that much of difference with

baseline method. This obeys others’ conclusion that typical PCA’s advantage resides

in feature reduction instead of sample separation [41]. Though much improved than

baseline algorithm, two-way ordering still gives lower performance comparing to the

proposed PFSBEM.
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3.3.4 Microarray gene expression data: Leukemia disease

The second gene expression microarray data on leukemia study [70] was labeled

as two classes, acute lymphoblastic leukemia (ALL) and acute myeloid leukemia

(AML), which are subtypes of leukemia. The data set contains expression of 7,129

genes from 72 samples (47 ALL and 25 AML). Similar standardization as colon data

was carried out.

As an example of the PFSBEM algorithm execution during one iteration of

cross-validation on training data, 16 PCs were selected from 7129 based on the aver-

age eigenvalues. The number of feature subsets size for the 16 PCs is {200, 200, 40, 24, 14,

200, 57, 4, 183, 9, 26, 85, 124, 27, 17, 30}. Out of the 16 PCs, nine important ones were

determined using SFS with T = 0.0123 and the number of clusters as four. The

number of merged features from the selected nine PCs is 825. Finally 240 features

(genes) out of 825 were selected with number of clusters as two and 14.2875% error

rate.

The results of final clustering using the proposed PFSBEM and other feature

selection and clustering methods are listed in Tab. 3.5. Same as before, the cross-

validation (CV) error rate (%) is the average error rate over 30 ten-CV runs (300

iterations).

For the leukemia data set, the clustering result by boosting EM has error rate of

20.0±17.1 when all 7,129 genes were used. When using around 300 genes selected by

PFSBEM, clustering error rates reduces to 17.0 ± 10.0. The other two mechanisms

for discarding irrelevant genes such as PCA and unsupervised two way ordering

gave lower performance, though the same boosting EM clustering was applied. As

can be seen from Tab. 3.5, the average error rates of boost-EM algorithm always

outperformed than classical EM and K-means algorithms.
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While observing the cross-validation errors from Tables 3.4 and 3.5, we can see

the large error deviations. This is related to the cross validation method applied,

which may not be reliable due to possible “unfortunate” partition of the training

and test data when the number of samples for our gene expression data is small.

For example, for colon data set, we only have 22 normal samples versus 2,000 gene

feature dimension. It is possible that majority of the 22 normal samples are allocated

in the test set while as the training folds are dominated by the cancer samples.

An another important output of our algorithm is the estimated number of

clusters for the data sets. For both colon and leukemia data sets, the prior knowledge

on the number of clusters for both data sets was two categories. However, from our

clustering results, the number of categories is 2.8 ± 0.3 and 2.4 ± 0.28 for leukemia

and colon data, respectively. This indicates the possible re-categorization of disease

taxonomy, which is worth future exploration using large data sets.

To see whether or not the selected genes have high correlation with t-value, we

calculated the individual t-values. Fig. 3.5(a) shows the t-values of the 40 merged

genes chosen from 30 ten-fold CV runs of PFSBEM algorithm. Fig. 3.5(c) displays

t-values of the 350 chosen genes for leukemia data. As a comparison, Figs. 3.5(b) and

3.5(d) show the t-values of the top 40 and the top 350 genes with respect to colon and

leukemia data obtained from two-way ordering. We can observe genes selected by

PFSBEM have larger chance of high correlation with t-value, while genes obtained

by unsupervised two way ordering have relatively low correlation with t-value.

3.4 Conclusion and Discussion

In this paper, we presented an unsupervised gene selection and clustering algo-

rithm named PFSBEM (hybrid PCA based Feature Selection and Boost-Expectation-

Maximization). The algorithm first retrieves feature subsets based on their capacities
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to reproduce sample projections on principal components. It then searches for the

best PCs that maximize clustering performance. From the merged subsets of fea-

tures which mostly contribute to deciding data projections on selected principal axes,

PFSBEM finally finds the best features by using a validity function that utilizes the

clustering results.

For high-dimension data set, due to the simplicity and ease to implement, PCA

has been widely used as a preprocessing technique for feature reduction in unsuper-

vised learning. To maintain the original physical meaning of selected features, based

on the original concept of LSE (least-square estimation) from Mao [57], we developed

a new PCA hybrid feature selection. Our approach comes from the idea that during

the principal component (PC) transformation, genes which gives a great impact on

major PCs, are mostly informative, and different sets of genes may contribute un-

equally to different PCs. Thus different gene sets corresponding to individual PCs

were selected. Furthermore, the important PCs contributing most to data clustering

are selected during the clustering process using clustering validity index T . The

original feature subsets selection for PCs falls into the diagram of filter approach,

while as the afterward discriminative PC selection and final feature subset culling

are wrapper approach. Therefore, we call our methodology a hybrid approach.

This paper also explored improving the performance of generic EM cluster-

ing algorithm using boosting learning. Our experimental results from examining

boost-EM algorithm showed that boost-EM algorithm gave more stable results than

standard EM algorithm. From the comparison study with other feature selections,

the results revealed that incorporating PCA into the wrapper based feature selec-

tion led to better peformance to improve the class prediction. In analysis of gene

expression data, we used the known class information to assess the performance of

the proposed PFSBEM algorithm. The clusters obtained using unsupervised feature
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selection differed somewhat from the human assigned labels but were reasonably well

separated in both colon and leukemia datasets.
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Figure 3.1. The new boost-EM clustering algorithm.
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Figure 3.4. The scatter plots on (a) 2-class synthetic data, (b) 4-class synthetic data,
(c) Iris data, and (d) wine data using two features chosen continuously by PFSBEM.
◦,+, × and ? represent the different cluster assignments. Areas correspond to the
clusters discovered by PFSBEM.
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Figure 3.5. t-values (with two-tailed distribution) of selected genes (a) by PFSBEM
for colon data, (b) by unsupervised feature selection via two way order ordering
for colon data, (c) by PFSBEM for leukemia data, and (b) by unsupervised feature
selection via two way order ordering for leukemia data. For (a) and (c), genes selected
from 30 ten-fold runs were merged into one final feature set (40 for colon and 350
for leukemia). For the two-way ordering, genes near the two ends were selected (40
for (b) and 350 for (d)).



CHAPTER 4

A NEW MAX-RELEVANCE CRITERION FOR SIGNIFICANT GENE
SELECTION

4.1 Introduction

In microarray gene expression analysis, identifying the most representative

genes (or features) from tens of thousands of genes in experiments, is critical to

improve the prediction performance. Feature selection is one of the important and

frequently used techniques in data preprocessing for microarray analysis.

There are three general approaches for feature selection algorithms: filters,

wrappers [71] and hybrids [72]. Filter approaches use general characteristics of data

to select a subset of features without involving any induction algorithm. Wrapper

approaches use estimated accuracy of learning method to obtain feature subsets.

Generally, wrapper approaches give higher prediction accuracy but they tend to be

more computationally expensive than filter approaches. Hybrid approaches try to

utilize different evaluation criteria of two approaches in different search stages. In

this paper, we focus on the discussion of filter type feature selections which have

better generalization property and can be computed easily and efficiently.

The goodness of feature subset is always determined by a certain criterion.

Both Max-Relevance and Min-Redundancy have been instinctively used for this cri-

terion. Max-Relevance is to search features which together have the largest correla-

tion to the target class. Some methods based on statistical tests or information gain

have been shown in literature [73], [74]. However this criterion could allow rich re-

dundant genes, which jointly do not contribute to the performance of the prediction

65
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because they are highly correlated. Min-Redundancy is a criterion to select mutually

exclusive features. An effort to reduce ”redundancy” among genes has been recently

made in gene selection. Some recent methods propose a criterion by combining the

above two constraints effectively [75], [76], [77].

Our work in this paper focuses on maximizing Max-Relevance by considering

the joint effect of features (or subspace) on the target class. Methods which have

been used for Max-Relevance do not consider the dependency between interactions

among features and the target class. However, this may be critical in many circum-

stances. Based on this fact, we propose a new Max-Relevance criterion, combining

the emerging pattern (EPs), one of the recent data mining techniques used to identify

interactions among features, [8], [4], [5], and the currently used techniques.

The main contribution of this paper is to show the usefulness of employing in-

teractions among features to explicitly maximize relevancy in feature selection via fil-

ter approach. Our comparative experiments demonstrate that the proposed method

not only gives higher accuracy than other criteria but also provides comprehensive

explanation about relevancy and redundancy of features.

4.2 Methods

4.2.1 Maximum Relevance

The aim of Max-Relevance is to find features which mutually have the largest

correlation to the target class. In developing an approximation method for Max-

Relevance, our goal is to effectively catch the joint effect of features on the target

class. For this, we employ emerging patterns which have the strong power of model-

ing interactions among features. The most used notions are defined as follows:
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Definition 1. The jumping emerging patterns (JEPs) in dataset of Class+(C+), de-

noted JEPs(C+), are patterns (P) whose supports in C− are zero but non-zero in

C+. + and - stand for two class labels.

Definition 2. The most expressive JEPs(Ci), denoted ME−JEPs(Ci), are subsets

which have the largest supports of all JEPs(Ci).

Definition 3. The most expressive features of Classi, denoted ME − features(Ci),

are features within ME − JEPs(Ci).

Definition 4. The collective impact of ME − features(Ci), denoted DCi
(F ), is

defined as

DCi
(F ) =

∑

P

Suppci
(F ), (4.1)

F ∈ ME-features(Ci), P ∈ ME-JEPs(Ci),

where Suppci
(F ) is the frequency of occurrence of features(F).

In our approach, we adopt both parametric and nonparametric approach to

select discriminative features: t-test (or f-test for multiple classes) and symmetrical

uncertainty (SU). The t-test is a statistic criterion based on the assumption that data

comes from some kind of distribution, while SU based on the information-theoretical

concept of entropy is a measure of the uncertainty of a random variable. SU is

more used than information gain because it can make good for information gain’s

bias toward features with more values. In some papers, as the combination of several

criteria often outperforms an individual criterion, we attempted to take advantages of
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both criteria. (e.g., the information gain can compensate for the statistical instability

of t-test).

The t-test gives the discriminative power of the ith feature as

T (Fi) =
|µ+

i − µ−i |√
(σ+

i )2

n+ +
(σ−i )2

n−

, (4.2)

where µ+
i and µ−i are the means of C+ and C− for Fi feature, respectively; σ+

i and

σ−i are the corresponding standard deviations; n+ and n− indicate the number of

samples contained in each class.

The SU is defined as

SU(Fi, C) = 2
[ IG(Fi|C)

H(Fi) + H(C)

]
, (4.3)

where,

H(F ) = −∑

i

P (fi)log2(P (fi)), (4.4)

H(F |C) = −∑

j

P (cj)
∑

i

P (fi|cj)log2P (fi|cj), (4.5)

IG(F |C) = H(F )−H(F |C), (4.6)

P(fi) is the prior probabilities for all values of Fi, and P(fi|cj) is the posterior

probabilities of Fi given the values of C.

In both criteria, the more Fi and C is correlated, the larger the result value is

(e.g. in SU, if Fi and C is completely correlated, SU(Fi, C) is 1). We use average

ranks between above two ranks as follows:

RankM(F ) = AVG (Rankt−test(F ), RankSU(F )) , (4.7)

where the lower the number of RankM is, the stronger the discrimination power is

(e.g. the most discriminative feature is the feature whose RankM is 1).
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Finally, by combining the collective impact of features in ME−JEPs and the

merged rank of well-known criteria, our new MAX-Relevance criterion is defined as

max D(F ) = argmaxD(F )

=
1

2


 1

Nk

K∑

Ci

DCi
(F )

max(DCi
(F ))


 ,

+
1

2

[
Nf −RankM(F ) + 1

Nf

]
, (4.8)

where Nk is the number of classes and Nf is the number of features.

4.2.2 Minimum Redundancy

The minimum redundancy condition may be defined in several ways [76], [77],

[78], [79]. We use Pearson correlation coefficient which is the most well-known mea-

sure of similarity between two random variables. The condition is defined as

min R = argminR =
1

N2
f

∑

i,j

|c(i, j)|, (4.9)

where, c(i, j) =
cov(i, j)√

var(i)var(j)
, (4.10)

var(·) denotes the variance of a variable and cov(·) represents the covariance between

two variables. Nf is the number of features. And we have assumed that both high

positive and high negative correlation mean redundancy, and thus take the absolute

value of correlations.

4.2.3 The Minimum Redundancy Maximum Relevance

Ding and Peng proposed the minimum-redundancy-maximum-relevance (mRMR)

criterion to minimize redundancy [75]. The idea is to select the genes such that they

are mutually maximally dissimilar. The mRMR criterion (Φ(D, R)) has the follow-
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Table 4.1. Different conditions to search for the next feature

Acronym Full Name Formula 

t-test t-test [ ])(max iT
Fi∈

, (T(i) in Eq.(2)) 

TCD 
t-test correlation 

difference  ∑
−

−
∈ j

f
Fi

jic
N

iT |),(|
1

1
)(max  

EPMRCD 
EPs and merged rank 
correlation difference  ∑

−
−

∈ j
f

Fi
jic

N
iD |),(|

1

1
)(max , (D(i) in Eq. (8)) 

MRCD 
merged rank correlation 

difference  ∑
−

−
+−

∈ j
ff

Mf

Fi
jic

NN

iRankN
|),(|

1

11)(
max ,(RankM(i) in Eq. (7))  

ing simplest form to optimize D (relevance condition) and R (redundancy condition)

simultaneously.

max Φ(D,R), Φ = D −R. (4.11)

In this paper, we employ this framework because this is a very simple but efficient

method [77]. So, based on Eq. (4.4) and Eq. (4.5), our minimum-redundancy-

maximum-relevance optimization condition is defined as

max
Fi∈F

D(Fi)− 1

Nf − 1

∑

j

|c(Fi, j)|. (4.12)

4.3 Experiments

We used the well-known datasets, the colon tumor set of [15] and the Leukemia

set of [70] to demonstrate the robustness of our new approach. The colon data set

contains 40 tumor and 22 normal colon tissue samples of 2,000 genes with highest

minimal intensity across the samples. In the leukemia dataset, the target classes are

AML and ALL which are subtypes of leukemia and there are 72 samples of 7,129

genes. For the leukemia data, we merged training and test samples together for the

purpose of leave-one-out cross validation. In our experiments, we used two different

formats as input. We first discretized the data using the entropy based discretization
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Figure 4.1. (a) Relevance on Colon dataset, and (b) Relevance on Leukemia dataset,
and (c) Redundancy on Colon dataset, and (d) Redundancy on Leukemia dataset.

method [10]. This preprocessing step efficiently explores the most discriminatory

features with EPs algorithm as well as removes many of the noisy features. Then

we normalized the original data so that each gene has zero mean value and unit

variance and classified them using SVM. 132 genes in colon dataset and 1026 genes

in leukemia dataset were used after discretization.

We measured the classification error rate using Leave-One-Out Cross Valida-

tion (LOOCV) to compare the results with Ding and Peng’s [75]. Given n samples,

LOOCV method constructs n classifiers, where each one is trained with n− 1 sam-
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Figure 4.2. Intersection of features selected using different conditions. (a) Colon
dataset (b) Leukemia dataset.

Table 4.2. LOOCV errors of colon and leukemia datasets 
 The number of features (top m features) 

Data Method 1 2 3 4 5 6 7 8 10 15 20 30 40 50 

Colon t-test 14 10 9 11 10 9 9 9 10 10 13 10 9 8 

 TCD 14 10 8 7 7 7 6 7 8 8 8 8 13 14 
 EPMRCD 9 10 9 9 9 10 7 7 6 8 8 7 7 7 
 MRCD 9 10 9 9 9 10 10 10 8 7 8 7 7 7 

Leukemia t-test 9 3 2 2 2 3 3 4 2 3 3 3 4 1 
 TCD 9 3 2 3 3 3 2 4 2 3 5 1 1 1 
 EPMRCD 12 6 7 5 3 5 3 2 2 2 1 0 0 0 
 MRCD 12 6 6 7 2 5 4 4 3 5 2 1 1 2   

ples, and is tested with the remaining one sample. The final classification accuracy

is the average of each classifier.

In our experiments, we compared feature subsets by using three different

mRMR optimization conditions in Tab. 4.1 against the feature sets obtained us-

ing t-statistic ranking to pick the top m features. We referred the results of t-test

and TCD in [75] to demonstrate the robustness of our proposed criterion. The rea-
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son to select TCD (t-test correlation difference) instead of TCQ (t-test correlation

quotient) is that TCD is the same scheme as ours.

The results of the LOOCV error are shown in Tab. 4.2. Generally, EPMRCD

(EPs and merged rank correlation difference) features outperformed other features.

For instance, for colon, EPMRCD leads to 6 errors while t-test leads to 8 errors and

MRCD (merged rank correlation difference) leads to 7 errors. And for leukemia,

EPMRCD leads to 0 errors while t-test leads to 2 errors and TCD leads to 1 er-

ror. However, LOOCV classification error does not provide enough evidence for our

efficient criterion.

To demonstrate the effectiveness of our proposed approach, we showed the

average relevance (D) and the average redundancy (R) of feature sets in Fig. 4.1

(refer to Eqs. (4.7) and (4.8)) . For colon, although the relevance for EPMRCD

reduced as compared to the others, the redundancy also reduced dramatically. Note

that both t-test and TCD feature sets show relatively high redundancy. This is more

clearly observed in leukemia. For leukemia, the relevance of EPMRCD least reduced

relative to others, while the redundancy reduced considerably. In the case of t-test

feature set, even relevance reduced impressively according to increase the number of

features and within top 10 features, it also shows relatively high redundancy. This

results show that the EPMRCD feature set is the most effective one satisfying the

Max-Relevance-Min-Redundancy condition.

In order to show how different the EPMRCD feature set is from other features,

we also present the rates of intersecting features for the top m (1 ≤ m ≤ 50) features

selected as shown in Fig. 4.2. Features selected using EPMRCD have less overlap

with those selected by using t-test or TCD when m ≤ 20, while they are frequently

found in the features selected via MRCD when m ≤ 5.
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Above experiment results demonstrated that even though LOOCV classifi-

cation error rates were comparable, our criterion found great features, which are

dissimilar to those selected by other criteria and are sufficiently satisfying the Max-

Relevance-Min-Redundancy condition.

4.4 Conclusion

In this paper, we presented a new Max-Relevance criterion applied to the min-

imum redundancy-maximum relevance (mRMR) framework. This criterion is inde-

pendent of class prediction methods, and thus does not guarantee the best results

for any prediction method. The main benefit of proposed criterion is to capture the

class characteristics in a broader scope by identifying the joint effect of features and

reducing mutual redundancy within the feature set at the same time. Our exper-

iment results showed that proposed criterion generated features which have better

generalization property and improve prediction. For example, we achieved 100%,

90.32% LOOCV accuracy in leukemia and colon, respectively, even though we just

used the top m features without considering any kind of selection mechanisms. These

features also were sufficiently satisfying the Max-Relevance-Min-Redundancy condi-

tion relative to other criteria on the same mRMR framework. In the future work,

we will apply the EPMRCD feature selection method on multiclass datasets using

several prediction methods and verify that it can outperform consistently regardless

of the class prediction methods and the number of classes.



CHAPTER 5

FUNCTIONAL PROTEOMIC PATTERN IDENTIFICATION UNDER
LOW DOSE IONIZING RADIATION

5.1 Introduction

The exposure to low dose (10 CGy or lower) ionizing radiation (IR) occurred to

nuclear plant works, astronauts, and X-ray operators affects several signaling path-

ways including DNA damage, DNA repair, cell cycle checkpoints, and cell apoptosis.

To understand the possible molecular signaling pathways thus affected, we study the

dynamic responses of the networks under different patterns considering both time

and dosage changes. An emerging protein microarry called revers-phase protein mi-

croarray (RPPM), in conjunction with the quantum dots (Qdot) nano-technology, is

used as the detection system. This technology (RPPM-Qdot) offers us the ability to

monitor the time series and dosage responses of cells exposed to low dose radiation.

Different from the matured gene microarray technology, protein microarray is

a new technology. RPPM is a quantitative assay much like a miniature “ELISA-on-

a-chip” platform. In contrast to other protein arrays that immobilize probes, RPPM

immobilizes the whole repertoire of sample proteins. It allows numerous samples to

be analyzed in parallel using only minute (nanoliter) amounts of sample for making

quantitative measurements to profile changes in activity of different candidate sig-

naling molecules in cell lines [80]. The RPPM technology was especially designed by

our lab for profiling changes in protein activity (e.g. phosphorylation, cleavage acti-

vation, etc.) rather than just protein expression levels. The marriage of RPPM with

quantum dots (Qdot) nano-technology due to its high yield of bright fluorescence and

75



76

resistance to bleaching offers us an innovative detection technique. Therefore with

RPPM-Qdot, we are able to elucidate ongoing kinase activities and post translational

modifications to generate a dynamic view for the functional proteomic analysis.

Isogenic human Ataxia Telangietctasia (A-T) cells are employed to study the

central role of ATM (ataxia-telangiectasia mutated) in the cellular response to ioniz-

ing radiation. Cellular phenotype of A-T cells showed defects in ATM signal trans-

duction and hypersensitivity to IR [81],[82]. ATM is a DNA double strand break

(DSB) sensor and can be activated by change of chromatin structure. It plays a

pivotal role in both cell cycle arrest and DNA repair. A-T cells therefore provide a

great model for the studies of DNA damage responses induced by low dose IR.

For the data output from the Qdot-RPPM technology under different dosages

and at different time points, to quantitatively determine the responsive protein/kinases

and to discover the pathway motifs formed by them, visual inspections are not always

obvious or accurate. Sophisticated computational algorithms have to be explored to

robustly discover and identify these complicately expressed molecular patterns and

their interactions. While a lot of research deals with classification methods in ap-

plications to gene microarray data, only a few approaches are explicitly designed

to consider the dependence relationships among the investigated features (proteins).

Hence, to capture the global picture of the signaling pathway, the dependence among

proteins/kinases needs to be taken into account [83]. Feature pattern (combination of

features) identification techniques should be used to provide more underlying seman-

tics than single features. Nevertheless, it is very difficult to find meaningful patterns

in large datasets like microarray data because of the huge search space. The difficulty

also comes from the existence of infrequent network patterns that exist but are often

irrelevant or do not improve the accuracy of network finding [84, 85].
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To identify the different proteins/kinases involved in the signaling pathways

for low vs. high dose ionizing radiation for ATM cells, we designed a Discrimina-

tive Network Pattern Identification System (DiNPIS). Instead of simply identifying

proteins contributing to possible pathways, this methodology takes into considera-

tion of protein interaction and dependence that are represented as Strong Jumping

Emerging Patterns (SJEP) and infrequent patterns though occurred will be con-

sidered irrelevant. The whole framework consists of three steps: feature (proteins,

kinases) 1 selection, network pattern identification, and network pattern annotation.

For feature selection, the responsive proteins/kinases contributing most to distin-

guishing dosage and temporal difference will be identified. The network motifs of

those selected proteins are discovered by employing SJEP pattern mining using a

contrast pattern-tree. The last step of network pattern annotation provides a com-

plete protein pattern characterization such as individual protein significance, protein

dependence measurement, and network motif significance under IR. In the following

sections, we will describe the system in detail.

5.2 Methods

5.2.1 Support Vector Machines (SVMs)

We begin with a quick summary of the SVM classifier that is used for dis-

criminative protein selection later on. SVMs are kernel based learning algorithms

which have been successfully applied to numerous classifications and pattern recog-

nition problems such as text categorization, image recognition and bioinformatics

[86]. Suppose that there are n training samples, (x1, y1), · · · , (xn, yn), where xi ∈ Rd

is a d-dimensional feature vector representing the ith training sample with class label

1Nomenclatures “feature” and “proteins/probes/kinases” are used interchangeably.
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yi ∈ {+1,−1} for i = 1, · · · , n. SVMs search for an optimal hyperplane which maxi-

mizes the margin between two classes. The hyperplane classifying an input pattern

x can be described as the following function :

f(x) = 〈w,Φ(x)〉+ b, (5.1)

where w is a weight vector, b is a scalar, and Φ(x) is a mapping function. We can

compute the weight vector by solving a quadratic programming problem formulated

to find the optimal hyperplane.

w =
l∑

i=1

αiyixi, (5.2)

where αi ∈ [0, l], i = 1, · · · , l are Lagrange multipliers and l is the number of support

vectors.

5.2.2 Discriminative Network Pattern Identification

The finding of responsive proteins under ionizing radiation utilizes the con-

cept of Emerging Pattern (EP) that reflects the support change of certain pro-

teins from one data set to another one [8]. For each numerical attribute from

RPPM, its value range is discretized into two or more intervals. Each “(attribute,

continuous-interval)” pair is called an item. (probecAbl, [0.9776, +∞)) is an exam-

ple of items. Let I be the set of all items. Then a set X of items is called an

itemset which is defined as a subset of I. X(fi) is defined as an itemset of the

feature fi which contains all continuous-interval items of the attribute fi. For ex-

ample, the discretization method partitions the probe into two disjoint intervals.

X(probecAbl) = {(probecAbl, (−∞, 0.9776)), (probecAbl, [0.9776, +∞))}. spD(X) is

defined as the support of an itemset X in a data set D calculated by countD(X)/|D|,
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where countD(X)/|D| is the number of samples in D containing X. Suppose D con-

tains two different classes: D1 and D2. For an item i ∈ I, there is a single itemset

{i} ⊂ I. We define the importance of {i} as Pattern Significance described below:

Definition 1. (Pattern Significance) Given ξ > 0 as a minimum support

threshold, the significance of an item {i}, denoted as S({i}), is defined as

S({i}) =





0 if spD1({i}) < ξ ∧
spD2({i}) < ξ,

spD2({i}) if spD1({i}) = 0 ∧
spD2({i}) ≥ ξ,

spD1({i}) if spD1({i}) ≥ ξ ∧
spD2({i}) = 0,

|spD1({i})− spD2({i})| otherwise.

The larger the significance of an item, the sharper the discriminating power asso-

ciated with the item. If S({i}) = spD1({i}) or S({i}) = spD2({i}), we call an

item {i} as a SJEP (Strong Jumping Emerging Pattern) which is the shortest JEPs

satisfying the support constraint. In fact, an item {i} is the shortest SJEP. Let

J = {j1, j2, ..., jp} be the set of all items appearing in X(fi), we have the following

definition for feature significance as the combined significance of items for itemset

X(f):

Definition 2. (Feature Significance) A significance measure S is a function

mapping a feature f ∈ F to a real value such that S(f) is the degree of interestingness

of the feature f . S(f) is defined as S(f) =
∑p

i=1 S(J(i))/|J |S(J)6=0.
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Given the significance measures of individual proteins, we can define the rela-

tive significance between two proteins, fi and fj. Let J = {j1, j2, ..., jp} be the set of

all items appearing in X(fi) and K = {k1, k2, ..., kq} be the set of all items appearing

in X(fj), the dependence relationship of these two proteins is defined as follows:

Definition 3. (Relative Feature Significance) Given the significance measure

S of two features fi and fj, the relative significance is defined as

S(fj|fi) =
[∑p

i=1

∑q
j=1 S(K(j)|J(i))]

/
(|K|+ |J |),

=
[∑p

i=1

∑q
j=1 S(K(j))−R(J(i), K(j))]

/

(|K|+ |J |),

where S(J(i)), S(K(j)) > 0 and R(J(i), K(j)) denotes the redundancy between two

patterns J(i) and K(j).

The relative feature significance between two features is calculated based on

pattern significance and pattern distance by the minimum redundancy-maximum rel-

evance (MRMR) framework [75]. The relative feature significance is used to identify

the relationship between features and to reduce mutual redundancy within the fea-

ture set at the same time. However, the ideal redundancy measure R(J(i), K(j)) is

hard to obtain. In this paper, we use approximated redundancy defined by distance

between patterns [84]. The following equation is used to approximate R.

R(J(i), K(j)) = (1−D(J(i), K(j)))×min(S(J(i)), S(K(j)))). (5.3)

The distance measure between two patterns can be obtained based on the pattern

structure, or based on the distribution of the patterns, or based on the data used
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Initialization 

   Feature set: F = {f1, f2, …, fr} 

Iteration 

   Discretize training samples 

   Repeat until F=[ ] 

      - Compute relative feature significance Si(⋅|fi) of fi using Def. 1-3 

      - Find the feature subset Subi with the highest significance score Si 

      - Train SVM with the training samples with features contained in Subi 

      - Compute the weight vector w using Eq. (2) 

      - Compute the weight Wi using Eq. (5) 

   Compute the average of feature weights obtained from Sub1, … Subr 

   Find the feature subset Subfinal with the highest weights 

   Backward feature selection with features in Subfinal 

      - Classify the test samples with selected features 

Identification of feature set 

   Find minimum feature set Setmin and maximum feature set Setmax which  

   give the best accuracy 

   Set the features in Setmin as representative features 

   Repeat until Setdiff = Setmax -Setmin = { fd1, fd2, …, fdn} =[] 

- Compute the correlation coefficient between fdi and features 

contained in Setmin 

- Assign fdi to one of the feature in Setmin,which has the most high 

correlation coefficient value, as a family member 

   Analysis of measurements 

 

Figure 5.1. A feature selection method.

in the discovery process such as the Jaccard distance. In this paper, we use the

following distance measure [85].

D(J(i), K(j)) = 1− |T (J(i)) ∩ T (K(j))|
|T (J(i)) ∪ T (K(j))| , (5.4)

where T = {t1, t2, ..., tk} is the transaction set, and I(ti) ⊆ I is the set of items in

transaction ti. For any itemset P , T (P ) = {t ∈ T |P ⊆ I(t)} is the corresponding

set of transactions. A distance measure D is a function mapping to a value in [0,1],

where 0 means two patterns are completely relevant and 1 means two patterns are

totally independent.
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Figure 5.2. Finding SJEPs using the Contrast Pattern Tree (CP-tree).

Feature patterns (combination of features) identification techniques could be

used to capture more underlying semantics than single feature. However, it is very

hard to find meaningful patterns in large datasets like microarray data because of

the huge search space. Furthermore, infrequent patterns are often irrelevant or do

not improve the accuracy of the classification. To tackle these problems, we designed

a Discriminative Network Pattern Identification System (DiNPIS). This framework

contains three steps: feature selection, feature pattern identification, and feature

pattern annotation.
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5.2.2.1 A feature selection method

The responsive proteins under different IR doses and at different time points

are selected by building a connection between pattern frequency (pattern support

value) and discriminative measures. This method finds a feature subset for each

feature which includes the minimum redundant features with strong relevance to the

target class of the given feature based on a relative feature significance measure.

With these feature subsets, we run the linear SVMs algorithm where two-thirds of

the samples are utilized for training and the remaining one third for testing. Then,

we compute the weight for certain feature fk based on the idea proposed in [87]:

Wk =





|wk|S(fk)
d+1∑
j=1

|wj|S(fj)
× β × δ, for γ ≤ β,

(
1− |wk|S(fk)

d+1∑
j=1

|wj|S(fj)

)
× (γ − β)× δ, for γ > β,

(5.5)

where

δ =





1, for γ ≤ β (5.6)

−1, for γ > β

and β is the accuracy using testing samples, γ is a predefined threshold, and |wk|
is the absolute SVM weight obtained using Eq 5.2. Each |wk|S(fk) is normalized

by dividing the summed |wk|S(fk) value of all the features in the subset. S(fk)

is the feature significance under Def 2. Different from the work in [87], in our

approach, feature significance S(fk) is incorporated in the feature selection process,

which reflects a feature’s global discriminant power. All the proteins are ranked

based on the normalized feature weights. A set of the top ranked features is selected

based on the prediction accuracy for ATM+ and ATM- cells. Finally, the backward
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Figure 5.3. Performance of feature selection (a) Box plot of accuracy at different
dose levels, (b) Accuracy of DiNPIS-FS (feature selection) when different top-ranked
features are selected.

selection (elimination) is further applied to obtain a compact protein/kinase set that

represents the most responsive probes.

In most computational biology applications such as diagnosis and biomarker

identification, a minimum redundancy feature set that gives the best prediction ac-

curacy is selected. However, the minimum feature set may not be reflect all the

relevant proteins/kinases involved in the pathways. This can be a critical problem in

our research for identifying the dynamic network responses induced by ionizing radi-

ation at different dose levels. Thus we also consider the maximum feature set which

gives the best results. The minimum feature set is used as representative features

of the maximum feature set. Then each feature contained in the maximum feature

set is assigned to one of these representatives as a family member using correlation

coefficient. This algorithm is summarized in Fig. 5.1.
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5.2.2.2 Feature Pattern Identification

Based on the most responsive proteins selected from the feature selection mod-

ule and the calculation of relative feature (proteins/probes/antibodies) significance,

we will be able to find the protein network patterns. To efficiently search all possible

network patterns, we employed SJEPs mining algorithm using the contrast pattern

tree (CP-tree) [88]. Jumping Emerging Patterns (JEPs) are those patterns whose

supports (frequencies) increase abruptly from zero in one data set to nonzero in

another data set [4]. It has the special advantages of modeling interactions among

features and building powerful classifiers. In our research, a subset of JEPs, called

Strong Jumping Emerging Patterns (SJEPs) is considered to remove potentially less

useful JEPs while retaining those with high discriminating power.

A CP-tree is an ordered multi-path tree structure. Each node of the CP-tree

shows a variable number of items (expression intervals of proteins). The expression

levels at each node are ordered in terms of pattern significance. The branches of the

tree reflect parent-child relationship. The cp-tree is constructed using three opera-

tions: createTree, mergeTree, and mineTree. In createTree operation, In createTree

operation, the CP-tree is constructed by using the new ordering of each transaction

based on the feature rank identified by Eq. (5), while the original work on CP-tree

reorders transactions based on the feature support value [88]. The order of a CP-tree

is very important to extract SJEPs. However, there are some critical issues when we

use only the feature support value for reordering. First, there are many cases that

the support values of features are equivalent. Second, feature support value itself

is not enough to rank features. Therefore, reordering based on the feature weight

has the strong advantage to efficiently extract SJEPs. In mergeTree operation, the

CP-tree is extended to find the complete set of paths (SJEPs). Finally, in mine-



86

Tree operation, we start to search the CP-tree depth-first for SJEPs. Because every

training instance is sorted by its rank when inserting into the CP-tree, items with

high rank, which are more likely to appear in an SJEP, are closer to the root. Using

the predefined order, we can produce the complete set of paths (item sets) system-

atically through depth-first searches of the CP-tree. After completing the search of

the CP-tree, we select only minimal patterns by filtering out the patterns that are

supersets of others. The remaining minimal ones are SJEPs since they satisfy the

minimum support threshold. Fig. 5.2 shows an example of finding SJEPs using

the CP-tree. In this figure, three selected probes are given: pEGPR, Belklin, and

Ku70. As can be seen from the upper left table in Fig. 5.2, antibody pEGPR has

three items numbered as 92, 93, and 94. Inside each node of the CP-tree, the top

number indicates the item number, the lower left number shows the support value

for ATM+, and the lower right number shows the support value for ATM- at the

current tree level. The final selected protein motif patterns are listed as SJEPs at the

bottom of the figure. As an example, one SJEP is composed of items 94 → 115 → 84

with support value as 0 for ATM+ and 2 for ATM-.

5.2.2.3 Feature Pattern Annotation

The last step of the DiNPIS framework is to provide protein pattern annota-

tion, which is important to assign a set of characteristics to feature patterns and

thus to obtain relevant information for the interpretation of experimental results.

Our goal is to generate annotations to provide information such as protein signifi-

cance, relative protein significance, protein prediction ability (classification accuracy

of different dosages), protein network motif significance, dependence relationship

among proteins, and so on.
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The feature pattern annotation is composed of four parts: experiment informa-

tion, feature pattern analysis information, interaction diagrams of the representative

features, and SJEP information. Experiment information includes experiment name,

data description, summary of responsive feature selection result, summary of feature

pattern identification, and descriptions of selected proteins. Feature pattern analysis

information includes the graphical view of interactions among features for each stage

of different time points, feature weights showing the importance of individual pro-

teins, relative feature significance reflecting feature dependence, and radiation stage

prediction information with selected features. Interaction diagram shows the rela-

tionships between the representative features generated by SJEPs. SJEP information

shows all SJEPs (the protein network modules) identified from the CP-tree.

Table 5.1. Data description

Dataset # of classes # of samples # of features Description
Data1 2 10 (5/5) 55 4c dose, 5 time points 
Data2 2 10 (5/5) 55 10c dose, 5 time points
Data3 2 10 (5/5) 55 50c dose, 5 time points
Data4 2 10 (5/5) 55 1Gy dose, 5 time points
Data5 2 10 (5/5) 55 5Gy dose, 5 time points
Data6 2 10 (5/5) 55 1hr, 5 doses
Data7 2 10 (5/5) 55 6hr, 5 doses
Data8 2 10 (5/5) 55 24hr, 5 doses
Data9 2 10 (5/5) 55 48hr, 5 doses
Data10 2 10 (5/5) 55 72hr, 5 doses
Data11 2 50 (25/25) 55 all times, all doses

5.3 Experiments

We applied quantum dot reverse-phase protein microarray [80] to profile the

dynamic responses of several signaling pathways, including DNA damage, DNA re-

pair, and cell cycle checkpoints, to low dose of Ionizing Radiation (IR) [81],[82].
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Table 5.2. The number of minimum and maximum responsive protein sets under
different doses and at different time points

min max min max
Data1 5 15 100 100 100 18 26 84 76 91
Data2 5 55 100 100 100 5 55 100 100 100
Data3 4 31 100 100 100 7 18 80 80 80
Data4 3 55 100 100 100 15 55 90 80 100
Data5 4 55 100 100 100 7 55 100 100 100
Data6 5 55 100 100 100 8 55 100 100 100
Data7 6 55 100 100 100 14 55 100 100 100
Data8 3 55 100 100 100 12 55 80 80 80
Data9 7 21 100 100 100 39 55 90 80 100
Data10 3 55 100 100 100 7 55 100 100 100
Data11 7 55 100 100 100 10 55 100 100 100

specificity

DFPIS-Feature selection SVM-RFE
# of features # of features

accuracy sensitivity specificity
Dataset

accuracy sensitivity

Table 5.3. Comparison of interactions for 4 cGy and 5 Gy dose

No 4c dose Mapping to 5 Gy dose network 5Gy dose No 5Gy dose Mapping to 4c dose network 4c dose
1 33 � 0 44 (33's rep)�44 (0's rep) 44 in rep set 1 46�54 25 (46's rep)�25 (54's rep) 25 in rep set
2 0�20 44 (0's rep)�46 (20's rep) 46�44 2 54�44 25 (54's rep)�0 (44's rep) 0�25
3 20�25 46 (20's rep)�54(25's rep) 46�54
4 25�5 54 (25's rep)�54(5's rep) 54 in rep set
5 0�25 44 (0's rep)�54(25's rep) 55�44
6 33�20 44 (33's rep)�46(20's rep) 46�44 4 46�44 25 (46's rep)�0 (44's rep) 0�25
7 20�5 46 (20's rep)�54(5's rep) 46�54 5 54�1 25 (54's rep)�5 (1's rep) 25�5

*rep : representative

44�13 0 (44's rep)�5 (1's rep)
0�20�25�5,

0�20�5,
0�25�5 

ATM-deficient (ATM-) and -proficient (transfected with full length ATM construct,

ATM+) cells were treated with different doses of IR and cell lysates were collected

at different time-points, serial diluted and spotted on an array in triplicate. The

intensities of all antibodies were normalized relative to those of control and then

were normalized to have from zero to one. The arrays were then probed with specific

antibodies. 55 antibodies have been evaluated for the dynamic change of the network

(see the lower part of Fig. 5.5. The five applied doses are 4 cGy, 10 cGy, 50 cGy, 1

Gy, and 5 Gy. Both types of cells for each dosage were observed at 1 h (hour), 6 h,

24 h, 48 h, and 72 h.
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33 (pIKBa)     31(0.49)
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Figure 5.4. Interaction diagram of five representative probes on Data1 using 4c dose.

To test the performance of the proposed DiNPIS algorithm, classification was

carried out by the linear SVM (soft margin C=1) and LOOCV (leave-one-out cross

validation) evaluation was employed because of small number of samples.

Table 5.1 shows the data sets used in this experiment. These data sets treat

intensities of certain dose at five different time points, intensities of all different dose

level at certain time, and intensities of all different dose level at all time points as

samples and have 55 antibodies as features. The classes of these datasets are labeled

as either ATM-proficient (ATM+) or ATM-deficient (ATM-).
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Figure 5.5. Interaction diagram of four representative probes on Data5 using 5Gy
dose.

5.3.1 Computational analysis: feature selection

The discovery of different responsive probe sets for different dosages and at

different time points are given in Tab. 5.2. In this table, the minimum feature set

indicates the list of selected features by DiNPIS feature selection, and the maximum

feature set indicates all the other relevant probes with respect to each selected probe

in the minimum set. This table shows that A-T cells had been significantly effected

by low dose IR as well as high dose IR. However, we note that only 5 ∼ 15 features

were selected in Data1 under 4c dose. It shows that many of features significantly

effected by high dose IR have been functioned by row dose IR not as much as by high

dose IR. We also could observe different effects on low dose IR and high dose IR in

Fig. 5.3. To evaluate the performance of our algorithm, we carried out comparison
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experiments with SVM-RFE feature selection. As seen from Tab. 5.2, the accuracy

rates using DiNPIS-FS generally outperform the SVM-RFE.

5.3.2 Computational analysis: feature pattern identification

To analyze the dynamic network responses induced by different IR levels, we

give examples on two feature interaction diagrams on Data1 using 4c dose and Data5

using 5Gy dose in feature pattern annotation.

We found six SJEPs for both ATM+ and ATM- on Data1. From these patterns,

seven relationships between five representative features were found. As shown in

Fig. 5.4, the first and sixth feature relationships were found in both classes. However,

note that fluorescence intensities of features are expressed differently during these

interactions. For instance, the dependency of feature f0 (pATM) causes the intensity

of f20 (p21) go up in ATM+ class but leads it down in ATM- class. The seventh

relationship disappeared in ATM-. According to the support ratio and the relative

feature significance assigned to each relationship, the first, second, fifth, and the sixth

relationships are sightly stronger than the third, fourth, and seventh relationships.

We found three SJEPs for ATM+ and five SJEPs for ATM- on Data5. From

these patterns, five relationships between four representative features were founded.

As shown in Fig. 5.5, all of the five feature relationships were founded in both classes.

However, note that fluorescence intensities of features are expressed differently during

these interactions except for the fifth relationship. According to the support ratio

assigned to each relationship, the strength of all relationships in ATM+ is slightly

reduced in ATM-.
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5.3.3 Biological observations

As shown in Tab. 5.3, we investigated whether interactions of selected features

at different dose IR levels are related to each other.

First, all of the four representative probes including pSmad3, Becklin, pEGFR,

and pBRCA1 on Data5 (5 Gy dose) were found in the maximum feature set on Data1

(4 cGy dose). It shows that these antibodies still play an important role under low

dose IR level. Second, all of the relationships in Data5 are related to those of Data1.

In DiNPIS-feature pattern identification, we assume that a family member has the

same or similar relationships as the ones of its representative features. Thus five

relationships on Data5 were matched with similar five relationships on Data1 in

Tab. 5.3. For instance, the fifth relationship in Data5 was assigned to the fourth

relationship in Data1 since feature f25 (PUMA) was a representative of f54 (Becklin)

that has a 0.90 correlation coefficient with f25, f5 (pDNAPK) was a representative

of f1 (pBRCA1) holding a 0.88 correlation coefficient with f5, and there exists the

fourth relationship between f25 and f5 in Data1.

Finally, we observe some reverse relationships. As an example, the second

relationship in Data5 corresponds to the reverse of the seventh relationship in Data1.

In our research, teh direction of dependence was determined by a new feature rank

identified in DiNPIS-feature selection. Thus this reverse relationship can be identified

if major features are changed as dose IR levels are changed. However, to provide more

information about directions of relationships, we need further study by considering

all possible directions of relationships.



93

5.4 Conclusion

This paper presented exploratory work on identifying signaling molecules un-

der low dose ionizing radiation by using reverse phase protein array (RPPM) in con-

junction with quantum dot. A computational framework, Discriminative Network

Pattern Identification System (DiNPIS), is developed to recognize the contributing

network motifs in different pathways and to take into the consideration of protein

dependence. For feature selection, the most responsive proteins at different time

points are identified. The interaction patterns of those selected probes are discov-

ered by employing SJEP pattern mining based on a contrast pattern-tree. The last

step of feature pattern annotation provides a complete pattern characterization such

as single probe significance, relative pair-wise probe dependence, and pattern signifi-

cance. The pilot study does reveal the quantitative change of different protein/kinase

expression levels in different patterns. For future work, we plan to increase the sam-

ple size and the number of probes. In addition, we will investigate and biologically

validate the individual signaling pathways affected under different dose and in time

series.
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