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ABSTRACT

DIRECT NUMERICAL SIMULATION OF INTERACTION OF

DETONATION WAVE WITH HOMOGENEOUS

ISOTROPIC TURBULENCE

HARI NARAYANAN NAGARAJAN, M.S.

The University of Texas at Arlington, 2009

Supervising Professors: Frank K. Lu and Luca Massa

The propagation of a shock or detonation wave through a reactive mixture

has been the subject of research for over a century. The basic understanding has

been shaped by one–dimensional Euler models, namely, those of Chapman–Jouguet

and Zeldovich–Neumann–Döring, despite the fact that the detonation front is multi-

dimensional. Other complications include observations of detonation instability, and

spinning and galloping detonations. Recent advances in CFD have made it possible

to examine detonation waves in great detail. These studies have revealed the complex

nature of detonations that were observed experimentally. Some outstanding issues

include the influence of inhomogeneities in the reactive mixture on the detonation

process, such as the formation of hot spots. The understanding of such phenomena has

practical implications, including in safe handling of fuels and in promoting detonations

for detonation engines.

The current research is to comprehend the interaction of a detonation wave

with a homogeneous isotropic turbulent field by solving three dimensional reactive

v



Navier–Stokes equation using direct numerical simulation. 5th order WENO scheme

and 3rd order Runge Kutta technique are employed. The interaction of detonation

wave with turbulence resulted in higher amplification of turbulence statistics (such

as turbulent Mach number, turbulent length scales, rms of the velocity, etc). The

study also revealed that there is an increase in turbulent kinetic energy in the range

of wave number relevant to moderate and small scales. Investigation on the effect of

heat release indicated that these changes are directly proportional to the heat release.

The examination also involved the study relevant to the influence of the length scale

which indicated that the changes in turbulence are proportional to the length scale.
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CHAPTER 1

INTRODUCTION

The detonation-turbulence interaction problem is concerned with the unsteady

coupling between convected vortical structures and a detonation wave. A better

studied interaction is the shock-turbulence coupling problem. Lee et al. [1] recently

analyzed the coupling and found that their nonlinear analysis agrees well with Rib-

ner’s linear interaction theory [2]. The detonation-turbulence interaction is different

from the shock-turbulence interaction because of the role of the induction region in

the amplification of convected vortical structures. Linear analysis [3] shows that the

post-shock energy spectrum are maximally amplified by the resonant interaction in

the induction region. Linear analysis provides useful insights, but fails to correctly

represent the system dynamics near natural frequencies.

Powers [4] discussed the modeling aspects of the multiscale case epitomized by

a detonation wave along with results generated using single step kinetics for chemical

reaction while emphasizing the necessity of capturing finer scales. A similar tech-

nique with one-step kinetics is used for the present work. The pre-shock turbulent

field is incompressible, isotropic and chemically homogeneous. The post-shock field is

strongly inhomogeneous because of the thermo-fluid coupling in the induction region.

Ribner et al. [5] states that the effect of exothermicity is to amplify the rms fluctua-

tions downstream of the detonation, with the greatest changes occurring around the

Chapman-Jouguet Mach number with a restrictive assumption of the reaction zone

thickness being much smaller than the turbulence length scale (but induction zones
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can be quite large). The influence of transverse waves on detonation and the pattern

of quasi-steady detonation fronts are discussed by Dou et al [6].

The dynamics of small fluid-mechanics scales is vital to resolving the thermo-

fluid interaction in the induction region of a detonation. An unstable detonation

wave possesses a large set of intrinsic fluctuating frequencies with a range that in-

creases with the activation energy [3]. A direct numerical simulation (DNS) of the

fluid-mechanics equations in three dimensions usually delve in determining the fine-

scale evolution. The problem in the present research is that it deals with extremities

of scales. Turbulence encompasses phenomena taking place over an extremely wide

range of scales from a few millimiters to hundred of thousand kilometers, from labo-

ratory to galaxies. Usually, chemical reaction ensues in scales which are much finer

than turbulence scales. Hence, we employ DNS in the present research to simulate

the interaction.

The dynamics of small fluid-mechanics scales is vital to resolving the thermo-

fluid interaction in the induction region of a detonation. An unstable detonation wave

possesses a large set of intrinsic fluctuating frequencies with a range that increases

with the activation energy [3].

It is well-known that the DNS of the shock–turbulence interaction is a compli-

cated topic and in our case such an interaction with chemical reaction is studied and

makes the research topic more sophisticated. The occurrence of a chemical reaction

greatly complicates the analysis of processes. This is connected with the need to take

into account a large number of intermediate and final reaction products, which have

a considerable effect on the properties. But, for convenience, a simple one-step irre-

versible Arrhenius chemical reaction is selected for the present research to simulate

detonations.



CHAPTER 2

PROBLEM DESCRIPTION AND BACKGROUND

2.1 Purpose of the Research

Decades of study on detonations has not resulted in satisfactory understanding

because of the complex phenomena that takes place in it. One significant unexplored

area is detonation instability. The demand to comprehend the instability phenomena

entails research that deals with topics like the coupling between vortical structures

and detonation waves, the role of induction zone and role of length scales.

2.2 Prior Research on Simulation of Compressible HIT

Turbulence has been examined experimentally, analytically and numerically for

many decades [7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. The relevance of theoretical methods

on homogeneous isotropic turbulence flow investigation is discussed in [10, 17, 18, 19,

20, 21]. Experimental evidence on turbulence energy spectra revealed that all spectra

collapse to a universal curve [11].

Direct numerical simulation (DNS) is a popular simulation technique for studies

relevant to turbulent flows and this method is based on solving the Navier–Stokes

equations numerically without resorting to any turbulence model. Its vital purpose

is to capture the whole range of spatial and temporal scales of the turbulence. All

the spatial scales of the turbulence must be resolved in the computational mesh, from

the smallest dissipative scales (Kolmogorov microscales), up to the integral scale L,

associated with the motions containing most of the kinetic energy. DNS can be carried

3



4

out using non-spectral, psuedo-spectral and spectral methods [22, 23, 24]. DNS based

on spectral method is believed to provide the best accuracy for turbulence simulation.

Decay of freely-evolving, two-dimensional, isotropic turbulence was examined

by Lowe [25] amongst others. This study showed the failure of Batchelor’s theory

with the proof that two-dimensional turbulence possesses second invariance since the

peak in vorticity and the inertial energy range do not follow the k−3 decay.

DNS of the decay of isotropic turbulence using 643, 1283 and 2563 resolution

shows good agreement with experimental results, see Mansour [26, 27]. The simu-

lations also revealed that nonlinear terms play a vital role in energy evolution even

at low Reynolds number. Statistics of the spatial evolution of turbulence such as

turbulence intensity, vorticity, and velocity derivative skewness show that they are

identical to results obtained from temporal evolution via Taylor’s hypothesis except

the dilatation term, see Lee [28]. Limitations of Taylor’s hypothesis are discussed in

[1]. Conditions for the occurrence of eddy shocklets in compressible turbulence decay

were examined by Lee [29]. Three-dimensional turbulence is found to be less sensitive

to the initial compressibility, and requires higher initial Mt for eddy shocklets to form

than for two-dimensional turbulence. It was also found that higher Mt and higher Re

increase the probability of occurrence of eddy shocklets.

The effect of compressibility on the dynamics and structures of turbulence de-

cay are examined, e.g., in [30]. This study revealed that the joint probability density

function has a universal structure. Even for compressible turbulence, the growth of en-

strophy is associated to a preferntial alignment of the vorticity with the intermediate

eigen vector of the anisotropic part of the strain-rate tensor as for incompressible tur-

bulence. Pressure–dilatation correlation and its significance were analyzed by Sarkar

[31]. Compressibility tends to reduce spatial intermittency in fully-developed turbu-

lence, see Shivamoggi [32]. The energy decay in physical space is traced using the
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Lagrangian correlation coefficient between local kinetic energy at different scales, see

Meneveau et al. [33]. The Kolmogorov energy cascade is expected to be little affected

by compressibility, and therefore remains independent of rms Mach number Mt [34].

The analysis of DNS data of compressible turbulence decay using the Helmholtz de-

composition of the velocity field, Miura et al. [35] found that the pressure–dilatation

term yields a dominant contribution to the exchange of compressive kinetic energy

and internal energy.

Thermodynamic analysis of DNS data revealed that lower initial turbulent

Mach number results in simple thermodynamic scalings whereas higher turbulent

Mach number result in more complex thermodynamic scalings [36]. Analysis of the

rate-of-strain tensor in compressible homogeneous turbulence helped to deduce the

presence of these structures. Moreover, their shapes and orientations are quite dif-

ferent from those found in incompressible flows [37]. The results also confirmed that

the vorticity and the dilatation are uncorrelated and statistically independent. The

investigation by Goto [38] on the physical mechanism for the energy cascade showed

that the cascade is due to the stretching of small-scale vortices by tubular vortex

pairs. Vortex extraction studies were discussed by using wavelet decomposition [39],

by using curvelet transform [40] and by using DNS [41]. These studies revealed that

there are distinct differences in the vortex structures of compressible and incompress-

ible turbulence. The k−5/3 law is in itself not a sufficient indicator of inertial-range

behavior [42] but requires that the inertial scales be small compared to the size of

the solution domain. The finest scale intermittent fluctuations of fluid turbulence

which are associated with a whole range of local dissipation scales have been studied

by Schumacher et al. [43]. Increasing Reynolds number causes the generation of ever

finer local dissipation scales. The results confirmed that the increasing small-scale

intermittency affects a growing number of scales in the dissipation range.
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DNS analysis by Samtaney [44] using 1283 and 2563 resolution, Mt = 0.1–

0.5, Reλ = 50–100 revealed that compressibility causes shocklets to occur. The shock

thickness statistics are found to scale on the Kolmogorov length rather than the mean

free path of the gas. Samtaney et al. also observed that the presence or absence of

fluctuations of thermodynamic quantities as well as velocity divergence in the initial

conditions are found to have negligible effect on the decay of turbulent kinetic energy.

DNS results by Kops et al. [45] showed the ability of DNS to produce excellent

agreement with the experimental results of isotropic turbulence decay experiments of

Comte-Bellot and Corrsin.

Porter [13] performed simulations of decaying compressible turbulence with grid

resolution of 5123 and 10243 which revealed that the flow exhibits a self-similar char-

acter in large wavenumbers. DNS of incompressible turbulence based on the Fourier

spectral method is carried out with 40963 grid resolution by Ishihara et al. [46, 47].

The DNS yields an energy spectrum exhibiting a wide inertial subrange, in contrast

to previous DNS simulations at lower resolutions, and therefore provides valuable

data for the study of the universal features of turbulence at large Reynolds number.

The suitability of ENO and WENO schemes with DNS and LES of compressible

turbulence is discussed by Ladeinde [48]. The study revealed the requirement of filters

by the ENO scheme to improve the energy transfer process at high wavenumbers and

also the reason for limiting the useful wavenumber range. The WENO scheme does

not require stabilizing filters but the results were found to be slightly more dissipative.

On the other hand, Wu [49] found that the WENO and Runge–Kutta methods are

too dissipative for DNS of shock wave and turbulent boundary-layer interactions and

so limiters must be used.

Taylor et al. [50] showed the results of DNS of compressible turbulence while

capturing shock-containing regions with the use of a bandwidth-optimized WENO



7

scheme. The simulation was carried with turbulence Mach number of 1.1 in the

three-dimensional case and 2.0 in the two-dimensional case. Unacceptably high nu-

merical dissipation even after optimization of the linear component that dominates

in smooth regions is handled by using a “relative smoothness limiter” and a “relative

total variation limiter” with WENO [51]. These limiters significantly enhance the

grid convergence properties of WENO schemes for DNS of compressible turbulence.

The numerical stability issue associated with compressible turbulence simulation is

addressed by Honein et al [52]. The novel method’s robustness is demonstrated up

to a very high Reynolds number.

Supersonic turbulent flow is studied by many researchers [53, 54]. Preliminary

results of numerical simulation of decaying supersonic turbulence using the piecewise

parabolic method (PPM) on a mesh of 5123 showed that the decay follows the classical

Kolmogorov law [54, 55].

Methods other than DNS have also been employed to study turbulence simula-

tion. These methods and their outcomes are discussed here. Owing to the limitation

of insufficient computational capacity, DNS was restricted to low Reynolds number.

Large eddy simulation has been proposed as the remedy to this limitation and has

been in use recently. Large eddy simulation of two- and three-dimensional isotropic

turbulence is discussed by many researchers [56, 57, 58, 59, 60]. Vreman et al. [58]

discussed the results of decaying isotropic turbulence using a finite volume based,

large eddy simulation with Smagorinsky’s subgrid model. An analysis of the energy

spectra showed agreement with the Kolmogorov law for the inertial range both for a

low (0.05) and a moderate (0.6) rms Mach number. Results pertaining to DNS and

LES of turbulent mixing layer are discussed in [15]. The suitability of subgrid scale

models for turbulence simulation are discussed by Martin [60].



8

Recently, Thornber [61] carried out the simulation of homogeneous decaying

turbulence using the implicit large eddy simulation technique and several schemes.

It was observed from studying the kinetic energy spectra and the effective numerical

filter that all the schemes employed are too dissipative. The growth of large scales

and the dissipation of kinetic energy were well captured at resolutions greater than

323, or when using numerical methods of higher than 3rd order accuracy.

Compressible turbulence simulation using implicit large eddy simulation (ILES)

is discussed by Rider [62]. A non-dissipative, robust, implicit algorithm is used to sim-

ulate the compressible turbulent flow and the results demonstrate that the algorithm

is stable even in the convective time scale [63].

Detached-eddy simulation (DES) has also been used to study decaying homo-

geneous isotropic turbulence [64]. DES is based on the standard k-ε RANS model

and yields a proper slope of the inertial range except that some energy accumulation

can be found for the high wavenumbers.

The energy transfer process of compressible turbulence was analyzed using a

two-point model [21]. The examination helped to demonstrate that the compressible

energy is locally transferred from the solenoidal part to the compressible part for all

the turbulent Mach numbers.

Rapid distortion theory (RDT) was used to analyze compressible homogeneous

turbulence and its range of applicability was illustrated in [65, 66]. PDF modeling

approach of inhomogeneous turbulence was developed by Slooten et al. [67]. This is an

exact representation of RDT at the level of the directional spectrum. The extension

of homogeneous turbulence models to inhomogeneous turbulence was accomplished

by adding a stochastic variable representing the particle location and through the use

of the full particle velocity. The results showed an apparent need for an improved

dissipation model.
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LANS-α equations were employed by Mohseni et al. [68] to study their ability

to capture turbulence . The results showed that the LANS-α equations can capture

most of the large-scale features of the turbulent flow while the effect of small scales

on the large scales were modeled by Lagrangian averaging.

The lattice Boltzmann method (LBE) was employed to simulate decaying isotropic

turbulence using DNS and LES [69]. The LBE results corroborate the published

results and is potentially a reliable computational tool for turbulence simulations.

Wavelets are a new mathematical tool used to analyze the turbulence, see [70] and it

is expected to replace the present Fourier-space statistical methods. Turbulent mo-

tions are non-separable in the Fourier representation, while a wavelet representation

may be able to provide such separability. The energy spectrum obtained using a

wavelet based solution does not deviate from published results. It is also noted that

the adaptive wavelet method will become particularly attractive for high Reynolds

number flows due to the greater intermittency of the flow. The study of intermittency

using wavelets to understand turbulence phenomena is shown in [71].

Studies other than natural decay of turbulence have also been performed and

their results are discussed here. Studies with hyperviscosity [72] using forced homo-

geneous isotropic turbulence were attempted to examine the asymptotic behavior of

TKE. As Re grows, the energy spectra extend to higher and higher wave numbers,

with an attendant increase in the TKE. In all the cases, the higher wave number spec-

tra were found to be self-similar under Kolmogorov scaling. The results showed that

the model spectrum used in their research was inadequate to estimate the asymptotic

slope.

The piecewise parabolic method (PPM) was applied to simulate forced isotropic

turbulence by Schmidt et al. [73] and helped to study several properties such as bot-

tleneck effect, and the range of length scales approximately satisfying Kolmogorov
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scaling. The bottleneck phenomenon is nothing but the flattening of the spectrum

function near the wave number of maximum dissipation. The magnitude of the bot-

tleneck effect appears to be similar to what is obtained in simulations with hypervis-

cosity.

2.2.1 Chemical Reaction and Turbulence

Numerical studies pertaining to chemical reaction and turbulence has been per-

formed for a decade or so [74, 75, 76, 77]. The effect of chemical reaction on decaying

isotropic turbulence was studied by Martin et al. [74]. The study involving exother-

mic reaction revealed that positive temperature fluctuations increase the reaction

rate, thereby increasing the heat released by the reaction, which further increases

the temperature. It is also found that localized expansions due to reaction caused

an increase in kinetic energy. Simultaneously, increased kinetic energy decay, vor-

ticity production and Reynolds stress production were noticed. On the other hand,

endothermic reactions resulted in damped temperature fluctuations.

Jaberi et al. [75] used a single-step, irreversible Arrhenius-type reaction to sim-

ulate the effects of chemistry on turbulence. The results showed a noticeable influence

of chemical reaction on the solenoidal and dilatational turbulent motions. Doom et

al. [76] used a spatially non-dissipative implicit numerical method with DNS and LES

to perform the simulation of turbulent reacting flow.

2.3 Prior Research on Interaction of Shock Wave and Turbulence

All high-speed flows exhibit the ubiquitous phenomenon of shock-turbulence

interactions. There has been extensive numerical and experimental study to compre-

hend the shock–turbulence interaction phenomena. One of the main application of

such studies can be linked with hypersonic vehicles and propulsion systems. A shock
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wave exhibits substantial unsteadiness and deformation as a result of the interaction,

whereas the characteristic velocity, timescales, length scales of turbulence change

considerably. The outcome of the interaction depends on the strength, orientation,

location and shape of the shock wave as well as the flow geometry and boundary

conditions. Several theoretical studies have also been carried out by Ribner [2, 5].

Linear interaction analysis of these interactions revealed that fluctuations amplify

with length scale decrease across the shock wave. Significant acoustic noise was also

found to be generated [5]. An excellent review on the physics behind shock wave and

turbulence interaction is given by Andreopoulos et al. [78].

Anyiwo and Bushnell revisited the same research to understand the primary

mechanisms of turbulence enhancement [79]. Numerical results also corroborated

that the results of linear analysis are valid for range of parameters such as shock

strength, incidence angle, amplitude of waves [80]. In the report by Jacquin et al.

[81], it was shown that rapid distortion theory was inappropriate for the analysis of

shock–turbulence interaction.

Weaker length-scale reduction, reduced amplification in the thermodynamic

quantities by an order of magnitude and a different behavior of the pressure work

term were observed for compressibe turbulent-shock case when compared against

incompressible turbulence shock case [82]. It was also found that the incompressible

flow case gives good agreement with LIA.

Jamme et al. [83] used DNS to study the interaction between normal shock

waves of moderate strength and turbulence generated using Kovasznay’s decomposi-

tion. Their research found the following observations. Computation of budgets of the

fluctuating vorticity variances revealed that the baroclinic torque is responsible for

additional production of transverse vorticity. Positive pressure dilatation is respon-

sible for an energy transfer from the mean internal energy to the turbulent kinetic
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energy immediately behind the shock. Investigation on fluctuation in the thermo-

dynamic quantities depict enhancement by the shock wave and also is followed by a

rapid decay immediately behind the shock. It was found that the classic estimation

of Batchelor relating the dissipation rate and the integral scale of the flow proves to

be invalid.

Interaction of moderately strong shock with a pre-existing turbulence showed

an overall amplification of vorticity as has been noted for the case of a weak shock

[84]. However, LIA indicates amplification of transverse vorticity and reduction of

streamwise vorticity.

Fundamental aspects of shock–turbulence interaction and their modeling were

reviewed by Lele [9]. Investigation of the effect of shock-normal Mach number on

turbulence was carried out using both direct numerical simulation and linear analysis

with stronger shock waves. The investigation revealed that the TKE is amplified

across the shock wave and also the amplification saturates beyond M1 = 3.0 [1, 85].

It was also observed that most turbulent length scale decrease across the shock wave

while the dissipation length scale increase for M1 < 1.65. Here, M1 refers to shock

Mach number. Fluctuations in thermodynamic variables are nearly isentropic for

M1 < 1.2 and deviate significantly from isentropy for the stronger shock waves. The

energy spectrum was found to show higher energy levels at large wavenumbers, leading

to an overall length scale decrease.

Results of LES of shock homogeneous interaction with four different subgrid

scale models (Smagorinsky model, mixed scale model, dynamic Smagorinsky model,

dynamic mixed model) and two different Mach numbers confirmed that the LES is

efficient for such an interaction [86]. Although limited to low Reynolds numbers, LES

also have been applied to the problem of shock–turbulence interaction and the results

confirm LIA predictions [86, 87, 88]. The suitability of various schemes such as ENO,
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WENO, MUSCL, Jameson for the shock–turbulence interaction was carried out with

and without SGS models at different rms Mach numbers and resolutions [89].

Experimental studies also have been carried out to understand the physics of

shock–turbulence interaction [90, 91, 92]. Experimental study by Xanthos et al. [90]

of moving shockwave with nearly homogeneous isotropic decaying turbulence showed

an amplification of pressure fluctuations which depends on the initial turbulence level

and shock strength. Attenuation of shockwave strength has been found to take place

as a result of the interaction. Keller et al. [91] showed the amplification of density

fluctuations in their experiments.

2.4 Prior Research on Detonation

Supersonic flow phenomena comprising a shock front followed by a reaction

zone is known as detonation. Various concepts of pulse detonation engines have been

evaluated either theoretically or experimentally during the past several decades [93,

94, 95, 96, 97, 98].

Experimental studies relevant to detonation and pulse detonation engines have

been carried out during past several decades [96, 99, 100]. Some of the experiments

were concerned with the structure of detonation [97, 101, 95]. Experimental results

with hydrogen–oxygen detonation also confirmed the existence of the induction zone

[93] as postulated by ZND and observed by many others.

Numerical studies relevant to detonation also showed considerable progress [102,

103, 104, 105, 106, 107, 6, 108, 109, 110, 111, 112]. Most of the numerical simulation

of detonation wave was carried out by using reactive Euler equations with single-

step chemistry [6, 108, 109, 110, 111]. Recently, detonation waves were simulated

with two-step chemistry [108, 113] and detailed kinetics [114, 115]. All these stud-

ies concentrated on the detonation wave structure. The one-dimensional detonation
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wave simulation by LeVeque [110] discusses the existence of weak and the strong det-

onation and also basic features of detonation wave. Gamezo [105] investigated the

two-dimensional unsteady detonation characterized by the cellular structure resulting

from trajectories of triple-shock configurations formed by the transverse waves and the

leading shock front. The numerical solution helped to examine the dynamics of the

cellular detonation front involving the triple points, transverse waves and unreacted

pockets. Tsuboi, Daimon and Hayashi [106] carried out three-dimensional numerical

simulation of detonations in both a circular tube and a coaxial tube to investigate the

characteristics of single spinning and two-headed detonations. The numerical results

showed a feature of a single spinning detonation which was discovered in 1926. The

results also revealed that there is no formation of an unreacted gas pocket behind the

detonation front in the single spinning mode; however, the two-headed mode showed

unreacted gas pocket behind the front near the axial insert. Issues pertaining to mod-

eling detonation wave and the need to devise better ways to capture all the scales

were discussed by Powers [4]. Multi-dimensional detonation wave solutions of the

compressible reactive Navier–Stokes equation was used to resolve the diffusive scales

and reactive scales [116].

The influence of transverse waves on detonation and the pattern of quasi-steady

detonation fronts are discussed by Dou et al. [6]. The numerical simulation suggests

that the two dimensional and three dimensional wave front formations are greatly

enhanced by the presence of transverse waves. It is also stated that the influence of

transverse wave is more profound in three dimension and the pattern of quasi-steady

detonation fronts also depends on the duct size.

The effect of turning of the detonation wave around a corner and its consequence

on post-diffraction evolution is also analyzed numerically, see [117]. Helzel [108]

and Deledicque [109] produced the detonation wave simulation using exact Riemann
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solution so as to limit the influence of the reaction term across discontinuities. Studies

relevant to detonation initiation were also carried out numerically [113, 118].

The chemical reaction time scales are often orders of magnitude less than

the fluid dynamical time scales. Well-known spurious numerical phenomenon oc-

curs in standard finite volume schemes while dealing with stiff problem if the spa-

tial/temporal resolution is not ample. A method to predict the detonation wave with

accurate speed of propagation even in the stiff case is done by using a new frac-

tional step method which proposes a two-value reconstruction [119]. Analytical and

numerical study pertaining to detonation triggering helped to predict the main prop-

erties of flame acceleration like velocity profile, the flame shape, and the acceleration

rate [111]. Their direct numerical simulation employed single step chemistry and the

results matched those of the analytical ones.

2.5 Prior Research on Interaction of Detonation Wave and Turbulence

Very limited research has been done in the field of the interaction of detonation

wave and turbulence. Due to the complexity involved in its physics, these studies were

carried out by simplifying the process using linear interaction theory and analytical

methods [3, 120, 121, 122].

The physics behind the interaction of a detonation wave with convected homo-

geneous isotropic weak turbulence is discussed in detail by Jackson et al. [120, 121].

It shows the effect of detonation Mach number on rms values of turbulence with an as-

sumption of reaction zone being much smaller than the turbulence length scale. But,

induction zones can be quite large. The increase in heat release parameter results

in an increase in rms values of velocity and pressure, thereby increase in turbulence

levels, with the greatest change occuring around the Chapman-Jouguet Mach num-

ber. It is observed that the noise levels increase due to detonation and turbulence
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interaction. The increase in heat release also produces minimal increase in the lon-

gitudinal component of turbulence whereas significant increase in the temperature

spectra and pressure spectra. The results showed that the exothermicity did not

affect the Kolmogorov decay.

The numerical simulation of the interaction of an entropy spot with a shock wave

[123] show that such interactions could be a potent source of turbulence production,

especially in reacting flows. The study based on linear theory [122] revealed that

exothermicity amplifies the resultant triad of vorticity, entropy and acoustic waves,

significantly more so near the critical angle of incidence. The same was verified by

the numerical results of Lasseigne et al. [124].

Short and Stewart [125] discussed the analytical result of the examination of the

stability of an overdriven planar detonation wave for a one-step Arrhenius reaction

model in the limit of weak effective heat release and an order-one activation energy;

where these two parameters are scaled with respect to the post-shock detonation

temperature. These limits allowed them to obtain an analytical dispersion relation

which governs the stability of a detonation to small-amplitude perturbations. Massa

and Lu [3] found that the post-shock energy spectra are maximally amplified by the

resonant interaction in the induction region. Linear analysis provides useful insights,

but fails to correctly represent the system dynamics near natural frequencies.



CHAPTER 3

GOVERNING EQUATIONS AND METHODOLOGY

3.1 Governing Equations

The motion of compressible fluid is described by the conservation of mass,

momentum and energy. For a Newtonian fluid, the set of conservation equations

is commonly called the Navier–Stokes equations which are expressed in Cartesian

coordinates as

∂ρ

∂t
+

∂

∂xj
(ρuj) = 0 (3.1)

∂

∂t
(ρui) +

∂

∂xj
(ρuiuj + pδij − σij)− ρfi = 0, i = 1, 2, 3 (3.2)

∂E

∂t
− ∂Q

∂t
− ρfiui +

∂

∂xj
(Euj + ujp+ qj − uiσij) = 0 (3.3)

where the independent variables t and xj indicate time and three-dimensional Carte-

sian space, respectively, ui are the velocity components, p is the pressure and ρ is the

density. The viscous stress tensor for a Newtonian fluid is given by

σij = µ

(
∂ui
∂xj

+
∂uj
∂xi
− 2

3
δij
∂uk
∂xk

)
, i = 1, 2, 3 (3.4)

The Kronecker delta is defined by

δij =


0 i 6= j

1 otherwise

17
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The dynamic viscosity µ of an ideal gas is obtained as a function of the temperature

T using Sutherland’s formula

µ = µ0
T0 + C

T + C

(
T

T0

)3/2

, (3.5)

where T0 is the reference temperature and C is the Sutherland constant. The specific

total energy is given by

E = ρ

(
e+

u2
i

2
+ potential energy + etc.

)
(3.6)

where e is the internal energy. The thermal conduction term is given by

qj = −k dT
dxj

(3.7)

The external heat addition or the finite-rate chemical reaction term is Q and ρfiui rep-

resents the rate of work done by body forces. Closure of the Navier–Stokes equations

require the thermal conductivity k to be defined. This is obtained via the Prandtl

number Pr once the viscosity is known, as follows:

Pr ,
cpµ

k
(3.8)

k =
cp
Pr

µ (3.9)

where cp is the specific heat at constant pressure.
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3.2 Development of the 3D WENO Euler Code

The three-dimensional Euler code is developed using Eqs. (3.1)–(3.3) by ne-

glecting transport terms. The code also assumes zero body force and no external

heat addition. The conservation form of the Euler equations can be written as

∂ρ

∂t
+

∂

∂xj
(ρuj) = 0 (3.10a)

∂

∂t
(ρui) +

∂

∂xj
(ρuiuj + pδij) = 0, i = 1, 2, 3 (3.10b)

∂E

∂t
+

∂

∂xj
(Euj + ujp) = 0 (3.10c)

Equations (3.10a)–(3.10c) are closed by the equation of state for a perfect gas

p = ρRT (3.11)

where R is the gas constant. The conservation form of the equations is used in the

present numerical model because it results in a smooth solution for all problems [108].

The non-conservation form does not result in smooth solution [126].

3.2.1 Flux Term Evaluation

An important class of homogeneous hyperbolic equations is known as conser-

vation equations [126]. The general form of such an equation in three-dimensional

space is

qt + f(q)x + g(q)y + h(q)z = ψ(q) (3.12)
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where q(x, y, z, t) is a vector of conserved variables. The flux functions in the x, y

and z directions are f(q), g(q) and h(q), respectively, while ψ(q) represents the source

term. More generally, a nonlinear hyperbolic system has the form

qt + A(q, x, y, z, t)qx +B(q, x, y, z, t)qy + C(q, x, y, z, t)qz = D(q, x, y, z, t) (3.13)

where A, B, C and D are the coefficient matrices obtained using the eigenvalues.

The easiest way to solve a multi-dimensional problem is by using the dimensional

splitting approach. A multi-dimensional problem is simply split into a sequence of

one-dimensional problems and hence use dimension-by-dimension reconstruction. The

reconstruction is carried out using the WENO 5th order scheme [127, 128, 129, 130,

131, 132, 133, 134, 135]. Weighted essentially non-oscillatory (WENO) methods have

been developed to simultaneously provide robust shock capturing in compressible

turbulence fluid flow and avoid excessive damping of fine-scale flow features such as

turbulence [51]. For example, Eq. (3.13) can be split into

xsweeps : qt + A(q, x, y, z, t)qx = 0 (3.14a)

ysweeps : qt +B(q, x, y, z, t)qy = 0 (3.14b)

zsweeps : qt + C(q, x, y, z, t)qz = 0 (3.14c)

A genuine multi-dimensional reconstruction considers all cells in the multi-

dimensional stencil simultaneously to build up a reconstruction polynomial, whereas

dimension-by-dimension reconstruction consist of a number of one-dimensional recon-

struction sweeps. Dimension-by-dimension reconstruction at each face uses data in a

slice orthogonal to that face. Dimension-by-dimension reconstruction is simpler and

computationally less expensive than the genuine multi-dimensional approach [136].
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Many numerical methods have been developed to solve the Eq. (3.13). Here,

an approximate Riemann solver is employed as the numerical method. The Riemann

problem [137], is simply the hyperbolic equation together with the piecewise constant

initial data

q(x, 0) = q0(x) =


ql x < 0

qr x > 0

(3.15)

If Qi−1 and Qi are the cell averages in two neighbouring grid cells on a finite volume

grid, then by solving the Riemann problem with ql = Qi−1 and qr = Qi, we can

obtain information that can be used to compute a numerical flux and update the

cell averages over a time step. For hyperbolic systems, the Riemann problem is easily

solved in terms of the eigenvalues and eigenvectors of the matrix A. Computationally,

the exact Riemann solution is often too expensive to compute for nonlinear problems

so an approximate Riemann solver is used in implementing numerical methods.

In the x sweep, the conservation law is integrated over a cell to obtain

∂Qi

∂t
= − 1

∆x

(
A−∆qi+1/2 + A+∆qi−1/2 + A∆qi

)
(3.16)

where

A−∆qi+1/2 =
m∑
p=1

(spi−1/2)
+W p

i−1/2 (3.17a)

A+∆qi−1/2 =
m∑
p=1

(spi+1/2)
−W p

i+1/2 (3.17b)

A∆qi = f(q−i+1/2)− f(q+
i−1/2) (3.17c)
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The A−∆q term represents the net effect of all left-running waves while A+∆q repre-

sents the net effect of all right-running waves; W p represents the jump across the pth

wave,

∆q = qr − ql =
m∑
p=1

W p (3.18)

where m is the number of waves and each wave has an associated wave speed sp.

3.2.2 Time Stepping

Equation (3.16) is integrated using an ODE solver. The third-order, three-step

Runge–Kutta (RK) method is used here. By using two trial steps per interval, it

is possible to cancel out both the first- and second-order error terms and, thereby,

construct a third-order Runge–Kutta method. Analogously, using three trial steps

per interval yields a fourth-order RK method, etc. [138]. In the present solver, the

third-order RK method [139] is used for time stepping and is given by

Q(1) = Q(n) + ∆tL(Q(n)) (3.19a)

Q(2) =
3

4
Qn +

1

4
Q(1) +

1

4
∆tL(Q(1)) (3.19b)

Q(n+1) =
1

3
Qn +

2

3
Q(2) +

2

3
∆tL(Q(2)) (3.19c)

Third-order accuracy is shown by evaluating Q(n+1) in terms of Q(n), where n corre-

sponds to the value of Q at the old time, n+ 1 corresponds to the value of Q at the

new time and L = ∂Q/∂t. This approach is called the Total Variation Dimnishing

(TVD) Runge–Kutta scheme [139] because the fractions are positive.
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3.3 Development of 3D WENO Navier–Stokes Code

The Navier–Stokes equations with the absence of external heat addition and

body forces are obtained from Eqs. (3.1)–(3.3) as

∂ρ

∂t
+

∂

∂xj
(ρuj) = 0 (3.20a)

∂

∂t
(ρui) +

∂

∂xj
(ρuiuj + pδij − σij) = 0, i = 1, 2, 3 (3.20b)

∂E

∂t
+

∂

∂xj
(Euj + ujp+ qj − uiσij) = 0 (3.20c)

The flux terms are evaluated using the scheme described in the Section 3.2.1 while the

viscous terms are evaluated using the central difference scheme. The time integration

is carried out using the 3rd order Runge-Kutta method explained in Section 3.2.2.

3.3.1 Non–Dimensional Form

Equations (3.20a)–(3.20c) are non-dimensionalized so that characteristic param-

eters, viz., the Mach, Reynolds and Prandtl numbers can be varied independently.

The nondimensionalization procedure is obtained using the equations given below,

x∗i = xi
L t∗ = t

L/V∞
µ∗ =

µ
µ∞

ρ∗ =
ρ
ρ∞ T ∗ = T

T∞
e∗ = e

V 2
∞

u∗i = ui
V∞

p∗ =
p

ρ∞V
2
∞

(3.21)

The nondimensionalized variables are denoted by asterisks, the freestream conditions

are denoted by ∞ and the Reynolds number is given by

ReL =
ρ∞V∞L

ν∞
(3.22)
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The nondimensional form of the shear stress tensor and the heat flux vector are given

by

σ∗ij =
µ∗

ReL

(
∂u∗i
∂x∗j

+
∂u∗j
∂x∗i
− 2

3

∂u∗k
∂x∗k

δij

)
(3.23)

q∗i = − µ∗

(γ − 1)M2
∞ReLPr

∂T ∗

∂x∗i
(3.24)

where the freestream Mach number M∞ is given by

M∞ =
V∞√
γRT∞

(3.25)

The perfect gas equations of state become

p∗ = (γ − 1)ρ∗e∗ (3.26)

T ∗ =
γM2

∞p
∗

ρ∗
(3.27)

Because of the self-similarity of the Navier–Stokes equations, the dimensionless form

and the original form, Eqs. (3.1)–(3.3), are identical.
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3.3.2 Implementation of Single–Step Chemistry with 3D WENO Navier–

Stokes Code

Using one step, irreversible, Arrhenius kinetics, the chemical interaction be-

tween two perfect gases A→ B is modeled. The governing equations in conservation

form become

∂ρ

∂t
+

∂

∂xj
(ρuj) = 0 (3.28a)

∂

∂t
(ρui) +

∂

∂xj
(ρuiuj + pδij − σij) = 0, i = 1, 2, 3 (3.28b)

∂E

∂t
+

∂

∂xj
(Euj + ujp+ qj − uiσij) = 0 (3.28c)

∂ρλ̃

∂t
+

∂

∂xj
(ρλ̃uj) = (ρ− ρλ̃)r(T ) (3.28d)

The variable λ̃ is the reaction progress, where λ̃ = 0 describes the unburnt state and

λ̃ = 1 the completely burnt state. The other variables are the same as in nonreactive

case. Here, the total energy of the fluid is given by

E = ρ

(
P

γ − 1
+
u2
i

2
−Q0λ̃

)
(3.29)

where Q0 is the heat release and the term Q0ρλ̃ denotes the chemical energy which is

released as heat during the burning process. The reaction rate r(T ) is described by

single step, Arrhenius law and depends on temperature T through the relation

r(T ) = K0 exp−(Ea
T ) (3.30)

where K0 is the pre-exponential factor and it is also known as rate constant that sets

the temporal scale of the reaction, Ea is the activation energy. The assumption of
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a single-step, Arrhenius kinetics law for r(T ) has been often employed in numerical

studies. The important characteristics of the propagation of detonation waves can

be sufficiently described by this simple chemistry model. On the other hand, this

simplified model cannot provide an accurate description of the thermochemistry of

real-life detonations and, therefore, its applicability has certain limitations. Important

phenomena, such as detonation initiation or deflagration-to-detonation transitions,

require a more detailed reaction mechanism [109].

The nondimensional form for the nonreactive terms are obtained using the Eqs.

(3.21)–(3.27), and for the reactive terms are obtained using the following relation

Q∗ =
QP

ρ
(3.31a)

E∗a =
EaP

ρ
(3.31b)

K∗0 = K0

√(
P

ρ

)
(3.31c)



CHAPTER 4

VERIFICATIONS AND VALIDATIONS

4.1 Verification of One-Dimensional Euler Code

A compressible code’s ability to capture shocks and discontinuities is usually

verified via standard test cases such as the Sod shock tube problem and the Lax

problem.

4.1.1 Sod and Lax Problems

The one-dimensional version of the WENO Euler code [140] is initially validated

using the Sod and Lax problems. In both cases, the computational domain is (−5, 5)

and the number of cells N was taken as 500. Zero-order boundary conditions are

employed. These two cases contain only shocks and simple smooth regions for which

shock resolution is the main concern. Usually, a good second-order non-oscillatory

scheme would give satisfactory results. The 5th-order scheme provides some advantage

in the results than what was observed with the 2nd-order scheme [135]. The results

are discussed below.

4.1.2 The Sod Problem

The initial data used for the Sod problem are

(ρ, u, P ) =


1, 0, 1 x < −4

0.125, 0, 0.1 x ≥ −4

27
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Figure 4.1. Sod shock tube problem, density trend t=1 (left) and t=2 (right).

The density trend shows a good agreement with the analytical results and is shown

in right of Fig. 4.1. These trends compare well with results for a 5th-order WENO

scheme with 101 equally distributed points [139]. The shock is captured as a sharp

front without oscillations.

4.1.3 The Lax Problem

The initial data used for the Lax problem are

(ρ, u, P ) =


0.445, 0.698, 3.528 x < −4

0.5, 0, 0.571 x ≥ −4

The density trend shows that the shock is captured as a sharp front without oscilla-

tions and confirms reasonable agreement with analytical result, see right of Fig. 4.2.

These trends compare well with results for a 5th-order WENO scheme with 101 equally

distributed points [127].
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Figure 4.2. The Lax problem, density trend t=1 (left) and t=2 (right).

4.2 Verification of One-Dimensional Euler Code with Chemical Reaction

The validation of the chemical reaction routine was carried out using the one-

dimensional version of the Euler code. This involved the simulation of the propagation

of a one-dimensional detonation wave.

4.2.1 One-Dimensional Detonation Wave Propagation

Simulation of one-dimensional detonation wave is accomplished using the con-

cepts based on the well-known ZND model [141]. A detailed description of the ZND

model can be found in [142, 112]. The basic principles behind the detonation process

are as follows. The shock heats the material (fuel and oxidizer), triggering the chem-

ical reaction and causing the detonation (supersonic combustion). The region that

follows the shock is called the reaction zone. The reaction takes place in the reac-

tion zone and becomes complete in the final state. The shock and the reaction zone

propagate with a velocity known as the detonation velocity D. A typical schematic

of detonation is shown in Figure 4.3. In the figure, P is pressure.

In this validation, an inviscid, non-heat conducting gas is assumed. A simple

model of chemical interaction between two perfect gases A → B, is obtained using
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Figure 4.3. Detonation schematic.

one-step, irreversible Arrhenius kinetics. The pre- and post-detonation conditions are

obtained using the Rankine–Hugoniot conditions,

ρu = −Dρ0 (4.1a)

ρu2 + P = D2ρ0 + P0 (4.1b)

ρu

(
P

ρ(γ − 1)
+Q0Z +

u2

2

)
+ pu = −Dρ0

(
P0

ρ0(γ − 1)
+Q0 +

D2

2
+
P0

ρ0

)
(4.1c)

Z = Z0 (4.1d)
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where the subscript 0 refers to the pre-detonation condition and Z is the massfraction.

Employing the relationship λ̃ = 1− Z, Eqs. (4.1c)–(4.1d) can be simplified to yield

γ

γ − 1

P

ρ
−Q0

P

ρ
λ̃+

u2

2
=

γ

γ − 1

P0

ρ0

+
u2

0

2
(4.2a)

λ̃ = λ̃0 (4.2b)

These equations are closed by using the definition of the overdrive factor of a ZND

detonation

f =

(
D

DCJ

)2

(4.3)

where D is the detonation velocity and DCJ = MCJ

√
γP0/ρ0 is the velocity of the

corresponding Chapman–Jouguet wave (defined as the detonation in which the gas

velocity at the end of the reaction zone and in the reference frame of the shock, equals

to the speed of sound). The Chapman–Jouguet Mach number

M2
CJ = 1 +

γ2 − 1

γ
q0 +

√
γ2 − 1

γ
q0

(
2 +

γ2 − 1

γ
q0

)
(4.4)

The reference length is chosen as the half reaction length of the ZND profile L1/2,

i.e., the distance between the shock wave and the point where Z = 0.5, is used as the

characteristic length.

4.2.2 Results and Discussion

Results of numerical simulations for two different cases of one-dimensional det-

onations are presented. A ZND profile is used as initial conditions. The parameters

used for the one-dimensional detonation are the overdrive factor f = 1.0, the heat

release q0 = 50, the activation energy Ea = 20, and the specific heat ratio γ = 1.2.

The initial pressure is 1.0. This combination resulted in a detonation Mach number of
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Figure 4.4. One-dimensional detonation wave simulated by using the 5th-order WENO
scheme with dx = L1/2/8.

6.216. The computational domain is (−5, 5) and uses Nx = 500. Two different mesh

resolutions (dx = L1/2/8 and dx = L1/2/16) were employed and they resulted in 8

and 16 points per half-reaction length respectively. The boundary condition imposed

is the zero-order flux condition. The pressure profiles of a one-dimensional detonation

wave propagation for 8 and 16 points per half reaction length are shown in Figs. 4.4

and 4.5 respectively. The computed ZND pressure with λ̃ = 0 is indicated by the

horizontal thick solid line and its value correspond to 42.06. With λ̃ = 1, the pressure

obtained is 21.53.

The time-step between each of the detonation-waves observed in the graph is 1.0.

On comparison of Fig. 4.4 and Fig. 4.5, it reveals that the peak pressure is closer to

the ZND pressure with Nx = 500 and dx = L1/2/16 combination. Further increase

in grid cells did not result in any improvement in the peak pressure than that was
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Figure 4.5. One-dimensional detonation wave simulated by using the 5th-order WENO
scheme with dx = L1/2/16.

observed in the case with dx = L1/2/16. Hence, the results with higher half reaction

length and grid cells indicate a satisfactory convergence of the solver. The results

also corroborate with that of Dou et al. [6]. Hence, the chemical reactive solver was

verified by simulating the propagation of a detonation wave in one dimension.

4.3 Validation of Three-Dimensional Euler Code

The one-dimensional version of the WENO Euler code [140] was modified into

a three-dimensional WENO Euler code. The WENO reconstruction is carried out

using dimension by dimension approach.
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4.3.1 Interaction of a Shock Wave with Density Waves

The shock–density wave interaction problem is used to validate the three di-

mensional WENO Euler code. This problem is more complex than those used in the

validation of the one-dimensional Euler code. It will be shown that a higher-order

scheme will show its advantage when the problem contains both shocks and complex

smooth regions.

4.3.2 Initial Condition and Results

The three-dimensional WENO Euler code is used to capture the physics of a

shock wave at Mach 3 interacting with a sinusoidal density distribution. The compu-

tational domain is (−5, 5) and the simulation was carried out with two different grid

resolutions, namely, {N1, N2, N3} = {50, 5, 5} and {200, 5, 5} where {N1, N2, N3}

are the number of grid points in the (x, y, z) directions respectively. Zero-order

boundary conditions are employed in all the three directions and dimension-by-

dimension reconstruction is adopted. The initial condition used are

(ρ, u, P ) =


3.85714, 2.6294, 10.3333 x < −4

1 + ε sin 5x, 0, 1 x ≥ −4

Here, we take ε = 0.2. The computed density is plotted for several time instances,

namely t = 0, 1.0, 1.8 and 2.0. The results pertaining to the resolution of 200×5×5

is shown in Fig. 4.6. The graphs show the shock–density interaction visualizing the

three-dimensional data in two dimension along a slice in z except the bottom right

graph which is the one-dimensional visualisation of the three-dimensional data. These

trends agree with the published results for a 5th-order WENO scheme[135]. Due to

the drastic change in both velocity and density across the shock, it is observed that
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Figure 4.6. The shock-density wave interaction problem, t = 0, t = 1.0, t = 1.8 and
t = 2.0 (in the clockwise direction).

the interaction ensued in suppression of sinusoidal oscillation post shock propagation.

It is clear that the 5th-order WENO scheme resolves the salient features of the flow

accurately.

4.4 Validation of Three-Dimensional Navier–Stokes Code

The three-dimensional Euler code was converted to a Navier–Stokes code by

considering the transport terms. The code was validated using two different topics,

viz., simulation of compressible homogeneous isotropic turbulence decay and simula-

tion of interaction of shock wave and turbulence.



36

4.4.1 Compressible Homogeneous Isotropic Turbulence Decay

The simulation of weakly compressible homogeneous isotropic decaying tur-

bulence is carried out to validate the solver. The initial energy spectrum is the

Mansour–Wray spectrum [26]

E(k, 0) =
q2

2A

1

kσ+1
p kσ

exp

[
−σ

2

(
k

kp

)2
]

(4.5)

where kp is the wave number at which E(k, 0) is maximum, σ is a parameter, and

A =

∫
kσ exp

(
−σk

2

2

)
dk (4.6)

The energy spectrum is related to the amplitude of the Fourier modes of the velocity

components and also yields a random and isotropic field. This particular energy

spectrum is chosen because it has proved capable of representing low and moderate

Reynolds number turbulence with a good match to experimental data [26]. On the

other hand, high Reynolds number turbulence can be represented accurately using

Karman spectrum [9]. The velocity components are generated by three sets of random

numbers that permit the uniform distribution of the angles (θ1, θ2, φ) on the interval

(0, 2π). The velocity components are

ũ1 =
α|k|k2 + βk1k3

|k|kh
(4.7a)

ũ2 =
−α|k|k2 + βk3k2

|k|kh
(4.7b)

ũ3 =
βk2

h

|k|kh
. (4.7c)
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The tilde symbol indicates that these are complex quantities. The above expressions

fulfill the requirement of a solenoidal velocity field in wave-number space kiui = 0.

Moreover, it can be shown that if

α =
E(k, 0)

4πk2
exp(lθ1) cos(φ) (4.8a)

β =
E(k, 0)

4πk2
exp(lθ2) cos(φ) (4.8b)

the three-dimensional energy spectrum of this field is equal to E(k, 0). These initial

conditions are used in [7].

4.4.2 Parallel Version of the Navier–Stokes Code

DNS is the most satisfactory approach for turbulence simulation. This method

solves the equations governing turbulence without using any explicit or implicit mod-

eling of any scale of motion. Unfortunately, for a simulation to resolve the finest

scales of motion, both in time and space, the grid spacing and time step must be

considerably small. The very small time step entails enormous computational power.

Besides, DNS of reactive compressible turbulence aggravate the computational load

further due to the need to resolve length and time scales of the reaction. All of

these reasons point to the necessity of parallelizing the code. Parallelism is used to

distribute the grid nodes to more than one processor, hence dividing the physical

domain into areas, each of which is simulated on a different machine. Obviously, each

computing node exchanges information at the boudaries.

Advanced computing infrastructure of the Texas Advanced Computing Center

(TACC) Lonestar cluster located at the University of Texas at Austin is used to

accomplish the studies relevant to the present research. The TACC Lonestar cluster

is one of the largest academic computational resources in the nation [143]. The
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Lonestar Linux cluster consists of 1300 nodes, with 2 dual-core processors per node,

for a total of 5,200 cores. It is configured with 10.4 TB of total memory and 95 TB

of local disk space. Nodes are interconnected with InfiniBand technology in a fat-

tree topology with a 1GB/sec point-to-point bandwidth. A 10 PB capacity archival

system is available for long-term storage and backup. TACC’s visualization support

is also used in postprocessing the three-dimensional data.

The three-dimensional compressible Navier–Stokes code with WENO solver

is parallelized using MPI for message passing parallelism. The code uses a three-

dimensional domain decomposition and MPI communication. Each MPI process is in

charge of a piece of the three-dimensional domain. All MPI processes have the same

number of grid points and the same computational load. Inter-processor communica-

tion is only between the nearest neighbors in a three-dimensional topology.

4.4.3 Results

Simulation of the temporal decay of weakly compressible homogeneous isotropic

turbulence is carried out using four different grid resolutions (323, 643, 1283, 2563).

The results are compared with three-dimensional incompressible turbulence simula-

tion (see Appendix B) carried out earlier. The procedure adopted and the formulae

used to analyze these data are explained in Appendix C. The computational domain

is (2π×2π×2π) and the simulation was carried out using uniform grid spacing in the

three directions. Periodic boundary conditions are employed in the three directions

and dimension-by-dimension reconstruction is adopted. The density, turbulent Mach

number, pressure, Reynolds number based on the Taylor length scale govern the gen-

eration of the initial turbulent field. Initialization of isotropic turbulence begins with

uniform density and pressure and completely random velocity values. The initial en-

ergy spectrum is obtained using the Mansour–Wray energy model. The convective
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numerical fluxes are computed using a 5th-order scheme. The viscous fluxes, which

are diffusive in nature, are computed using a 4th-order central standard scheme.

There are three length scales which represent the turbulent flow, namely, the

integral length scale, the Kolmogorov microscale and the Taylor microscale. The Tay-

lor microscale represents the transition from the inertial subrange to the dissipation

range and is the length scale where viscous dissipation starts to become important.

The Reynolds number based on the Taylor length scale is obtained using

Rλ =

√
20

3

∫∞
0
E(k, t)dk

ν(
∫∞

0
k2E(k, t)dk)

1
2

(4.9)

Note that Rλ is a fundamental quantity in isotropic turbulence which characterizes

the energy spectrum. The initial Reynolds numbers based on the Taylor microscale

are 162, 135, and 118 for the 643, 1283, 2563 grid cases respectively. The Taylor

microscale can be computed using

λ =

√
u

′
iu

′
i

u
′
1,1u

′
1,1

(4.10)

The turbulent Mach number is given by

Mt =
q

a
(4.11)

where q =
√
u

′
iu

′
i, u

′
i is the fluctuation from the ensemble-averaged velocity and a is

the mean speed of sound, where a =
√
γ P
ρ

. Pressure, density are volume averaged at

any given time instant. It must be remembered that the compressibility effects are

small in the present turbulence study.
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The validation of the 5th-order WENO scheme for turbulence simulation is ac-

complished by comparing the DNS results of incompressible turbulence simulation

based on the Arakawa solver and the DNS results of weakly compressible turbulence

obtained using the WENO scheme. It must be noted that the incompressible turbu-

lence simulation based on Arakawa solver is validated against the experimental data

of Comte-Bellot and Corrsin at Reλ = 60.7 [144] and that of Mansour & Wray at

Reλ = 56.2 [26]. In both cases, all the parameters were maintained identical and

were using 643 grid resolution. In the compressible homogeneous turbulence simu-

lation, the initial turbulent Mach number is maintained as 0.282, isentropic index

as 1.4, Lewis number as 1.0 and Prandtl number as 0.72. The Reynolds number is

maintained to be 1000 in both the compressible HIT and incompressible HIT sim-

ulation. The initial energy spectrum with 643 grid resolution is shown in Fig. 4.7

where (E(1), E(2), E(3)) are the energy spectra in (x, y, z) respectively. The ini-

tial spectrum is close to each other because the compressibility is weak in case of

the compressible turbulence. The rms values of the velocities in the three directions

match closely with those obtained using the incompressible turbulence code. The

results are shown in Fig. 4.8, where vrms(1), vrms(2), vrms(3) refer to the rms of

velocities in the x, y, z direction respectively and prms is the rms of the pressure.

Here, time is a nondimensional parameter and it is identical for both compressible

and incompressible turbulence simulation. This time is the fraction of the distance

across the initial energy containing scale which has been traversed by sound waves

moving at the average sound speed in the initial state. The result of comparison

of the energy spectra in the Kolmogorov scale at Reλ = 32 and Reλ = 20 of both

incompressible turbulence and weakly compressible turbulence is shown in Figs. 4.9

and 4.10 respectively. Both the skewness and flatness of the velocity derivatives show

good agreement with the trends observed in the incompressible turbulence results, see
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Figure 4.7. The initial energy spectrum, t=0.

Fig. 4.11. Subsequent to the initial large transient, the evolution results in a skewness

in the range of approximately −0.4 through −0.6 as expected, see [68, 33].

Shown in Fig. 4.12 are the energy and enstrophy trend with time. The fig-

ure shows that the results of the weakly compressible turbulence simulation are in

good agreement with incompressible turbulence results after some decay (precisely,

t=10). The trend of dissipation rate, Taylor length scale, Kolmogorov length scale

and Reynolds number based on the Taylor length scale shows good agreement be-

tween the incompressible turbulence simulation and weakly compressible turbulence

simulation, see Fig. 4.13. The rms of vorticity also shows excellent agreement, see

Fig. 4.14.

The three-dimensional weakly compressible turbulence results obtained using

three different grid resolutions of 0.2 million grid cells (643), 2.1 million grid cells

(1283) and 16.8 million grid cells (2563) are compared. Turbulence statisitical anal-

yses carried out using these three set of data indicated good agreement and also
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Figure 4.8. RMS of the velocities in the three directions and of the pressure.

Figure 4.9. The energy spectra in Kolmogorov scale at Reλ = 32.
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Figure 4.10. The energy spectra in Kolmogorov scale at Reλ = 20.

Figure 4.11. The skewness and flatness of the velocity derivatives.



44

Figure 4.12. The total energy and enstrophy pattern with time.

Figure 4.13. The trend of dissipation rate, turbulence length scales and Reλ.
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Figure 4.14. RMS value of the three vorticity components.

confirmed that the larger the number of grid cells the better the ability in capturing

small scales. The initial energy spectra for the three grid resolution cases are shown

in Fig. 4.15. The graph shows that the total energy spectra are identical for all the

three grid resolutions upto a wavenumber of 10. Beyond wave number of 10, the plots

show the data relevant to small scales. Higher the grid resolution longer the data of

small scales. Indeed, the data beyond wave number of 10 seems to show unphysical

small scales.

The total energy spectrum in the Kolmogorov scale at Reλ = 55 and Reλ = 32

for the three grid resolutions are shown in Fig. 4.16 and Fig. 4.17 respectively.

Fig. 4.17 shows that the 1283 and 2563 resulted in pile up of energy at high wavenum-

bers and this indicates insufficient dissipation of energy. It is expected that in a higher

Reynolds number case, there is an extended inertial range and it will fix the issue of

energy pile up at high wavenumbers [68].
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Figure 4.15. The initial energy spectrum for the three grid resolutions.

Figure 4.16. The total energy spectrum in Kolmogorov scale at Reλ = 55, C-B &
C:Comte-Bellot & Corrsin; M & W: Mansour & Wray; O: Orlandi.
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Figure 4.17. The total energy spectrum in Kolmogorov scale at Reλ = 32.

Figure 4.16 also shows the comparison of the weakly compressible turbulence

obtained using WENO solver with spectra from Compte-Bellot & Corrsin (Reλ =

60.7) [144], Mansour & Wray (Reλ = 56.2) [26] and Orlandi (Reλ = 54.3) [27]. The

figure shows that the results of grid resolution including and above 1283 results in a

trend which matches closely with the experimental data of Compte-Bellot & Corrsin

and the other numerical simulations. The Kolmogorov −5/3 slope is shown as a

dotted line. The data confirm that the flow evolves by Kolmogorov decay. Figure 4.18

shows typical initial energy spectra in the three directions for weakly compressible

homogeneous isotropic turbulence using the 2563 simulation. It indicates isotropy.

The energy decay spectra of weakly compressible turbulence simulation using 1283

grid resolution is shown in Fig. 4.19. The figure also indicates that the flow evolves

towards a spectrum with a k−5/3 law, i.e., Kolmogorov decay. The energy of fully

developed isotropic turbulence decays in time while the scales of motion grow. As a

result of the total kinetic energy(TKE) decay, the resulting Reλ decreases with time.
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Figure 4.18. The energy spectra in three directions at Reλ = 118.5, t=0, 2563.

Consequently, a well resolved, fully developed field remain well resolved as the TKE

decays. It also shows energy pile up at high wavenumbers in the plots corresponding

to t=30, 60, and 100. This indicates insufficient dissipation of energy which could be

due to insufficient Reynolds number [68].
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Figure 4.19. The total energy decay spectrum using the 1283 case.

Turbulence statistics such as the dissipation rate, Reynolds number based on

the Taylor length scale, Taylor length scale and Kolmogorov length scale for the three

grid resolutions are displayed in Fig. 4.20. The trend of energy and enstrophy plot for

the three grid resolution is shown in Fig. 4.21. The rms of the velocity in the three

direction and the pressure are shown in Fig. 4.22. All the figures indicate isotropy.

The rms of the three vorticity components are shown in Fig. 4.23.

The decay of the fluctuations of the thermodynamic parameters are shown in

Fig. 4.24. The figure indicates that the 1283 and 2563 resolution results in identical

decay trend. The turbulent Mach number is computed using the volume average of

the turbulence data at each instant of time. Figure 4.25 shows the trend of turbulent

Mach number with time of all the three grid resolution under examination. It is an

indication of turbulence intensity. The turbulence decay causes decay of velocity,

pressure, density and temperature and finally results in turbulent Mach number.

Shown in Fig. 4.26 is the trend of Reynolds shear stress tensor τij = ρu
′
iu

′
j. In the
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Figure 4.20. Trend of dissipation rate, turbulence length scales, and Reynolds number
based on the Taylor length scale.

Figure 4.21. The energy and enstrophy decay.
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Figure 4.22. RMS of the three velocity components and the pressure.

Figure 4.23. RMS of the three vorticity components.
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Figure 4.24. Trend of rms of density and temperature.

plot, ρ is the mean density obtained at any given time instant. These trends are

identical to the trend observed in published numerical results [83].

Iso-surface of three-dimensional enstrophy is plotted with the help of the vi-

sualization support team at TACC. The volume vizualisation package ’VisIt’ is used

to obtain the plots. The plots are made by volume rendering of the iso-surface

values of the enstrophy with the onion-peeling option. Usually, visualizations of two-

dimensional projections of spatially complex three-dimensional fields reveal important

details about the instantaneous structure of the turbulence. But, it is often difficult

to interpret the three-dimensional structure from these images. The best method to

examine and gain better understanding of these structures is to view animations of

the same. Nevertheless, instantaneous visualization did provide useful information

of the turbulent structures. Vorticity is an important parameter to depict the small

scales. Comparison of Fig. 4.27 and Fig. 4.28 illustrates the effect of energy decay

with time which is indicated by a fewer number of long thin tubular structures. Com-
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Figure 4.25. Trend of turbulent Mach number.

Figure 4.26. Trend of Reynolds stress tensor.
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Figure 4.27. Snapshot of the three-dimensional enstrophy using the 1283 simulation
at Reλ = 34.85, t=40.

parison of Fig. 4.27 and Fig. 4.29 shows better resolution of small scales result in 2563

grid resolutions which are indicated by more number of much longer thin tube like

structures. In general, all these three plots illustrate the straining of vortices which is

a characteristics of three-dimensional turbulence. Finally, the computational require-

ment for the turbulence simulation is given in Table 4.1. In the table, Nx, Ny, Nz are

the number of grids in the x, y, z directions respectively and the product of lx, ly and

lz gives the total number of processors used.

Table 4.1. Computational requirement.

Case Nx Ny Nz lx ly lz time consumed

hr:min

1 32 32 32 2 2 2 0:24
2 64 64 64 4 4 4 9:35
3 128 128 128 6 6 6 30:00
4 256 256 256 6 6 6 141:30
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Figure 4.28. Snapshot of the three-dimensional enstrophy using the 1283 simulation
at Reλ = 24.41, t=90.

Figure 4.29. Snapshot of the three-dimensional enstrophy using the 2563 simulation
at Reλ = 32.76, t=40.
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Hence, the accomplishement of simulation of the weakly compressible homo-

geneous isotropic turbulence revealed the suitability of WENO scheme. The grid

independence study revealed that a minimum of 1283 resolution is salient to cap-

ture the turbulence with reasonable accuracy and hence both the shock-turbulence

interaction and detonation-turbulence interaction used 1283 grid cells.

4.5 Interaction of Shock Wave with Compressible HIT

The interaction of a shock wave with compressible HIT using DNS is carried

out as the last validation for the Navier–Stokes solver. The simulation is carried out

with several grid resolutions: 323, 643, 1283. Zero-order flux boundary condition is

imposed in the streamwise direction while periodic boundary conditions are imposed

in the y and z directions. Three different shock Mach numbers (1.5, 3.0, 4.156) were

employed in this study. The computational domain is a cube with a dimension of

(2π×2π×2π). An evenly spaced Cartesian grid discretizes this domain into N3 points.

The following four parameters govern the generation of the initial turbulent field, viz.,

density, turbulent Mach number, pressure, and the Reynolds number based on the

Taylor length scale. Initialization of isotropic turbulence begins with uniform density

and pressure and completely random velocity values. The initial energy spectra are

obtained using the Mansour–Wray energy model. It is deemed that a field has reached

a proper state of isotropic turbulence when the skewness of the velocity derivatives

become the desired value observed in the experimental data. The velocity derivative

based skewness value in three directions were around −0.4 to −0.5. It must be

remembered that the velocity derivative skewness value depends on several factors

causing the turbulence such as compressibility, Reλ, velocity, etc and hence one must

be careful in selecting the value. Once the turbulence simulation reaches the desired

skewness value, a normal shock wave is allowed to propagate through the cube. The
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WENO scheme’s capability to capture accurately the flow discontinuties is made use

of in this interaction analysis.

The length scale L is 1/k0, the density scale is the mean pre-shock value, the

velocity scale is the turbulence rms velocity, and the pressure scale is the product of

the density scale and velocity scale squared. The post- and pre- shock conditions in

the simulation of shock–turbulence case are given below:

pl =
u2
rms (2γM2

s − γ + 1)

(γ2 + γ)M2
t

(4.12a)

ρl =
M2

s (1 + γ)

2 + (γ − 1)M2
s

(4.12b)

ul =
2urms (M2

s − 1)

(1 + γ)MsMt

(4.12c)

pr =
u2
rms

γM2
t

; ρr = 1 ; ur = 0 (4.12d)

Here, Ms and Mt are the shock and turbulent Mach numbers respectively.

4.5.1 Results

The influence of the shock wave on the nature of the homogeneous isotropic

turbulence is investigated. Figure 4.30 shows the total energy spectrum before (t=0)

and after the propagation of the shock wave(t=1). Shock Mach number is 4.156 in

this case. Significant scale dependent amplification is observed: more amplification

at small scales and moderate scales than at large scales. The analysis of the energy

in three different directions revealed that more amplification is seen with energy in

longitudinal direction than those in transverse directions. The total energy levels

were raised at high wave numbers as also observed by Lele et al[9]. It must be noted

that the decay of post-shock spectrum is also observed.
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Figure 4.30. Comparison of total energy spectrum of pre- and post-shock propagation,
1283.

Figure 4.31. Trend of dissipation rate, turbulence length scales and Reλ.
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Figure 4.32. RMS of the three vorticity components.

Figure 4.31 illustrates the trend of dissipation rate, and other turbulence sta-

tistical parameters. It shows the interaction ensued an increase in length scales and

sudden drop in dissipation rate. As the shock propagates through the turbulent field,

the large scale turbulent motions are enhanced more than the small scale motions,

leading to the overall increase of turbulence length scales, especially of microscales.

Figure 4.32 shows that the transverse vorticities increase drastically upto t=0.7 and

then decreases gradually whereas the streamwise vorticity is marginally affected by

the shockwave. The marginal increase in streamwise vorticity is a nonlinear process

occuring due to the intensified vorticity in the y and z directions. This trend is

corroborated by comparison with numerical results of Lee et al. [145, 146] and Co-

hen et al [84]. However, linear interaction analysis predicts no amplification of the

streamwise vorticity [145, 146].

Figure 4.33 depicts the trend of Reynolds stresses with shock turbulence in-

teraction. The post-shock data indicates that the Reynolds stress about streamwise



60

Figure 4.33. Trend of Reynolds stresses in shock-turbulence interaction case.

direction decreases continously whereas the Reynolds stresses about transverse di-

rections increase, see Lee et al. [145] and Jamme et al. [83]. Figure 4.34 depicts

the plot of shock–turbulence interaction using 323 grid resolution with deformation.

The initial turbulent Mach number was 0.05. Shock Mach number is 1.5 in this case

study. The comparison of the two figures in the subfigure also shows the propagation

of the shock wave. The ordinate refers to the density. Due to the interaction of the

turbulence, corrugation of the shockwave is observed with density plot.

Effect of shock Mach number on energy is shown in Fig. 4.35. It shows the

post shock turbulence total energy spectra at time=1 for both shock Mach numbers

of 3.0 and 4.156. It reveals that higher shock Mach number results in rapid energy

cascade. The influence of shock Mach number on turbulence statistics are shown in

Figure 4.36. The turbulent length scale show more amplification with large shock

Mach number because the velocity change is more in the case of higher shock Mach

number. Rapid dissipation is observed in higher shock Mach number interaction.
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Figure 4.34. Effect of turbulence on shockwave due to their interaction, t = 0.2 (left)
and t = 0.6 (right).

Figure 4.35. Effect of shockwave on turbulence, Energy spectrum at t=1.

Figure 4.36. Effect of shockwave on turbulence, turbulence statistics (left) and tur-
bulent Mach number (right).
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Turbulent Mach number also indicates higher amplification with higher shock Mach

number case.

Hence, the interaction of the turbulence with shockwave is validated and a good

agreement of the energy spectra, vorticity spectra, and other turbulence statistical

parameters with published research are observed.



CHAPTER 5

INTERACTION OF DETONATION WAVE WITH CHIT

5.1 Computational Setup for DNS of Detonation Wave with CHIT

The DNS code was extended to study the interaction of a detonation wave with

CHIT. All the numerical and initial conditions were the same as for the shock inter-

action case described in the previous chapter. Moreover, the viscous decay process

was characterized by the Reynolds, Lewis and Prandtl numbers. A power law with

an exponent of n = 0.7 was used for the viscosity–temperature relation. The Lewis

and Prandtl numbers are independent of the fluid solution, leading to linear scaling

between viscosity, thermal conductivity and diffusivity.

The turbulent length scale L = 1/k0, the density scale is the mean pre-detonation

value, the velocity scale is the turbulence velocity rms, and the pressure scale is the

product of the density scale and velocity scale squared. These scales are defined pre-

detonation propagation. The pre- and post- detonation conditions in the simulation

of detonation–turbulence are given below

ρr = 1, pr = ρr
u2
rms

γM2
t

, ur = −MDet

√
γpr
ρr

(5.1a)

pl =

1 + γM2
Det +

√
γ
(
γ (M2

Det − 1)
2 − 2 (γ2 − 1) λ̃M2

DetQ
)

γ + 1
(5.1b)

ul =
MDet

√
γpl

(
γ (2 + (γ − 1)M2

Det) + 2 (γ − 1) λ̃Q
)

γ + γ2M2
Det +

√
γ
(
γ (M2

Det − 1)
2 − 2 (γ2 − 1) λ̃M2

DetQ
) (5.1c)

ρl = ρr
ur − ws
ul − ws

(5.1d)
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where λ̃ is reaction progress and is given by the expression λ̃ =
∫ x

0
r(T )
u

. λ̃ = 0

corresponds to completely unburnt state and λ̃ = 1 corresponds to completely burnt

state. Also, MDet is given by MDet = D/
√
γP0/ρ0.

5.1.1 Effect of Heat Release

The study was carried out with three values of the non-dimensional heat release

Q, three values of the non-dimensional activation energy E and with three different

grid resolutions as shown in Table 5.1. The two parameters of greatest interest are the

turbulent Mach number Mt and a new non-dimensional number N which represents

the ratio of the reaction-to-turbulence length scale. These parameters establish a

relationship in the characteristic lengths and times between the two fundamental

processes, viz., the detonation and the turbulence. The viscous decay is in fact too

slow to contribute to the interaction; thus the Reynolds, Lewis and Prandtl numbers

are fixed. The number of points in the half-reaction length was maintained as 12

in the 1283 grid resolution case. The other input parameters were f = 1.2, kp = 3,

σ = 4, Pr = 0.72, Re = 1000, Le = 1, and γ = 1.2. As previously done in the shock-

turbulence interaction case, the detonation wave is allowed to propagate through the

computational domain once the turbulence simulation reaches the desired skewness

value as seen in experiments. The skewness of the velocity derivative in the three

directions pre-detonation were −0.48, −0.51 and −0.49 respectively for the 1283 grid

resolution case. It employs coupled reaction-transport solving method. Time of

flight of the detonation wave through the computational domain for the cases of

{E,Q} = {10, 10}, {17, 17}, and {20, 20} are 0.8335, 0.6673, 0.6212 respectively.

The values {E,Q} = {17, 17} correspond to the fuel of H2 − O2 − N2 combination.

By varying the value of N2, the value of Q can be varied. The variation in amount

of catalyst results in variation in activation energy.
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Table 5.1. The initial condition of the numerical simulations.

Case Nx Ny Nz Mt Reλ E Q MDet

1 32 32 32 0.0534 25.72 10 10 3.327
2 32 32 32 0.0534 25.72 17 17 4.156
3 32 32 32 0.0534 25.72 20 20 4.464
4 64 64 64 0.25 70.21 17 17 4.156
5 128 128 128 0.064 49.35 10 10 3.327
6 128 128 128 0.064 49.35 17 17 4.156
6 128 128 128 0.064 49.35 20 20 4.464

Figure 5.1 shows the variation of the turbulent Mach number with the non-

dimensional time for both shock–turbulence and detonation–turbulence interactions.

The shock–turbulence interaction was evaluated with a freestream Mach number iden-

tical to that of the detonation analysis, M0 = 4.156. The figure also compares the

post-interaction total energy spectrum. The black dashed line indicates the turbu-

lence before passage of detonation and the corresponding time is taken as t=0. This

turbulence data is obtained using 1283 simulation results discussed previously. Both

the shock-turbulence interaction and detonation-turbulence interaction use identi-

cal initial turbulence conditions. The results reveal that the detonation–turbulence

interaction(t=1) shows more amplification in the energy in the moderate to high

wave number range whereas the shock–turbulence interaction(t=1) shows amplifi-

cation in the high wave number range only. Precisely, the interaction resulted in

significant scale dependent amplification as it was observed in shock-turbulence in-

teraction: more amplification at moderate to small scales than at large scales. The

analysis of the energy in three different directions revealed that more amplification

is seen with energy in longitudinal direction than those in transverse directions, see

Figure 5.2.
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Figure 5.1. Comparison of shock–turbulence and detonation–turbulence interaction,
1283, Turbulent Mach number (left) and Energy decay spectra (right).

Figure 5.3 shows an earlier drop in the dissipation rate that is more gentle

in the detonation–turbulence interaction than in the shock–turbulence interaction.

The figure also shows that there is a higher level in the Kolmogorov length scale

for the detonation–turbulence interaction than for the shock–turbulence interaction.

The effect of heat release and activation energy on the statistical parameters of the

turbulence and energy are examined. Figure 5.4 illustrates that the heat release leads

to an increased level of fluctuation in the post-shock region. The right side of the

figure shows that the rms values of the velocity and pressure go hand-in-hand with the

heat release. The rms velocity in the streamwise direction is initially three orders of

magnitude higher than those in the transverse directions immediately after the wave

passage. However, the rms values decrease rapidly and reaches values comparable

to the transverse directions when t > 0.5. The rapid straining in the axial direction

therefore results in considerable nonisotropy but the return to isotropy also occurs

very rapidly.

The detonation–turbulence interaction results in a sharp drop in vorticity fluctu-

ation initially and which then rose moderately until the resumption of the turbulence
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Figure 5.2. Detonation–turbulence interaction of the case with E=17, Q=17, 1283,
t=1 (left) and t=5 (right).

decay. Increasing the heat release speeds up the rise and fall of this vorticity “hump,”

see Fig. 5.5. The right side of the figure indicates the change in the Reynolds stresses

due to detonation–turbulence interaction. The variation in heat release did not have

much effect on the trend of Reynolds stresses with time.

The variation of heat release and activation energy resulted in higher amplifi-

cation of thermodynamic parameters, see Fig. 5.6. The right-side subfigures indicate

that the detonation–turbulence interaction also resulted in an increase in turbulence

length scales (Kolmogorov length scale and Taylor microscale). The higher the heat

release, the greater is the length scale increase. As the detonation wave propagates

through the turbulent field, the large scale turbulent motions are enhanced more than

the small scale motions, leading to the overall increase of turbulence length scales,

especially of microscales. Further, the drastic drop in dissipation rate indicates that

there is a drastic drop in turbulent kinetic energy due to the detonation–turbulence

interaction. There is an increase in the dissipation of turbulent kinetic energy with

an increase in the heat release parameter. The Reynolds number based on the Taylor
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Figure 5.3. Comparison of dissipation rate and Kolmogorov length scale.

microscale is higher for higher heat release and there is a faster decline in Reλ with

an increase in the heat release parameter.

The post-detonation total energy spectrum for the turbulence–detonation in-

teraction is shown in Fig. 5.7. The left subfigure corresponds to the post-detonation

spectrum obtained at t = 1. It indicates that the energy at high wave numbers varies

inversely with the heat release. The spikes indicate the occurence of resonance. The

total energy spectrum plot obtained at t = 5 indicates that the energy decay is faster

in the highest energy release whereas it is slower in the lowest heat release. It also

showed rapid cascade of energy to small scales.

Due to the interaction of the turbulence, the detonation wave becomes corru-

gated as seen, for example, in density plots. Figures 5.8 and 5.9 depict isometric

plots of the detonation–turbulence interaction using the 643 grid. The initial tur-

bulence Mach number was maintained as 0.25 in this case. The comparison of the

two figures in the subfigure also shows the propagation of the detonation wave. The
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Figure 5.4. Effect of heat release on turbulent Mach number and rms of velocities
and pressure.

Figure 5.5. Effect of heat release on rms of vorticity and Reynolds stresses.

Figure 5.6. Effect of heat release on rms of thermodynamic parameters and turbulence
statistics.
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Figure 5.7. Effect of heat release on energy spectra, 1283, t = 1 (left) and 5 (right).

Figure 5.8. Effect of turbulence on detonation wave, t = 0.13 (left) and 0.25 (right).

ordinate refers to the density. The two horizontal axes indicate x and y directions

respectively.

5.1.2 Effect of N

Three different N values of 0.95, 1.0 and 1.5 were used to investigate its effect

on detonation–turbulence interaction. The numerical setup was the same as in the

previous section. The non-dimensional heat release was maintained as 17 and the

non-dimensional activation energy was taken as 17. The grids were 1283. The left

subfigures of Fig. 5.10 depicts the influence of N on the turbulence statistical param-
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Figure 5.9. Effect of turbulence on detonation wave, t = 0.5 (left) and 0.6 (right).

Figure 5.10. Effect of N on turbulence statistical parameter (left) and Reynolds
stresses (right).

eters. There is a monotonous increase in the Taylor and Kolmogorov microscales with

N while the reaction length scale and the turbulence length scale are close to each

other. When N is very high, the turbulence microscales show a long-term decrease

with time in the post-detonation region. The right subfigure shows that the variation

in N hardly affects the trend of Reynolds stresses. The statistics are obtained as

volume averaged result in the computational domain at any given time instant.

The left subfigures of Fig. 5.11 shows that the rms of the velocity components

are hardly affected by the variation in N although the rms pressure plot shows a
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Figure 5.11. Influence of N on rms of the velocity and pressure (left) and turbulent
Mach number (right).

significant rise at the highest N value followed by a rapid decay. The right subfigure

of Fig. 5.11 indicates that the turbulent Mach number rise is proportional to N . It

confirms that the intensity of turbulence increases with N . The variation in fluctu-

ating thermodynamic parameters go hand in hand with the variation in N , see left

subfigures of Fig. 5.12. The variation in N did not result in any change in the trend

of the vorticity components, see right subfigures.

Figure 5.13 depicts the total energy spectra with time and the influence of

N . Observation of the post-detonation energy spectrum at t=1 revealed hardly any

change due to N . But the observation after considerable time (precisely, t=5) from

the propagation of the detonation wave showed that the energy decay with wave

number is more rapid when N = 1.5.

It must be noted that the simulation of each run of detonation wave with

turbulence consumed 2 hours and 30 minutes on 216 processors (ie., 54 nodes) for the

grid resolution of 1283.
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Figure 5.12. Influence of N on thermodynamic parameters (left) and rms of vorticity
(right).

Figure 5.13. Influence of N number on energy spectra, 1283 at t=1 (left) and t=5
(right).



CHAPTER 6

CONCLUSIONS AND RECOMMENDATIONS

6.1 Conclusions

The interaction of the detonation wave with CHIT was accomplished success-

fully. DNS was performed for turbulence interacting with three different heat release

rate and activation energy combinations. A mesh independency study revealed that

a minimum grid size of 1283 is necessary to capture the detonation wave and turbu-

lence satisfactorily to all possible scales. The study was repeated with varying a new

non-dimensional number N which characterizes the detonation-to-turbulence length

scales.

In summary, the detonation wave and turbulence interaction resulted in the

following observations:

1. The detonation wave becomes corrugated.

2. The detonation–turbulence interaction increased the turbulent energy at higher

wave numbers in the moderate to low scales whereas the shock–turbulence in-

teraction resulted in increase in energy at small scales only. This extra ampli-

fication in energy is attributed to the effect of increase in streamwise velocity.

3. There is a rapid energy decay with wave number after the detonation wave

passage, with the decay being more rapid with higher heat release.

4. The higher the heat release, the higher the amplification of the rms of velocities,

turbulent Mach number and thermodynamic parameters.
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5. The detonation–turbulence interaction resulted in a higher increase in turbu-

lence length scale than that was observed in shock–turbulence interaction case.

Also the increase in length scales is directly proportional to the heat release.

6. Rapid cascade of energy to small scales was observed in the post-detonation

energy spectrum.

7. Vorticity fluctuations in the streamwise direction indicate marginal change whereas

the ones corresponding to transverse directions show a drastic rise initially fol-

lowed by a gradual decrease in the post-detonation turbulence data. It also

revealed that the higher the heat release more rapid the change in vorticity

fluctuations.

8. Reynolds stresses in the transverse directions reveal rapid rise in their value

after detonation wave passage whereas the Reynolds stress about the streamwise

direction was hardly affected by the detonation wave.

9. The higher the value of N , the higher the amplification in turbulence statistical

parameters.

10. The variation in N did not affect the vorticity rms values and hardly affected

the Reynolds stresses.

11. The amplification in rms of pressure and thermodynamic variables is propor-

tional to N .

12. Post-detonation turbulence interaction revealed that an increase in N increases

the rate of decay of the spectrum with wave number.

6.2 Recommendations

To avoid complications of multi-step chemical kinetics, a one-step chemical re-

action is employed in the present research. It is envisaged that multi-step chemical

kinetics models will aid to explore better physics behind the detonation and chem-
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istry. The multi-step chemical kinetics will also help in capturing the physics behind

the transition from deflagaration to detonation, provided the computational setup

considers the wall-effects and unsteady flow. The high wavenumber resolution indi-

cated some numerical dissipation due to WENO scheme. Suppression of numerical

dissipation of the WENO scheme and usage of high Reynolds number will ensue in

much better resolution of the very small scales.
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In this appendix, the procedure followed to carry out the two-dimensional in-

compressible turbulence simulation and results are presented. Two-dimensional sim-

ulations are performed to understand the fundamental aspects of turbulence and its

modeling. It must be recalled that the realization in the laboratory of a perfect two-

dimensional flow is extremely difficult [147] whereas numerical simulation has been

successfully accomplished by many researchers. The simulation was accomplished

using the concepts and algorithms, see Orlandi [27].

A.1 Governing equations and procedure

The two-dimensional, incompressible Navier–Stokes equations in primitive vari-

ables are

∂uj
∂xj

= 0 (A.1a)

∂ui
∂t

+
∂uiuj
∂xj

= − ∂p

∂xi
+

1

Re

∂2ui
∂x2

j

(A.1b)

where (i, j) = (1, 2), ui are the velocity components, t is time and p is pressure.

The variables are non-dimensionalized with respect to a reference length scale L and

a velocity scale U ; the Reynolds number is

Re =
UL

ν
(A.2)

It has been a common practice to solve the Navier–Stokes equations in one

of the three forms, namely, the vorticity–velocity, the vorticity-streamfunction, and

primitive variable formulations. For the present simulation of two-dimensional turbu-

lence, the numerical code was formulated in vorticity-streamfunction by performing
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the curl operator to Eq. (A.1). This operation eliminates the pressure term and yields

a transport equation for the vorticity as

ω =
∂u2

∂x1

− ∂u1

∂x2

(A.3)

Next, the relationship between the stream function ψ and velocity components

are given by the relationship,

u1 =
∂ψ

∂x2

, u2 = − ∂ψ
∂x1

(A.4)

Finally, the stream function results in mass continuity being unconditionally satisfied

(provided the stream function is continuous). The incompressible, two-dimensional

momentum and mass conservation equations for a Newtonian fluid then can be com-

bined into one equation as

∂ω

∂t
+ J(ω, ψ) =

1

Re
∇2ω (A.5)

Here, J(., .) is the Jacobian of the arguments. The kinematic relationship between

vorticity and the stream function is given as

∇2ψ = −ω (A.6)

These equations are solved using the Arakawa scheme of fourth-order accuracy [148]

while enforcing periodic boundary condition in both directions. The evolution of two-

dimensional turbulence depends on initial conditions. The initial stream function with



80

the desired energy spectrum E(k, 0) is assigned by using the real and imaginary parts

of the Fourier coefficients. The discrete Fourier transform is

ψ(x1, x2) =

N1−1∑
k1=0

N2/2−1∑
k2=−N2/2

ψ̂(k1, k2)e
ik1x1eik2x2 (A.7)

The energy in the wave-number space is obtained using the relationship between

velocity and stream function, as

E(k1, k2) = (k2
1 + k2

2) ψ̂(k1, k2) ψ̂
∗(k1, k2) (A.8)

At each wave number k =
√
k2

1 + k2
2, the energy E(k) is given by the contribution of

each E(k1, k2). The real coefficient ψR(k1, k2) and the imaginary coefficient ψI(k1, k2)

can be expressed as

ψR(k1, k2) = a(k1, k2) cos[2πb(k1, k2)] (A.9a)

ψI(k1, k2) = a(k1, k2) sin[2πb(k1, k2)] (A.9b)

where a(k1, k2) and b(k1, k2) are random numbers with amplitudes between 0 and

1. The inverse Fourier transform then gives the stream function in physical space

ψ(x1, x2); its Laplacian gives the vorticity.

The initial energy spectrum used for the simulation is

E(k, 0) = C2k
4e(−k/k0)2 (A.10)

where C2 is a constant used to adjust the peak energy location. The expression (A.10)

gives more energy at large scales and also ensures the scales are small enough to let a
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Figure A.1. The initial energy spectrum.

large number of merging to occur between t = 0 and t = 50, where t is time. Hence

the spectrum results in a large number of vortex patches at the end of the simulation.

A.2 Results and conclusion

The computational domain was 2π×2π. Three grid resolutions 1282, 2562, 5122

were attempted which allowed the dependence of the evolution of the vorticity field

on the resolution to be investigated. A sufficiently high Reynolds number ensures

good accuracy. But, a lower Reynolds number is used in the present calculation. The

simulations at Re = 3000 were able to produce a decaying energy spectra with a

power law in a wide range of wave numbers.

The initial energy spectrum is shown in Fig. A.1 It is well-known that de-

caying turbulence depends on the initial conditions. The energy spectra in Fig. A.2

show that the maximum energy is at large scales and this is clear evidence of the

greater number of mergings during the evolution. The evolution of two-dimensional
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Figure A.2. Energy spectra at time=15 and 50 for 2562 and 5122.

turbulence depends on the initial conditions and the physical reason is related to

the inverse energy cascade. The inverse energy cascade consists of the merging of

vortices that depends on their sizes and space. The cascade towards small scales is

usually called direct while that towards large scales is called inverse. The inverse

energy cascade is the physical phenomenon that distinguishes the two-dimensional

and three-dimensional turbulence. In three-dimensional turbulence, the energy goes

from large to small scales, hence for isotropic turbulence, at high Reynolds number,

there exists a universal behavior independent of the initial conditions.

Figure A.3 shows a similar observation of the enstrophy spectra. It can also be

observed that higher grid sizes yield better resolution of vortices. Comparison of the

trend of 2562 and 5122 results reveal that the 5122 grid size shows more small scale

data at time=50. Visualizations of the vorticity field permits a qualitative under-

standing of the turbulence kinematics. Figure A.4 shows the contour plot of vorticity

field at t = 0.
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Figure A.3. Enstrophy spectra at t = 15 and 50 for 2562 and 5122.

In two-dimensional turbulence, the nonlinear interactions transfer energy primarily

to the large scales [20]. Similar phenomena are observed in Figure A.5. As expected

in decaying turbulence, interaction with other vortices results in fewer numbers of

vortical structures as shown in Figure A.6. The simulation with several grid reso-

lutions helped to investigate the dependence of vorticity evolution. The results of

1282 (not shown here) shows a simulation which is not well resolved. The 2562 and

5122 were observed to show sufficiently resolved scales. They indicated the elongated

vortical regions clearly which is due to enstrophy cascade.

In a nutshell, numerical simulations of temporally decaying two-dimensional

turbulence show that merging of vortices results in maximum energy at large scales.

The vorticity, energy and enstrophy spectra are in agreement with published results.
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Figure A.4. Contours of Vorticity at t = 0.

Figure A.5. Contours of Vorticity at t = 15.
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Figure A.6. Contours of Vorticity at t = 50.
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In this appendix, the procedure to carry out three-dimensional incompressible

turbulence simulation and the simulation results are discussed. Direct numerical

simulation is accomplished using the concepts and algorithms given by Orlandi [27].

B.1 Governing equations and procedure

Global conservation properties are analyzed to describe the time evolution of

the turbulence spectrum. DNS is performed by solving the Navier–Stokes equation

with three periodic directions. The important feature of three-dimensional turbulence

is the vortex stretching which supports the energy cascade from large to small scales.

The Navier–Stokes equations, for an incompressible flow, in conservative form are

∂uj
∂xj

= 0 (B.1a)

∂ui
∂t

+
∂uiuj
∂xj

= − ∂p

∂xi
+

1

Re

∂2ui
∂x2

j

(B.1b)

where ui are the velocity components, t is time and p is pressure. The variables are

non-dimensionalized with respect to a reference length scale L and a velocity scale

U ; the Reynolds number is

Re =
UL

ν
(B.2)

The initial perturbation field is generated in a cube of dimension 2π×2π×2π. Finite

difference discretization is employed along with the Arakawa 4th-order scheme for

the nonlinear terms [148]. Arakawa suggests that the conservation of each of the

quadratic invariants is sufficient to avoid computational instabilities; however, to get

better accuracy, it is desirable to conserve both the quadratic invariants. The proof

of conservation properties of the Jacobian expressions is discussed in [148]. Time

integration is carried out using the third-order Runge–Kutta scheme. The solution

scheme conserves kinetic energy and enforces zero divergence.
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B.2 Initial conditions

The simulation of isotropic decaying turbulence is carried out as one of the initial

steps of this research. The initial energy spectrum is the Mansour–Wray spectrum

[26]:

E(k, 0) =
q2

2A

1

kσ+1
p kσ

exp

[
−σ

2

(
k

kp

)2
]

(B.3)

where kp is the wave number at which E(k, 0) is maximum, σ is a parameter, and

A =

∫
kσ exp

(
−σk

2

2

)
dk (B.4)

The energy spectrum is related to the amplitude of the Fourier modes of the velocity

components and also provides random and isotropic field. This particular energy

spectrum is chosen because it has proved itself to represent the low and moderate

Reynolds number turbulent flow with a good match to experimental data [26]. The

velocity components are generated by three sets of random numbers that permit the

uniform distribution of the angles (θ1, θ2, φ) on the interval (0, 2π). The velocity

components are

ũ1 =
α|k|k2 + βk1k3

|k|kh
(B.5a)

ũ2 =
−α|k|k2 + βk3k2

|k|kh
(B.5b)

ũ3 =
βk2

h

|k|kh
. (B.5c)
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The tilde symbol indicates that these are complex quantities. The above expressions

fulfill the requirement of a solenoidal velocity field in wave-number space kiui = 0.

Moreover, it can be shown that if

α =
E(k, 0)

4πk2
exp(lθ1) cos(φ) (B.6a)

β =
E(k, 0)

4πk2
exp(lθ2) cos(φ) (B.6b)

the three-dimensional energy spectrum of this field is equal to E(k, 0). These initial

conditions are used in [7].

B.3 Results and conclusion

Temporal simulation of isotropic decaying turbulence is performed. Three dif-

ferent grids (323, 643, 1283) are used to check for adequate resolution of the turbulent

flow. The procedure adopted and the formulae used to analyze these data are ex-

plained in Appendix C. The initial Reynolds numbers based on Taylor’s length scale

are 54.3, 64, and 107 respectively. Turbulence statistics such as velocity derivative,

skewness, vorticity and dissipation rate show excellent agreement with both exper-

imental and published numerical results. The initial energy spectrum is shown in

Fig. B.1 where (e(1), e(2), e(3)) are the energy spectra in (x, y, z) respectively. The

wave number in the abscissa is given by k =
√
k2

1 + k2
2 + k2

3.

The evolution of the energy spectrum with the (nondimensional) time for Re =

3000 and Re = 108 are obtained. This appendix discusses the results of turbulence

decay at low Reynolds number and its turbulence statistics in detail and a brief

mention about the energy spectra trend for high Reynolds number case. Fig. B.2

shows the result for Re = 3000 and kp = 8. This combination of kp and Re is chosen

to obtain the required initial Reynolds number based on Taylor scale. The energy
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Figure B.1. The initial energy spectrum.

cascade is observed to show a decay of 12%. It is well-known that at high Reλ, the

inertial range follows the decay law E(k) ' k−5/3. Keen observation of this graph

will reveal that the inertial range shows the Kolmogorov decay.

The energy decay spectra with time variation is shown in Fig. B.3. The time

evolution of the energy spectra in Kolmogorov scale units are shown in Fig. B.4. The

energy spectra in Kolmogorov scale units are compared with the experimental data

of Comte–Bellot & Corrsin and also with published numerical results [27, 26] and the

present simulation using 1283 resolution show good agreement, see Fig. B.5.

The skewness and flatness of the velocity derivatives in the (x, y, z) directions

are shown in Fig. B.6. Subsequent to the initial large transient, the evolution results

in a skewness in the range of −0.4 through −0.6 as expected [68, 33]. The evolution

of the dissipation rate in the temporal decay for the 1283 case is shown in Fig. B.7.

In three dimensions, vortex stretching generates vorticity components of the same

order in each direction. This is the direct energy cascade, transferring energy by
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Figure B.2. The evolution of the energy spectrum for Re = 3000 and kp = 8.

nonlinear interactions to small scales. The smallest scales are linked to the kinematic

viscosity. The viscosity then dissipates the kinetic energy into heat due to friction.

The evolution of the vorticity spectra about all three direction is shown in Fig. B.8.

The figure shows the stretched vortices along with vortices of small scales. Lastly,

simulation was carried out with very high Reynolds number to study the turbulence

decay trend. For the case of Re = 108 and kp = 8, Fig. B.9 shows that the low

wave-number spectrum tends, preferably, to the k2 law decay.

In summary, numerical simulations of temporally decaying isotropic turbulence

show that the k2 decay law occurs in the low wave-number range for Re = 108 whereas

they capture the Kolmogorov slope of k−5/3 in the inertial range for Re = 3000. The

vorticity plot shows the stretching of vortices clearly. There is a good agreement of

the velocity spectra, vorticity spectra, energy spectra, and other turbulence statistical

parameters with published data.
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Figure B.3. The time evolution of the energy spectra in Kolmogorov scale units.

Figure B.4. The time evolution of the energy spectra in Kolmogorov scale units.
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Figure B.5. The energy spectra in Kolmogorov scale units at Reλ=42.6.

Figure B.6. The skewness values and flatness values of the velocity derivatives.
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Figure B.7. The evolution of the dissipation rate.

Figure B.8. The evolution of vorticity distribution.
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Figure B.9. The evolution of the energy spectra for kp = 8 and Re = 108.
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In this appendix, the procedure to carry out analyses of both the three-dimensional

incompressible turbulence simulation and compressible turbulence simulation are dis-

cussed.

C.1 Definition of turbulent quantities

The procedure to analyse the turbulent flow is discussed here. Averaging is

performed in three directions. The justification of a sufficient number of samples nec-

essary to get a meaningful statistical quantity is made by ensuring at least 2.09× 106

samples are obtained using the simulation. This is reasonable for low-order statistics.

Isotropic turbulence means it has nil mean velocity. The averaging procedure for a

generic quantity is obtained using

< q >=
1

N1N2N3

N1∑
l=0

N2∑
m=0

N3∑
n=0

q (C.1)

The turbulent stress < u
′2
i > is obtained along with the skewness si and the flatness

fi

si =
< u

′3
i >

< u
′2
i >

3/2
(C.2)

fi =
< u

′4
i >

< u
′2
i >

2 (C.3)

On the evaluation of these quantities, the velocity components u
′
i are those at the

location of the cell. On the other hand, in the evaluation of the stresses < u
′
iu

′
j >

with i 6= j since each u
′
i is defined at different locations, a linear interpolation permits

the correlations at the center of the cell to be evaluated.

The skewness Si and flatness Fi of the spatial derivatives ∂ui/∂xi are further

important quantities in isotropic turbulence. Frisch [18] claims that the skewness
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is the measure of vortex stretching and, in isotropic turbulence, it is related to the

energy transfer term through the relationship

〈(
∂ui
∂xi

)3
〉

= − 2

35

∫ ∞
0

k2T (k)dk (C.4)

Following Batchelor [20], since

〈(
∂u1

∂x1

)2
〉

=

∫ ∞
0

k2E(k)dk (C.5)

the skewness of the spatial derivative ∂u1/∂x1 is

S1 = −
(

135

98

)1/2
∫∞

0
k2T (k)dk

(
∫∞

0
k2E(k)dk)3/2

(C.6)

The energy transfer at each wavenumber is a combination of the transfer by

triadic interactions. From the energy transfer equation [19]

∂E(k, t)

∂t
= T (k)− 2νk2E(k, t) (C.7)

It turns out that
∫∞

0
k2T (k)dk is the time rate of change of the enstrophy due to non-

linear interactions. Since in three dimensions, the enstrophy is flowing from large to

small scales, the numerator of Eq. (C.6) is positive; hence the skewness in isotropic

turbulence is negative.

In the analysis of turbulent flows, the energy spectra give insights into turbu-

lence structures. In order to do this, we use the Fourier transform to convert the data

from physical to wave-number space. The Fourier transform in all three directions
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permits the three-dimensional energy spectrum to be obtained. After a real FFT,

two complex FFT transforms yields the energy spectrum Ei(k).

Ei(k) =

N1∑
k1=0

N2/2∑
k2=1

N3∑
k3=0

ui(k1, k2, k3)u
∗
i (k1, k2, k3) (C.8)

where the direction 2 is where the real FFT has been used. For the wave number

k2 = 0 the energy is

Ei(k) =

N1∑
k1=0

N3∑
k3=0

2ui(k1, 0, k3)u
∗
i (k1, 0, k3) (C.9)

To check that the calculation of the spectrum is correct, it should be verified that

< u2
i >=

∫ ∞
0

Ei(k)dk (C.10)

The spectrum is also calculated in Kolmogorov variables, where the wave number is

multiplied by the Kolmogorov length scale η

η =
ν3

ε
(C.11)

and the spectra E(k, t) by (ν5ε)−1/4. The dissipation is evaluated in wave-number

space as

ε = 2ν

∫ ∞
0

k2E(k, t)dk (C.12)

or in physical space as

ε = 4ν < SijSji > (C.13)

with

Sij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
(C.14)
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In homogeneous turbulence, ε = 2νΩ with the enstrophy Ω = 1
2
< ωiωi >. The

Reynolds number based on the Taylor length scale is obtained using

Reλ =

√
20

3

∫∞
0
E(k, t)dk

ν(
∫∞

0
k2E(k, t)dk)

1
2

(C.15)

Note that Reλ is a fundamental quantity in isotropic turbulence which characterizes

the energy spectrum. The enstrophy is found using the relation

Ω2 =
1

2
(ω2

x + ω2
y + ω2

z) (C.16)

where

ωx =
∂w

∂y
− ∂v

∂z
, ωy =

∂u

∂z
− ∂w

∂x
, ωz =

∂v

∂x
− ∂u

∂y
(C.17)

The Reynolds stress is computed using the following equation in compressible turbu-

lence simulation.

τij = ρu
′
iu

′
j (C.18)
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