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ABSTRACT 

 

ANALYZING DIFFERENCES IN COLOR VARIATION SENSITIVITY BETWEEN 

EXPERTS AND NOVICES TO FIND A DIFFERENTIATING PROCESS IN  

PIGMENTED SKIN LESION DIAGNOSIS  

 

Publication No. ______ 

 

Yu-Chin Chai, M.S. 

 

The University of Texas at Arlington, 2007 

 

Supervising Professor:  Manfred Huber  

Fatal skin lesions, such as melanomas, appear to have high color variation to 

experts but often as having low variation to novices. This thesis attempts to find 

whether it is possible to find a function representing an expert’s color variation 

sensitivity to skin lesions without explicitly requiring them to provide rules or even a 

diagnosis. Various pigmented skin patch images with either normal pigmentation or 

with diseased lesions were evaluated by the participants, both experts and novices. 

Initial comparisons in various color spaces showed that only the RGB model confirmed 

the expectation that the experts’ judgments represented the actual variation of the color 

whereas the judgment of novices seemed to be based on more than simply color 
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variation. To determine the best color space for lesion differentiation, an optimization 

process based on parametric color dimensions in an RGB color space was used to find 

the parameters of a color transformation function that best differentiated the color 

variation sensitivity between experts’ and novices’. The analysis of results showed that 

this process was able to maximize the differences between the expert and novice’s color 

variation sensitivity and to provide a criterion to discriminate between images of non-

invasion and melanoma type skin lesions.       
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CHAPTER I 

INTRODUCTION 

Perceptual sensitivity to the color variation in skin lesions holds an interesting promise 

since differentiating color variation on visible skin lesions is an important ability to categorize 

and diagnose skin related diseases [7], [8], [64], [73], [77], [78] . Yet, to most average people, 

those colors often appear to be highly similar [47], [59], [60]. A skin lesion is a visible patch of 

the skin that does not resemble the area surrounding it [7], [42]. However, the color variation 

within it, such as the one between red and brown, are often categorized as low by people who 

have no experience or who have not received medical training concerning skin lesion diagnosis 

(they are aware of their skin lesion problems and consult with physicians). In other words, 

novices consider that those colors as similar. For instance, the study in color discrimination 

showed that color judgments of college students with stimuli containing red-brown color pairs 

resulted in a much poorer color differentiation than for other color pairs such as red and orange 

[25], [71].  

Unfortunately, variation among those colors, such as red, brown, or dark brown, is one of 

the criteria to classify skin lesions [12], [66]. For example, a common way to differentiate paules 

or plaque (a patch of closely grouped papules) from other skin lesions such as pustule, 

telangiectasia, vesicle and wheal is to inspect the lesions’ color variation (which often appear as 

pink, red and brown) along with other size and texture judgments [7], [18], [38]. Further more, 

high color variation is one diagnosis criteria for pigmented skin lesions (in the papules category), 
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such as, for example, malignant melanoma which can be fatal and for which the affected 

population is growing [63]. Melanoma often appears as having high color variation such as an 

uneven distribution and a mixture of colors of tan, brown, white, pink, red, gray, blue; and 

especially black across the mole, and is one of the indications for the possible progress of a 

morbid state of the melanocytes – the cells that produce pigment in the skin [1], [17], [18], [69], 

[73]. The concept of color variation seems to be straightforward, yet it is not easily learned for 

novices. Therefore, it is not surprising that without intensive education in the average population, 

most people often lack the sensitivity to distinguish lesions and are not aware that they should 

seek a medical opinion ( [47], [59], [60], [63].) 

Since a difference of sensitivity to color variation of skin lesions may exist between 

experts and novices, how can we find a function that shows the change of color variation 

sensitivity? The reason this function may be important is that most applications that state to 

apply human perception attributes do not separate the color sensitivity of experts and novices [9], 

[11], [13], [15], [19], [23], [49], [76], [81], [90], [91], [92], [98]. Or they simply assume that 

experts apply the same differentiation but only the weighting of rules for decision-making is 

different [24], [26], [101], [105]. Human perception seems to utilize visual information very 

efficiently. For instance, cognition and perception research shows that color constancy and object 

recognition in human visual perception seem to be able to tolerate significant variation in 

parameters such as luminance [67], [79], [82], [100]. Further more, if the data contain some 

irrelevant color features such as hair or an ink mark with similar colors as lesions, it could be 

fairly easy for the human visual system to tell the features apart from the lesion, while it requires 

a complex algorithm for the computer to differentiate them [45], [54], [84]. Efforts have been 
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made in the past to simulate human perception. The color variation, in terms of image analysis, 

can be measured by counting the number of colors, edges from luminance contrast, texture 

segments, etc. These tools have been applied to judgments in skin lesions, such as identifying the 

color representation in an image analysis approach or to directly use color attributes as part of an 

expert diagnosis system [31], [37], [39], [72], [78], [83]. 

In order to capture aspects of human color perception, an algorithm needs to be used to 

find the feature space that captures the vision system’s properties. Two approaches of the use of 

color in skin lesion analysis have been implemented in the past [31], [32], [37]. The first 

approach is to use color directly by quantizing the color variation based on image analysis. This 

is used since some research suggests that color can be an effective way to identify an object or an 

property of the object [9], [11], [13], [19], [22], [23], [29], [76], [81], [90], [91], [92], [98]. Many 

applications aim to quantize the color variation such as segregating colors into different groups 

(color representations) that can be easily used to identify the region of interest (ROI) or the target 

objects for further uses [2], [4], [5], [68]. These methods followed the process: pre-processing 

the image to filter out noise [20], selecting a skin region to pre-cluster [16], and then processing 

the region of interest with different functions, to separate disjoint regions, to smoothen, or to find 

a proper region assignment label for each pixel region [53], [56], [57]. The second approach is to 

apply all color attributes, such as mean, variance, or other color space parameters such as 

saturation, as a part of an expert system and to use high-level logic to determine the weight of the 

attributes for further use, such as for performing a diagnosis on the skin lesion [14], [24], [26], 

[101] ,[104], [105]. 
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The perception theories that were applied to color variation algorithms are often under 

debate in the field of perception. For instance, some algorithms that applied these theories pre-

measured homogeneity of each pixel color to construct two subsets in the color space map [74], 

[80]. But other studies suggest that the human visual system has different color perception 

sensitivity depending on the spatial color distribution in the image [94], [106]. Some studies 

applied generic mechanisms, such as attention [44], to manipulate the weight of each perceptual 

attribute. However, these mechanisms are still debated in neural and cognitive studies (e.g., [65] , 

[97]), and it is hard to evaluate the process. Edges from luminance contrast studies can be varied 

due to different algorithms or formulas used [6], [19], [34]. But some research has shown that the 

number of surfaces and the number of colors could influence how we perceive objects [99]. 

Some methods that apply color perception mechanisms require pre-processing information that 

uses skin color as a baseline [33], [61]. However, the human perception system does not. 

Moreover, all of these algorithms, in particular if applied to the human perception approach, 

would in practice require prior knowledge of some artifacts as part of their implementation to 

implement the algorithms.  

Why is it hard to find a right human perception model to simulate the skin lesion 

diagnosis process? In essence, a computer system has a different way to handle visual 

information as compared to the human perception system. For instance, a computer system with 

24-bit displays is capable of displaying over 16 million colors; but not every single digitized 

color pixel is meaningful to the human visual perception system. Hence, high color variation can 

have an entirely different meaning from a computer and to a human [62].  
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Can we find a function that directly represents the pattern of the original human color 

variation behavior data? Can we use that function to perform the color variation measurements 

such that the outcome could show the way the perception system reacts to the stimuli in the task? 

In neuroscience, researchers attempt to retrieve the perception function based on optimizing the 

signal generated from a cell’s response to the stimulus provided by the probe of the electrode 

(e.g. [27] ). In this thesis, I employed a similar optimization approach but focused on expert color 

judgment rather than neural measurements. The first part of the work is to identify the strongest 

shift in the color variation judgment task between experts and novices. Since experts’ and 

novices’ color variation sensitivities are different, the possible shift can be strong enough to be 

observed in human behavior data. Hence, Chapter 2 lays out a pilot test that was done in order to 

collect data of experts’ and novices’ color variation judgment to a set of skin lesion images, 

containing images with normal pigmentation and skin lesion.  

Chapter 3 focuses on establishing an optimization process in order to use differences 

between experts and novices to explore the possible parameters that represented the function that 

differentiated most between the color variation sensitivity of experts and novices. The general 

discussion is provided in the last chapter of the thesis to conclude the findings and possible 

introduce applications in the future.  
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CHAPTER II 

PILOT STUDY 

An expert is expected to have a higher sensitivity to the appearance of skin lesions then a 

novice [30]. One reason for such an enhanced sensitivity is that the color perception of an expert 

is tuned to a particular color domain and that perceptual sensitivity to the particular color stimuli 

can be expressed as a function of a particular dimension in a color space. To determine whether 

or not this might be the case, the first step is to sample the individual’s response to the stimuli 

that occur as part of the expert’s daily routines. In the study presented here, images containing 

skin lesions were used for the evaluation. The pilot study in this project was a human experiment 

in which the expert and novice participants were asked to evaluate the color variation on a set of 

skin lesion images without involving any diagnosis or judgment as to what type of lesions were 

actually presented. In other words, the participant only needed to concentrate on how high or 

how low the color variation in the images was.  

To gain a better sense of how individuals’ perceived color variation, various color space 

models were applied to the images and correlation tests with the judgments of the human 

participants were performed. Each image was originally a digitized RGB image. For each of the 

used color space models, a transformation function was applied to transfer the RGB image 

values into the particular color space. The various color space models included were RGB, HSV, 

HSL, CIELab, CIExyz, CIExyy’, CIELch and CIEuvl [28].  
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2.1 Color Space Models 

Each color space model has its unique way to represent the color distribution in various 

dimensions. The RGB color model is an additive model where Red, Green and Blue, the primary 

colors, can be mixed in various ways to produce other colors. The primary colors are based on 

biological features because they are related to the differences between the physiological 

responses of the cone cells of the retina to the light spectrum. In addition, the RGB model is a 

three-dimensional orthogonal space and can therefore be easily associated with a Euclidean 

distance function. The main problem with RGB is that the distance between two points in the 

space has no relation to the closeness of the corresponding colors in human perception. In other 

words, it is not perceptually uniform [36]. 

Most color space models were defined by the CIE (the International Commission on 

Illumination) and work by weighting the visual spectrum [36]. Considering brightness and 

chromaticity as factors in color perception, where white and grey have the same chromaticity and 

only the degree of the brightness is different, CIExyz was created. The y parameter in the 

CIExyz color space is a measure of the brightness of a color. The other dimensions in CIExyz 

define the space of the colors that should be distinguishable by a human. However, CIExyz 

provides a perceptually non-uniform color space. On the other hand, two other CIE color models, 

CIELab and CIELuv, are perceptually uniform.  

CIELab is commonly used since it is to be device independent, meaning that the ratio of 

the color values do not change because of a change of the camera, video, or monitor. In addition, 

it is expected to be perceptually linear where a change of the same amount in a color value 

should match a change of the same visual attribute in human perception. The three parameters L, 
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a, and b in the model represent the luminance of the color (L=0 yields black and L=100 indicates 

white), its position between magenta and green (a, where negative values indicate green while 

positive values indicate magenta), and its position between yellow and blue (b, where negative 

values indicate blue and positive values indicated yellow). CIELab has no associated two 

dimensional chromaticity diagrams and no correlate to saturation. In a similar approach, CIELuv 

is also device independent and perceptually uniform but has an associated chromaticity diagram, 

a two dimensional chart where the color is determined as an additive mixture. CIELch and 

CIExyy’ are modified versions of CIELab and CIExyz, respectively. A brief comparison, 

adopted from Mathwroks [88] is as follows:  

 

RGB:        uses Color matching curves R=700 nm, G=546.1 nm, B=435.8 nm; 

CIExyz:    y = Luminescence (cd/m2); x, z = spectral weighting curves; 

CIExyy’:   y’ = Luminescence (cd/m2); x, y = chromaticity coordinates;  

CIELab:    L = Luminescence (density); a = red/green; b = blue/yellow;  

CIELuv:    L = Luminescence; u = saturation; v = hue angle;  

CIELch:    L = Luminescence; c = chromacity; h = hue angle. 

 

The HSV (Hue, Saturation, Value) model, also known as HSB (Hue, Saturation, 

Brightness), defines a color space as a nonlinear transformation of the RGB color space. In 

particular, Hue specifies the dominant wavelength of the color, except in the range between red 

and indigo in which Hue denotes a position along the line of pure purples. In HSV, value stands 

for the maximum amplitude of the light waveform whereas in HSL, also known as HIS (another 



9

similar but slightly different color space model), L stands for luminance (I stands for intensity) in 

a more detailed sense. In HSL, the chromaticity diagram is a double cone with black and white 

points placed at the two apexes of the double cone, whereas in HSV it is a single cone. Both 

HSV and HSL were applied in this thesis for the color space correlation testing as well as other 

CIE system color models.  

2.2 Color Sensitivity Evaluation 

Two measurement variables, the mean (centroid) and the standard deviation (variation) of 

each color space model were observed in the correlation test. The expectation was that 

significant correlations could be observed between an expert’s color variation judgment and only 

the color variation variables, whereas the novice’s color judgment would correlate with both 

measurement variables. According to the literature, rather than applying all possible rules toward 

judgments, experts often apply only a few rules that are efficient enough to make a decision [3], 

[10], [35], [52]. Two perspectives were taken in the color space model correlation tests. First, to 

judge the color variations, an expert’s evaluation should be correlated more with the variation 

and correlated less with the other unrelated measures such as the average value of the colors. 

Second, the correlation tests reveal which color space fits the expectation.  

2.3 Methods

2.3.1 Participants 

Six adults voluntarily participated in the experiment. Three dermatologists, two males 

and one female, from Southwestern Medical Center at Dallas were recruited as experts and three 

undergraduate students, two males and one female, from the Department of Biology, University 

of Texas at Arlington were recruited as novices. 
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A pre-screen test was run to ensure that the stimuli were useable and the experimental 

process was valid before the main experiments were run. Six graduate students, including the 

author from the Department of Psychology, University of Texas at Arlington were additionally 

tested in 2003.  

2.3.2 Stimuli and Apparatus   

Ninety-four images containing various skin lesions or regular pigmented patterns such as 

moles were used in the project. Each image was resized to 1x1 inch and stored as a 24-bit RGB 

image, where the red, green and blue components were 8 bits each. For experimental control 

purpose, when resizing the image, the image region used was such that each lesion/mole was 

centered as closely as possible within the images. In addition, resizing made sure that the 

surround of the lesion was visible and no part of the lesion was missing. Eighty-two images, 

similar to the ones shown in Figure 1, were used for color variation evaluations in this pilot 

study, and twelve images served for the purpose of validation in the optimizing process. 

Appendix B lists the diagnosis in detail. Note, that due to the limited availability of images, only 

sixty-three images contained the diagnosis from a physician, the rest of the images were 

pigmented patterns of skin, such as moles. For the later optimization process, which will be 

discussed thoroughly in Chapter 3, the images were grouped into three categories: non-invasion 

patterns (labeled as non-invasion), early sign of a possible melanoma (labeled as early-sign), and 

melanoma (labeled as melanoma) [46], [102]. Melanoma refers to the type of skin lesion that has 

developed into the late stage of cancer. The early-sign group indicates the group of lesions with 

signs that there is a chance for them to develop into skin cancer. The non-invasion group 

indicates that there is no sign for invasion developed and that they likely are no harm or threat to 
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the owner. Note that in the pilot study the stimuli were presented ungrouped and the color 

images were printed on A4 sized white paper. Twenty-five images were printed per sheet of 

paper. Each participant evaluated about four pages as to the perceived color variation in each 

image and gave the evaluations on a separate sheet. Each image of each survey sheet was 

numbered and participants rated the color variation accordingly. 

(a)                (b) 

 

Figure 1 Sample stimuli used in the human color variation judgment study where Figure 1.a. 
represents a regular mole and Figure 1.b. a melanoma type skin lesion. Note that                              

both pigmentations seem to be similar but Figure 1.b contains a higher color                                 
variation in a clinical view. 

 

2.3.3 Design and Procedure 

Most human color perception experiments have been done in the laboratory with a 

specific viewing time constraint, usually as short as a hundred milliseconds, due to various 

hypothesis-testing reasons. This is the case, in particular when the research interest is geared 

towards understanding the interaction between luminance and color interactions [21] in the 

visual perception system. In real life, however, even if the observer’s viewing time is longer than 

under laboratory control, we are still able to maintain our color constancy to some degree. King 

[48] suggested that a moderate viewing time could improve the rate of discrimination of the 

targets. Hence, the duration of the experiment performed here was selected to be not too short. 
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On the other hand, it was also not too long in order to prevent people from either underrating or 

overrating the color variations. The whole experiment lasted for about 10 to 15 minutes 

depending on individual needs. The task of the experiment was to evaluate the color variation 

where the response to each image was discretized to a three-point scale (low, medium or high). 

In addition, the instructions stated not to pay attention to the parts of the image that did not 

belong to lesions, such as hair and lighting conditions. Each participant, including pre-screen 

participants, received a consent form to inform them of their rights as a participant in the 

experiment and signed consent forms were collected. A brief debriefing session was provided 

after the experiment.    

Although the survey responses could be scaled to a hundred-point scale, previous expert 

and decision making studies (e.g. [3], [10] ) indicate that humans, even experts, tend to make a 

rough decision even when many variables are presented. In other words, humans judge the 

information base on rank order instead of precise numbers. Therefore, instead of showing a scale 

of 1 to 100, the survey only obtained a 4-point scale: none, low, median and large as a typical 

decision making scale. However, since there were no images in the set that could have warranted 

a choice of no variation, the survey was designed as a 3-point scale. To analyze the results, color 

space model transformations were using color conversion functions from the Matlab image 

processing toolbox. For the transformation formulas, please refer to Appendix A.  

2.4 Results 

 A correlation test was applied in order to measure the strength of the associations 

between human evaluations and metrics (mean or standard deviation) of various color space 

dimensions. Since there was no assumption that the population of the images was from a normal 
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(Gaussian) distribution, and because the sample size was small (n=3), a nonparametric 

coefficient correlation test, Spearman’s rank correlation was used. Spearman’s rank correlation 

coefficient ‘r’ was proposed by Spearman in 1904 as a measure of linear association and defined 

as follows:  

∑ −
−=

)'1(
61' 2

2

NN
dr where d is the difference of the corresponding variables 

 , and N is the sample size  

A dummy code of 1, 2, or 3 was applied to encode the rank order of low, medium or 

high, respectively. Table 1 shows the results of Spearman’s rank correlation coefficient 

association strength between the standard deviation and the mean values of RGB color space 

model and the color variance evaluations obtained from the experts and novices. ** indicates that 

the p value is less than 0.01, and * indicates that the p value is less than 0.05.  

 As Table1 shows, Spearman’s rank correlation coefficient shows overall significant 

associations between experts’ color variation judgment and standard deviation of RGB color 

dimensions, but not each dimension is significantly correlated with every expert’s color variation 

judgment. Only the standard deviation of the R dimension is significantly correlated for all 

experts. The correlation coefficient is significant between two novices’ color variation judgment 

and standard deviation of RGB color dimensions, and one novice’s color variation judgment 

does not show significant association with any RGB color dimensions.  

The correlation coefficient showed no significant association between experts’ color 

variation judgment and the mean of RGB color dimensions. However, the correlation coefficient 

showed significant association between novice 2 (N2)’s color variation judgment and the mean 
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of the B color dimension, and between novice 3 (N3)’s color variation judgment and the mean of 

the G color dimension.  

The results in the RGB model, fit the expectation involving expert and novice color 

variation judgments, where experts had no correlation with the mean color value but with the 

standard deviation value. Novices either had no correlation to any one of factors or had 

correlations to both the mean and the standard deviation. For the rest of the conventional color 

space models, however, none of the results fit the expectation as well as for the RGB model. 

Please refer to Appendix C for details. 

Table 1 Spearman’s rank correlation coefficient test on the association strength between the 
standard deviation, the mean values of the RGB color space model, and the color variance 

evaluations obtained from the experts and novices
Color Variation (STD) Color Centroid (Mean)

R G B R G B
Expert     

E1 .421(**) .315(**) .149 .109 .175 -.012

E2 .350(**) .143 -.026 -.069 -.002 -.194

E3 .738(**) .438(**) .346(**) -.101 .038 -.178

Novice       
N1 -.106 -.013 -.100 .020 .067 .075

N2 .788(**) .484(**) .320(**) -.159 -.010 -.229(*)

N3 .518(**) .534(**) .453(**) .215 .356(**) .208

** indicates p<0.01, *indicates p<0.05 
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2.5 Discussion 

The experiment divided the color variation of the skin lesion into high, medium and low 

with respect to experts’ and novices’ judgments. The RGB model showed a pattern that fit the 

expectation that experts used fewer rules to achieve the judgments and in particular that it was 

more closely aligned with objective color variation. The results of the study also showed that 

color judgments among individuals were not uniform, which confirmed other color perception 

studies in psychophysics [50].  

This study did not show the quantitative difference of the sensitivity between experts and 

novices to particular color stimuli (skin lesions) and the correlation test was weak to conclude 

whether the color variation sensitivity shifts due to the stimuli. Chapter 3 develops a process that 

was able to differentiate the color variation sensitivity between the experts and novices to 

evaluate if this difference could be correlated to the measurements used in the diagnosis making 

tasks that the expert performs.  
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CHAPTER III 

OPTIMIZATION PROCESS 

 Human color variation judgments in the pilot study showed that the experts’ 

judgments correlated with color variations in RGB color space in general. However, the 

correlation study did not answer what the color variation sensitivity function of the 

expert was and whether it directly reflected sensitivities based on the diagnosis ability 

of pathological differences or not. One way to determine an expert’s sensitivity is to 

change the color dimensions in the color space and observe how well the behavior data 

from color variation judgments correlate with it. The typical ways of determining those 

parameters in the past were either to directly apply the parametric dimension in the 

color spaces that was claimed to be closest to the human perceptual color space, or to 

start from a set of equal parameters and then to apply other classifies functions such as 

clustering techniques to group the values according to the color representation (e.g. 

[103]). In general, human evaluation was then the last stage in order to be used to 

validate the outcome that the computer generated. The human judgment could here be 

artificially biased since the set of stimuli had been automatically determined by the 

computer. For instance, in Celebi et. al. [13] human experts validated images that 

contained color segmentation generated from various algorithms by responding how

close to the experts’ ideal color segmentations the results were. The pattern, however, 
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was not the same as the pattern by which the experts thought the segmentation should 

have been generated.  

One way to find a generic pattern is to apply an optimization process to classify 

the behavior data. This method has been applied in the biomedical engineering field 

(e.g. [27]), where the research applies an optimization function to classify the sequential 

signal wave generated from a cell reacting to an electrode (the stimuli). A similar 

approach was adopted in this project where the optimization process is based on the 

color variation judgments for the particular stimuli (skin lesions). 

 

(a)                       (b)                       (c) 
 

Figure 2  Sample images of examples of the three image groups: (a) non-invasion  (b) 
early sign (c) melanoma 

 
To determine the optimized parameters of a color transformation function that 

presents the strongest shift in color variation sensitivity between experts and novices, an 

optimization process was implemented, and the details of this process are discussed 

later in this chapter. The images were grouped into three diagnosis groups [42], [46], 

[77], [85] to evaluate the final results of the optimization process [7]. Figure 2 shows 

example images of three target groups which represented non-invasion, early sign of 

invasive lesion, and final state of melanoma, based on the clinical diagnosis that labeled 
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the image [42], [46], [77], [85]. Non-invasion in general means a normal pigmentation 

and contains no information of abnormal cell growth activity. Early sign denotes that 

the appearance of the skin lesion may contain some suspicious and abnormal patterns 

that indicating the possible progression towards skin cancer such as melanoma [46]. 

Those lesions, however, required further examination to exclude or include the 

possibility of cancer development. The melanoma type images indicated the images 

contain the lesions that have reached the final stage of melanoma development; and 

intensive medical intervention is usually required at this stage to observe and prevent 

the abnormal cells from invading neighboring tissues or even organs.  

A complete diagram of the optimization process is shown in Figures 3, 4 and 5. 

The whole optimization process includes optimizing the color transformation to 

determine the strongest parameters for a color variation sensitivity function, color 

retransformation with the optimized parameters, and a validation process. 

3.1 Finding a Color Validation Model for Novice to Expert Color Sensitivity Shift 

3.1.1 Color Variation Measurement and Color Space Transformation  

 The first step of the optimization process is to assign a set of arbitrary 

parameters for parametric color dimensions in RGB color space. Figure 3 shows the 

component that calculates a value of color variation for a given lesion image by 

applying a parametric color transformation, followed by a variation metric. This 

component is central to the initial optimization and is also applied with the optimized 
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parameters to the determination of potential diagnosis rules and in the validation 

process.  

 
Figure 3  The color variation calculation using a parametric color transformation 

process and a selectable variation metric 

 

A color image of size M x N is defined in terms of three sequential elements 

r(m, n), 1≤ m ≤M; 1≤ n ≤ N

g(m, n), 1≤ m ≤M; 1≤ n ≤ N

b(m, n), 1≤ m ≤M; 1≤ n ≤ N

color space transformation  

variation calculation 

Color Variation Calculation 

color space 
parameters 

color variation value 

variation 
metrics 

image 
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where each element represents with the R, G and B component at location (m, n) in the 

image. In the images, each individual color component was presented using 8-bits and 

thus each element was an integer between 0 and 255 which was then normalized to a 

value between 0 and 1. The pilot study and the experiments modified the images to be 

of size 1 x 1 inch with a resolution of 72 x 72 pixels. In human perception, the variation 

of the chromatic information may follow a linear relationship as suggested in human 

color studies [43]. Hence, a linear function for transforming the RGB color space was 

adopted for the purpose of changing the selected color dimension: 

cba
nmbcnmgbnmranmi

++
++

=
),(*),(*),(*),(

where r, g, b, stand for the base colors in the RGB model normalized between 0 

and 1. a, b, and c, stand for the transformation parameters that ranged from 0 to 10 in 

increments of 0.1. i represents the color transformed intensity image. The process 

generates a color value for each pixel as a function of the image and the parameters. 

The color variation in the given color dimension is then calculated using a variation 

metric. Metrics used here were the mean, standard deviation, and the expected value of 

the spatial frequency. The reason for the spatial frequency in addition to the other 

metrics was that the sensitivity to texture information might be an important factor in 

color variation judgment. To be able to evaluate texture in this component, it was 

represented as a summarized representation of the spatial frequency domain. To 

determine this spatial frequency metric, we employed a two-dimensional discrete 

Fourier transformation. In order to summarize the transformed spectrum of each image 
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into a single value that could be correlated to the data point of the human judgment, the 

expected value of the spatial frequency was computed as follows. A two-dimensional 

discrete Fourier transformation calculated the amplitude A(m, n) for spatial frequency 

components with horizontal index (m) and vertical index (n), where the horizontal 

frequency is (π* i)/ m and the vertical frequency is ( π* i )/ n. Because amplitudes are 

symmetric around π and A(π, k) = A(-π, k), only spatial frequencies between 0 and π are 

used. By using these horizontal and vertical components a spatial frequency index, f, 

can be computed as   

22),( nmnmf +=

and its expected value is given by 
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E(f) is here the expected value of spatial frequency index and serve to generate a 

single value for the correlation computation.  

3.1.2 Color Variation Measure Optimization  

As shown in Figure 4, the set of variation metrics introduced in the previous 

section were used to compute a variation value for each image and the resulting values 

were correlated using Spearman’s correlation with each participant’s color variation 
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rank-order judgment.  The transformation was enclosed in an optimization function 

[41], [51] using a simplex approach in an n-dimensional space characterized by n+1 

distinct vectors. In each search step, the optimization function generates a new point of 

parameter vector in or near the current simplex and the function value at the new point 

is compared with the previous values. This step is repeated until the diameter of the 

simplex is less than a local minimum near the vector.  

The differences between experts’ and novices’ color variation sensitivity were 

calculated as the difference between the average correlation value of the experts and the 

average correlation value of the novices.  
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Figure 4 The optimization process for finding optimized color transformation 
parameters 

 

images 

correlation 

average(corr(expert)) -
average(corr(novice)) 

optimized parameters

color space 
optimization 

human variation 
judgments 

Color Variation Calculation 

Optimization 
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3.2 Diagnosis Function and Validation  

Once the optimized parameters were generated, the parameters were used in the 

color variation calculation with the same set of images to determine and validate 

potential diagnostic rules as shown in Figure 5.  

 

Figure 5 The complete optimization process 

 

3.2.1 Diagnosis Function 

The process used to find a potential diagnosis functions list generated a set of 

color variation values for the optimized color dimension and then a discriminant 

analysis was applied to these values to test if they identified significant differences 

between skin lesion groups. The discriminant analysis is a statistical analysis method 

that shows how far groups are apart in terms of the given measure [58], [95].  m groups 

here can be represented as a+b1* X1+ b2* X2+…+ bm*Xm, where a is a constant,  

images 

discriminant 
analysis

diagnostic 
rule 

no

no yes 

 a new set of images 

yes 
discriminant 
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Color Variation 
Calculation
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Color Variation 
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X1, X2, …, Xm are the numeric group labels, and b1, b2, …, bm are the correlation 

coefficient values, the standard beta value. Discriminant analysis uses the beta values to 

compute the canonical correlations. The main use of discriminant analysis is to predict 

group membership from a set of predictors. Accordingly, an attempt is made to 

delineate based upon maximizing between-group variance while minimizing within-

group variance. The Wilks' Lambda is used to reflect variable’s importance. The smaller 

the Wilks' Lambda, the more important the variable is. Therefore, the smallest Wilks' 

Lambda and the greatest significance relate to the most important variable. In general, 

canonical correlations of magnitude R ≥ .30 may become statistically significant. In this 

application, m is 3, and based on the original diagnosis, the images were sorted into 

non-invasion, early sign and melanoma. Based on the canonical correlation value, 

Wilks’ Lambda test was applied to test the significance of the difference between these 

groups. As part of this process, it is required to assign numeric group label, in order to 

calculate how the clusters for each group can be differentiated and if they are 

significantly different from each other. In this case, non-invasion images were identified 

as group 1, early-sign as group 2, and melanoma as group 3. Since a color variation 

value corresponded to each image, the significance test determined whether the 

optimized parameters, found by determining the transformation that maximized the 

transformed the maximum difference between experts and novices in terms of their 

color variation judgments, allowed to differentiate between non-invasion lesions, 

possible early–sign of invasion, and melanoma images.   
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3.2.2 Validation Process 

In order to verify that the function could serve to aid in the diagnosis of the lesion 

types, as shown in Figure 5, the validation process was the next step, once the 

significant values were found in the discriminant process. Here, six images per group 

were assigned which were not evaluated in the pilot study before. However, due to the 

shortage of early sign images, only the non-invasion and the melanoma groups were 

available as validation targets. The same discriminant analysis was then applied. Once a 

significant difference was shown, the process could stop as a set of optimized 

parameters and a significant diagnostic rule was found. However, due to the explorative 

interest, the whole optimization process may restart to search for more potential 

solutions (functions) as the goal stated.  

3.3 Experiment 

 To implement the complete optimization process, parameters of the color 

transformation were initially assigned randomly, ranging from 0 to 10 in increments of 

0.1. The optimized parameters for the color variation measurement, including a color 

variation metric, were then calculated to optimize the difference between the correlation 

between the calculated color variations and the color variation judgments of experts and 

novices based on the assigned parameters. The optimized parameters and the same color 

variation calculation process was then used to generate a set of color variation values 

from the new color space and these values were applied to the discriminant analysis to 

test the significance of their ability to differentiate between skin lesions groups. Once 

significant values were found, meaning that the canonical correlation was high and 
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Wilks’ Lambda test showed that p was smaller than chance at a level of 0.05, meaning 

that it was unlikely that it could have been caused by chance, the validation process was 

performed. The validation process was similar to the process applied in the previous 

discriminant analysis except that it used a set of images that were not evaluated in the 

pilot study. This discriminant analysis was used to confirm that the color transformation 

function with optimized parameters was able to generalize the outcome to images that 

were not included in the group that produced optimized parameters. Once a significant 

difference was shown, the process could stop as a set of optimized parameters and a 

potential diagnostic rule was found.   

3.4 Results and Discussions 

The process revealed two functions that significantly differentiated skin lesion 

groups. The highest was the primary color R in RGB color space. The second was 

reached from the initial parameter set a=1.0, b=0.1, c=0.5 as a set of optimized 

parameters 1.632, 0.099, 0.357 in the linear function.  

Visualization graphs showing centroids of the groups were used to report the 

distance between groups and Figures 6 and 7 presented how far the used variation 

measures allowed those grouped to be moved visually apart from each other.  

R, with the standard deviation as metric, was significant, where the optimized 

parameters were equal to 1, 0, 0, resulting in a canonical correlation of 0.530, and a 

Wilks’ lambda of 0.730 (p<0.001). Further comparisons showed that the melanoma 

group was significantly different (centroid= 1.016) from the non invasion group 

(centroid=-0.372, p<0.001), and from the early-sign group (centroid=-0.323, p<0.01). 
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Please refer to Figure 6 for the distribution of cluster centroids. There was no significant 

differentiation between the non-invasion group and the early sign group with a 

canonical correlation of 0.010 (p=0.949). The validation process showed that the non-

invasion (centroid=-0.690) and melanoma (centroid=0.690) groups were different with 

a canonical correlation of 0.603 and Wilks’ Lambda of 0.636 (p<0.05).  
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(b) 

Figure 6 The results of discriminant analysis with the color transformation function, i=
R. (a) shows the cluster centers (b) shows the cluster centers for the new     

validation image set 
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The linear function with parameters a=1.632, b=0.099, c=0.357, and using 

standard deviation as the validation metric resulted in a canonical correlation of 0.491 

and Wilks’ lambda of  0.759 ( p<0.001). A further comparison showed that melanoma 

was significantly (centroid= 0.950) different from the non-invasion group (centroid=-

0.362, p<0.001) and the early-sign group (centroid=-0.279, p<0.01). Please refer to 

Figure 7 for the distribution of cluster centroids. There was no significant differentiation 

between the non-invasion group and the early-sign group (canonical correlation=0.047, 

p=0.749). The validation process showed that color variation values were different 

between the non-invasion (centroid=-0.661) and the melanoma (centroid=0.661) groups 

with a canonical correlation of 0.587 and Wilks’ lambda of 0.656 ( p<0.05). There was 

no significant difference in mean or expected value of spatial frequency for both 

functions.  
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Figure 7 The results of discriminant analysis with the optimized parameters 
a=1.632, b=0.099, c=0.357. (a) shows the cluster centers (b) shows the cluster centers 

for the new validation image set 
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In general, none of the optimized parameter sets for the mean or the expected 

value of spatial frequency metrics, resulted in rules with significant discrimination 

results.  The highest canonical correlation values using the mean metric (canonical 

correlation = 0.237, p = 0.177) was found for the function with parameters 1, 0, 0. For 

the expected value of spatial frequency metric, the highest canonical correlation value 

(canonical correlation =0.264, p=0.114) was found for the function with parameters 1.0, 

0, 1.0. No further function was found even in G and B alone. As Table 2 shows, the 

analysis of the results showed that the optimization process can differentiate the non-

invasion from the melanoma group. The results implied that sensitivity to the variation 

of the R value could be one of the important diagnosis indices for experts and the results 

did not confirm the suggestions [40] that the G and B components differentiated the 

type of lesion but not the R value. However, this could be partially due to the limited 

diversity of early sign images where sample sizes were fairly small for each category.  

 Table 2 Comparisons of the results and selected common parameters in other 
color functions with the standard deviation metric 

Studies Functions Canonical 
Correlation 

p-value 

optimized 
parameters 0.00.00.1

*0.0*0.0*0.1
++
++ BGR

0.53 <0.001 

optimized 
parameters 36.009.063.1

*36.0*09.0*63.1
++
++ BGR

0.491 <0.001 

Tseng, et al. (1992) 0.607R+0.174G+0.201B 0.210 0.079 

Celebi et al. (2005) 1/3(R+G+B) 0.148 0.510 

Round et. al. (1997) 1/2(2G-R-B) 0.010 0.949 
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As shown in Table 2, the results did not show any significant discrimination 

capability in the context of the standard deviations as a variation measure, when equally 

weighting the components of the RGB color space as some human perception based 

applications suggested. For instance, 1/3(R+G+B) (canonical correlation, as an 

abbreviation c.c., = 0.148, p = 0.510) in the study of Celebi, et. al. [13], and 

r=R/(R+G+B); g=G/(R+G+B); b=B/(R+G+B) in the study of Umbaugh et. al. [90]. The 

parameter values were not close to the ones that some color applications suggested. For 

instance, the study of Tseng et. al. [89] applied the xyz model with the parameters as 

follows: 0.607R+0.174G+0.201B (c.c.=0.210, p=0.079); 0.299R+0.587G+0.114B (c.c. 

= 0.099, p = 0.506); 0.000R+0.066G+1.117B (c.c.= 0.047, p=0.749). 

The optimized parameter set (1.63, 0.09, 0.36) is close to the parameter of x in 

the CIExyz color space model except that the parameter for G in the optimized model 

was lower ( b/(a + b+ c)=0.05 ) and the value for R was correspondingly larger. 

However, the x dimension in the CIExyz performed significantly worse in the 

discrimination test. Similarly, the results were not close for the transformation function 

that the study in Round et. al. [76] suggested, (R-B) (c.c.=0.135, p= 0.577) or 1/2 (2G-

R-B)  (c.c.= 0.010, p= 0.949). 

To show a visual comparison, the RGB values of two sample images were 

transformed with the optimized parameters and converted into gray scale with 

Photoshop 5.0’s default grayscale conversion routine. For comparison purpose, two 

typical parameter sets from past color transformations were also used. 
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Melanoma  
original  Celebi et al. (2005) Tseng, et al. (1992) optimized parameters 

N/A (0.5, 0.5, 0.5) (0.6, 0.17, 0.21) (1.6, 0.1, 0.36) (1, 0, 0) 
 

N/A c.c.=0.148 c.c.=0.210 c.c.=0.491 c.c.=0.53 
 

N/A (0.5, 0.5, 0.5) (0.6, 0.17, 0.21) (1.6, 0.1, 0.36) (1, 0, 0) 
original Celebi et al. (2005) Tseng, et al. (1992) optimized parameters 

Non-invasion 

Figure 8 General comparisons of color transformation with typical methods and the 
optimized parameters in this study on both non-invasion lesions (bottom) and 

melanoma lesions (top). The values within the parentheses ( ) indicate the parameter 
values, ‘c.c.’ indicates the canonical correlation of the discriminant analysis where 
higher value indicates a better discriminant between non-invasion and melanoma 
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CHAPTER IV 

CONCLUSIONS AND FUTURE WORK  

This thesis showed that, without explicitly requiring experts to provide a 

diagnosis, the proposed optimization was capable of estimating a color sensitivity 

function based on the differences of experts’ and novices’ color variation judgment that 

was able to differentiate skin lesion types. A similar process can be expected to apply to 

help other expert-novice studies.   

The color space correlation tests implied that human expert perception judgment 

would not utilize all the feature attributes at once [87]. In our case, expert color 

judgment was related to the color variation in RGB color space. The results showed that 

the strongest color variation sensitivity shift should use the R value as the dimension in 

RGB space. Parameters with (1.63, 0.09, 0.36) as a, b and c in the linear RGB 

transformation showed slightly less significant results compared with the color function 

then with R only. This set of parameters is similar to the x parameter in CIExyz color 

space model where a= 0.607, b= 0.174 and c=0.201. The difference between them was 

that the parameter b value was smaller than in the x parameter of the CIExyz color 

space.  

 However, even the best parameter set only differentiated melanoma from the 

rest. The subtle discrimination between non-invasion and early-sign was not found. This 

might be due to the large diagnosis diversity of the early sign group or due to the fact 
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that melanoma is the dominant factor in the shift which could cause the effect of the 

differences of color variation sensitivity between non-invasion and early-sign groups to 

be dominated (and thus hidden) in the regression test [86]. 

 Several directions could be followed in the future development. First, the 

parameters may be extended as a function. A further computation model could be set to 

examine the potential range of the parameters or the function within it. In addition, 

several applications with direct diagnosis from experts ( [55], [56], [57], [93] ) suggest 

that for the purpose of categorization in detail, other knowledge rules are needed, such 

as size, symmetry and changes in lesion over time.  The future direction of this project 

should extend to study how to combine higher decision making rules such as pain or the 

distribution of lesions for further diagnosis. Further, more precise control through an 

image registration technique is needed in order to ensure the quality of images and to 

reduce noise (e.g. [75]). Also, larger data sets should be included in future studies in 

order to examine the reliability of the process.  Finally, it may be interesting to know 

how the color variation sensitivity changes through the growth of the lesion.  
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APPENDIX A

COLOR SPACE CONVERSIONS 
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Color Space Conversions 
 

HSL 
Based on the RGB color space, Max is the greatest of the (R, G, B) values, and 

Min is equal to the smallest of those values. The formula can be written as:  
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H is the same as for HSL. L and V, however, are different.  
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CIExyz 
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Mathematically, x and y are projective coordinates 

x =
ZYX

X
++

;

y =
ZYX

Y
++

,

where X, Y, Z are the parameters of CIExyz 
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X

CIELab 
 
Mathematically, parameters L, a, and b are converted from parameters of CIExyz model 
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where Xn, Yn, Zn are referred to the white point meaning the number that produces 

white color.  

 
CIELuv 

 
Mathematically, parameters L, u, and v are converted from parameters of CIExyz model 

L = 116( Y / Yn ) 1/3- 16; u = 13L (u’ – un’); v = 13L (v’- vn’) 
 

where Xn, Yn, Zn are referred to the white point meaning the number that produces 

white color. The quantities un’ and vn’ refer to the reference white point or the light 

source. (For example, for the 2° observer and illuminant C, un’= 0.2009, vn’ = 0.4610.) 

Equations for u' and v' are given below: 

 u’ = 4X / (X +15Y + 3Z );  v’ = 9Y / ( X + 15Y + 3Z ) 

 
CIELch 
 
Mathematically, parameters L, c, and h are converted from parameters of CIExyz model 

 C = ( a2 + b2 ) 1/2 

H = 0, if a = 0; H = ( arctan ( ( b ) / ( a ) ) + k * π / 2 ) / ( 2 * π ) if a ≠ 0

where








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APPENDIX  B 
 

IMAGE DIAGONOSES 
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a. The Diagnoses on the Images Used in the Study and Optimization   

Non-invasion # of 
images

Early-sign # of 
images

Melanoma # of 
images

Irritated Junctional N 
 

2 Cmpd Dysplastic N 
 

5 Melanoma 
 

16 

Junctional N 4 Compound N with mild 
dysplasia 

3

Compound N 
 

5 Junctional Dyspl N 2   

Intradermal N & 
Lentigo Simplex 

 

2 Dysplastic N 4   

Intradermal N 
 

3 Dysplastic Compound N 1   

Junctional N 
w/lentiginous 

features 
 

1 Cmpd N w/ architectural 
atypia 

2

Cmpd w/ lentiginous 
features 

 

1 Dyspl N w/ Moderate Dyspl 1   

Benign Lentigo 2 Lentigenous Melanocytic 
hyperplasia w/ mild atypia 

 

2

Capillary 
Hemangioma 

1 Lentiginous & Cmpd 
melanocytic dysplasia 

 

1

Keratosis w/ lichenoid 
reaction & pigment 

incontinence 
 

1

Cmpd N w/lentigenous 
melanocytic hyperplasia w/ 

mild atypia 
 

2

Junctional N mild dysplasia 
w/o cytologic atypia 

 

1

Total 22  25  16 

Note that N means Nevi 
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b. Images for the Validating on Process 

Non-invasion # of 
images

Melanoma # of 
images

Intradermal N & Lentigo Simplex 1 Melanoma 6
Compound N 3
Junctional N 2
Total  6 6

Note that melanoma refers to the type of skin lesion that has developed into the 

late stage of cancer. The early- sign group indicates the group of lesions with signs that 

there is a chance for the development into skin cancer. The non-invasion group 

indicates that, no sign of invasion has developed and that they are likely no harm or 

threat to the owner. 
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APPENDIX  C 
 

COLOR SPACE WITH HUMAN JUDGMENT CORRELATION TEST  
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RGB 
 Color Variation (STD) Color Centroid (Mean)

R G B R G B
Expert     

E1 .421(**) .315(**) .149 .109 .175 -.012

E2 .350(**) .143 -.026 -.069 -.002 -.194

E3 .738(**) .438(**) .346(**) -.101 .038 -.178

Novice       
N1 -.106 -.013 -.100 .020 .067 .075

N2 .788(**) .484(**) .320(**) -.159 -.010 -.229(*)

N3 .518(**) .534(**) .453(**) .215 .356(**) .208

CIExyz
Color Variation (STD) Color Centroid (Mean)

X Y Z X Y Z
Expert     

E1 .247(*) .197 .011 .160 .179 .028

E2 -.020 -.074 -.232(*) -.040 -.017 -.174

E3 .256(*) .160 -.051 .004 .034 -.111

Novice       
N1 -.159 -.135 -.188 .049 .058 .071

N2 .254(*) .139 -.092 -.050 -.018 -.168

N3 .414(**) .373(**) .177 .334(**) .364(**) .246(*)

CIExyy’ 
 Color Variation (STD) Color Centroid (Mean)

X Y Y’ X Y Y’ 
Expert     

E1 -.087 .276(*) .197 .022 .389(**) .179

E2 -.086 .212 -.074 .139 .350(**) -.017

E3 -.044 .512(**) .160 -.028 .480(**) .034

Novice       
N1 .057 .091 -.135 -.038 .154 .058

N2 -.029 .621(**) .139 .059 .471(**) -.018

N3 .132 .350(**) .373(**) -.150 .417(**) .364(**)
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CIELab
Color Variation (STD) Color Centroid (Mean)

L A B L A B
Expert     

E1 .363(**) -.095 -.027 .159 -.209 .294(**)

E2 .251(*) -.143 -.120 -.025 -.068 .311(**)

E3 .621(**) -.246(*) .126 -.003 -.360(**) .393(**)

Novice       
N1 -.087 .214 -.138 .069 -.090 .091

N2 .663(**) -.166 .086 -.057 -.299(**) .397(**)

N3 .532(**) .058 .257(*) .341(**) -.405(**) .282(*)

CIELch
Color Variation (STD) Color Centroid (Mean)

L C H L C H
Expert     

E1 .363(**) -.123 -.267(*) .159 -.043 .051

E2 .251(*) -.217(*) -.381(**) -.025 .052 -.107

E3 .621(**) -.070 -.343(**) -.003 -.255(*) -.120

Novice       
N1 -.087 .011 -.119 .069 -.025 .110

N2 .663(**) -.094 -.271(*) -.057 -.154 -.069

N3 .532(**) .212 -.219(*) .341(**) -.232(*) .001

CIELuv 
 Color Variation (STD) Color Centroid (Mean)

U V L U V L
Expert     

E1 -.083 -.105 .202 -.106 .339(**) .126

E2 -.092 -.148 -.068 .036 .358(**) -.029

E3 -.195 .302(**) .167 -.201 .473(**) .026

Novice       
N1 .144 -.223(*) -.135 -.089 .104 .062

N2 -.117 .226(*) .144 -.107 .465(**) -.029

N3 .084 .242(*) .368(**) -.290(**) .321(**) .395(**)
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HSV 
 Color Variation (STD) Color Centroid (Mean)

H S V H S V
Expert     

E1 .142 .401(**) .414(**) .023 .306(**) .114

E2 .223(*) .456(**) .342(**) .101 .107 -.067

E3 .037 .569(**) .737(**) -.068 .497(**) -.096

Novice       
N1 -.102 -.025 -.117 -.033 -.013 .024

N2 .119 .588(**) .786(**) .074 .542(**) -.156

N3 .031 .131 .510(**) .038 .530(**) .218(*)

HSL 
 Color Variation (STD) Color Centroid (Mean)

H S L H S L
Expert     

E1 .142 .401(**) .181 .023 .306(**) -.100

E2 .223(*) .456(**) -.002 .101 .107 -.263(*)

E3 .037 .569(**) .284(**) -.068 .497(**) -.193

Novice       
N1 -.102 -.025 -.051 -.033 -.013 .070

N2 .119 .588(**) .258(*) .074 .542(**) -.234(*)

N3 .031 .131 .269(*) .038 .530(**) .225(*)

**. Correlation is significant at the 0.01 level (2-tailed). 

 *.  Correlation is significant at the 0.05 level (2-tailed). 
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