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ABSTRACT 

 

METHODOLOGY TO FORECAST PRODUCT RETURNS 

FOR THE CONSUMER ELECTRONICS INDUSTRY  

 

 

 

Amit Potdar, Ph.D. 

 

The University of Texas at Arlington, 2009 

 

Supervising Professor K. J. Rogers 

Reverse logistics has gained much attention in recent years. It is becoming a 

value added area of a supply chain network day by day. For enterprises, it has therefore 

become essential to manage the reverse flow of materials in an efficient way to gain 

competitive advantage. One important aspect of reverse logistics is to have a correct and 

timely estimation of the reverse flow of materials. Improved forecast accuracy leads to a 

better decision making in strategic, tactical and operational areas of an organization. 

Intrinsic (time series) and extrinsic (causal) forecasting are some of the well known and 

frequently used forecasting techniques.   
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Very little research has been done about the forecasting aspect of reverse 

logistics. The initial research that has been carried out in this area was very naive. It 

used the basic method of probability by proportions of cumulative returns to cumulative 

sales. For higher forecast accuracy, more robust method is required. The purpose of this 

research is to develop the methodology that can be used for forecasting product returns. 

This methodology is developed for the consumer electronics industry. 

The methodology in this research is based on return reason codes (RC). The 

reason code based forecasting is a unique part of this research. The incoming returns are 

split into different categories using reason codes. These reason codes are further 

analyzed to forecast product returns. The computation part of this model uses a 

combination of two approaches namely extreme point approach and central tendency 

approach. Both the approaches are used separately for separate types of reason codes, 

and then results are added together. The extreme point approach is based on data 

envelopment analysis (DEA) as a first step combined with linear regression, while the 

central tendency approach uses a moving average. DEA is a non-parametric tool that is 

used to analyze performance indices. For certain types of returns, DEA evaluates 

relative ranks of products using ‘single input and multiple outputs’ model. Once this is 

completed, linear regression defines a correlation between relative ranks (predictor 

variable) and return quantities (response variable). For the remaining types of returns, 

we use a moving average of percent returns to estimate the central tendency. Thus, by 

combining two approaches for different types of returns, we have developed the model 

that can be used to forecast product returns for the consumer electronics industry.  
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CHAPTER 1 

INTRODUCTION 

 

1.1 Overview 

Reverse logistics plays the important role in a supply chain network of an 

organization. Nowadays, it is getting as much attention as it is given to the forward 

logistics. As a matter of fact, it is becoming a value added area of supply chain day by 

day. For enterprises, it has therefore become essential to manage the reverse flow of 

materials in an efficient way to gain competitive advantage (Meyer 1999). According to 

Andel (Andel 1997), for organizations it is a second chance to profit. One important 

aspect of reverse logistics is to have a correct and timely estimation of the reverse flow 

of the materials. Time series (intrinsic) and causal (extrinsic) are considered as some of 

the well known methods that are used for forecasting in forward logistics. Same 

techniques can be applied to the estimation of product returns in reverse logistics. The 

purpose of this research is to develop the methodology for forecasting product returns. 

The methodology is designed for the consumer electronics industry. It is needless to say 

that, increase in forecast accuracy leads to a better decision making in strategic, tactical 

and operational areas of an organization. 

This dissertation is divided into five chapters. In the opening chapter, we will 

discuss the concepts, core processes and performance measures of reverse logistics.  
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We will then look at the workflow of the return process and see why there is a need to 

estimate product returns in the reverse supply chain network. Chapter two will include 

the literature review i.e. research work that has already been done or currently being 

studied by other researchers. In chapter three, we will talk about the methodology that is 

developed in this research for forecasting product returns. Data analysis and results will 

be discussed in chapter four and finally in chapter five, we will have concluding 

remarks and direction for further research. 

1.2 Background 

1.2.1 Concept of Reverse Logistics 

The council of Logistics Management (CLM) defines the reverse logistics as “a 

process of planning, implementing and controlling raw materials, in process inventory 

and finished goods inventory from the point of consumption to the point of origin.” 

Rogers et al (Rogers 2000) modified this definition as “a process of moving goods from 

their typical final destination for the purpose of capturing the value.” The point of 

consumption or the final destination is typically an end consumer while the point of 

origin is a manufacturer or retailer in most cases. Some of key factors associated with 

reverse logistics are customer dissatisfaction, lost revenue, recovery cost and that makes 

it as an important aspect of a supply chain network. According to Rogers et al (Rogers 

2000), $100 billion worth of goods are returned every year. Also, improperly handled 

returns erode 30-35% of potential profits. The impact by industry in reverse logistics 

varies from industry to industry. The magazine publishing industry is on top of the list 

followed by the book publishing industry. With this kind of magnitude, even the leading 
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edge manufacturers and retailers have identified the importance of reverse logistics. 

According to Caldwell (Caldwell 1999), big companies like General Motors, Sears, 3M 

and handful of online retailers are seeing the clear benefits of reverse logistics. Some 

firms are beginning to benchmark their return operations and include reverse logistics as 

a part of management strategy (Beltran 2002). Two key components in reverse logistics 

i.e. recovery cost and lost revenue are usually not seen, however management 

understands that if they are controlled properly, they would result in the cost recovered 

and revenue. Following table shows some sample returns percentages by various 

industries. 

Table 1.1 Sample Returns Percentage chart 
(Adapted from “Going Backwards: Reverse Logistics Trends and Practices”, Rogers, D. 
et al, 2000) 

Industry Percentage 

Magazine Publishing 50% 

Book Publisher 20-30% 

Book Distributors 10-20% 

Greeting Cards 20-30% 

Catalog Retailers 18-35% 

Electronic Distributors 10-12% 

Computer Manufacturers 10-20% 

CD-ROMs 18-25% 

Printers 4-8% 
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Table 1.1 - Continued 

Mail Order Computer Manufacturers 2-5% 

Mass Merchandisers 4-15% 

Auto Industries (Parts) 4-6% 

Consumer Electronics 4-5% 

Household Chemicals 2-3% 

 

Let us look at a simple scenario in reverse logistics, product return. Every one of 

us, one time or another, has been in a situation where we had to return a product in a 

store for one or more reasons. Most people simply call it a return. Has anyone thought 

about these returns? Where do they go from the store? How do retailers handle them? 

Does it have any value? Twenty years back, no one thought about all of these questions 

neither tried to answer them. However today, not only we know the answers to these 

questions but also we know that industries are trying to manage the entire return process 

efficiently across multiple channels. Getting a product back into supply chain and 

managing the reverse flow of the returned product in an efficient way, has become a 

value added activity. According to De Brito et al (De Brito 2002), managing a flow of 

returned products and the related information from the point of consumption to the 

point of origin is a process. It is called Reverse Logistics Management. This is a 

modified definition of reverse logistics that we have previously seen from Rogers et al 

(Rogers 2000). However, the phrase ‘efficient management of information and material’ 

is a key. To understand reverse logistics better, it is necessary to understand the core 
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processes of reverse logistics. Typical stops in the journey of product returns are end 

consumers, retailers, distribution centers and manufacturers. In the next section, we will 

look at the core processes that are associated with reverse logistics. We will also see 

how the processes in reverse logistics are classified from the point of consumption to 

the point of origin. It all starts from an unhappy customer. 

1.2.2 Core Processes of Reverse Logistics 

In this section, we will discuss the core processes in reverse logistics network at 

high level. We know from the previous discussion that, high magnitude of the returns 

could consume extra labor, extra space, extra time and additional cost to retailers or 

manufacturers. If you have visited a large retailer after Christmas or holiday season, you 

would understand the complexity when retailers have to deal with receiving items, 

refund process, possibility of fraud just to name a few. The pile of return items is sitting 

in the store somewhere in the customer service area, waiting to begin their journey 

inside the reverse logistics channel. Once the product is returned, the retailer or 

manufacturer has to make the decision whether to make it as a part of forward logistics 

(by selling as refurbished or use in parts) or not to make it as a part of forward logistics 

(by making it as a scarp). By not making correct decision, retailers or manufacturers 

could be at risk of improper handling of this valuable inventory and losing revenue. 

Even though process is reversed, the goals are same as of those in forward logistics 

namely time, labor, space and cost efficiency. At the same time, complexity in the 

process is much higher in case of reverse logistics. As per the study carried out by 
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Daugherty et al (Daugherty 2005), to maintain the competitive advantage, organization 

should make the reverse logistics management as a value added activity. 

Let us discuss the core processes in reverse logistics. We will begin with the 

point where the return goods enter the reverse logistics channel. This point typically is a 

customer service area inside a retail store. The following figure shows the core 

processes in the reverse logistics network for the consumer electronics industry.   

Figure 1.1 Core Processes in Reverse Logistics Network 
(Adapted from “Reset: The parts support company” Solution Process) 
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The key players and the core processes in reverse logistics are explained in the 

following section: 

1. End Customer: 

This is a point of consumption in forward supply chain and thus becomes a 

starting point for the return process or reverse supply chain. This player 

represents a typical customer who buys product. 

2. Customer Service:  

An end customer returns a product in the store. The store can be typically 

classified into retail, direct or online store. The customer service is the 

location inside the retail store where the end customer goes to return the 

product. Customer service performs tasks like verification of customer 

status, checking condition of the product, verification of the problem, 

creation of return merchandise authorization (RMA) and issuing credit to the 

customer. 

3. Retailer:  

This is the next stop in the system which is responsible for the managing 

product returns in the supply chain network. The customer service location 

as mentioned above could be a part of the retailer. 

4. Resell or Resend:  

Once the product is received at the retailer’s end, the decision has to be 

made if the product needs to be resold in the store or to be resent to the 

manufacturer. If it is to be reused then it should be resold as a refurbished 
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product. The new packaging is required and price is required to be marked 

down. In some case if minor repairs are required, it is sent to a local repair 

depot owned by retailers. If retailers decide to send it back for major repairs 

or disposal, then it goes to the next player in the network and that is a 

manufacturer or vendor. 

5. Manufacturer / Vendor:  

This is a point of origin in forward supply chain and thus becomes last stop 

for the return process. Once product is reached at this point, Manufacturer / 

Vendor have to make a decision if the product needs to be repaired or used 

in parts or scrapped. 

6. Repair, Reclaim Parts or Scrap:  

Depending on the condition of the product, manufacturer / vendor needs to 

make the decision whether to repair or reclaim or scrap the returned product. 

If the returned product is repairable and sellable, it is repaired and sent back 

to the retailer. This is usually a preferred option. Sometime manufacturers / 

vendors decide to reclaim parts, meaning use some of the reusable parts of 

the product. E.g. in the case of the camera, circuit boards are typically reused 

or in case of the printers, cartridges are reused. The last option is to scrap or 

dispose of the product by sending it to landfill. 

The table below shows some of the facts about reverse logistics. It shows the data about 

the initial value reclaimed, percent of new products returned and cost of reverse 

logistics as a percent of sales. 
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Table 1.2 Reverse Logistics fact sheet 
(Adapted from “Aberdeen group research data”) 

Initial value reclaimed from returned product or parts 64.3% 

Overall Reverse Logistics cost as a percent of sales 9.0% 

New products returned for repair within warranty period 5.7% 

 

The organizations view the entire process from strategic point of view. They 

want to turn this cost into profit (Blanchard 2007). At the same time they want it to be a 

customer friendly process. Organizations also view this process from strategic, tactical 

and operational levels. At the strategic level, organizations make decisions about 

designing the reverse logistics network to minimize the transportation cost, making 

return process customer friendly etc. At the tactical level, decisions regarding 

procurement of reusable parts are made. For example, circuit board inside the camera, 

whether to be purchased or reused. Also, decisions like capacity planning and disposal 

management are made at the tactical level (Toktay 2003). The operational level is where 

production planning, inventory management related decisions are made. For example, if 

a new product is being launched and an old product is being retuned at the same time, 

then how to manage the production and inventory planning. As per Van Hillegersberg et 

al (Van Hillegersberg 2001), same importance needs to be given to reverse logistics as 

it is given to forward logistics as far as planning process is concerned. These days, 

organizations hand over this job to third party vendors who have the specialized skills in 

this area. These third party vendors provide value added services such as end-to-end 

visibility, customized reporting, identifying customer product relationship matrix 



 10

(Richardson 2001). UPS, Genco Distribution System, USF Processor are some of the 

leading third party vendors that provide services in the area of reverse logistics. 

Software tools that are designed as per specific requirements in reverse logistics are also 

easily available these days (Tashman 1991), (Gooley 2001). Other than the software 

tools, some vendors have designs and maintains the reverse logistics network for their 

customers.  

The other important aspect of any supply chain network is performance 

measures or key performance indices. Regardless of what technology organization is 

using, it is important for them to evaluate the overall performance of the reverse 

logistics network. Primarily, the performance indices are defined in terms of time, labor, 

space and cost. In the next section, we are going to see some of the performance 

measures defined for reverse logistics. 

1.3 Performance Measures 

As mentioned previously, even though the process is reversed, goals remain 

same as of those in forward logistics. They are time, labor, space and cost efficiency. In 

this section, we are going to discuss briefly about the key metrics of an organization in 

the area of reverse logistics. We know that, returns can occur any time (Ferguson 2005). 

It is happening every minute every day. The issue is, the process owners are not clearly 

recognized and data is not available easily to measure the performance of key indices. 

Due to this, identifying the performance measures in the reverse logistics channel has 

become difficult.  
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To measure the performance indices, we are going to use few techniques shown 

by Dr. Frazelle (Frazelle 2002). According to him, to understand the performance 

measures we need to understand activity profiles within any given process. Activity 

profiling is a systematic analysis of the activities in a given process. So, let us use the 

activity profiling technique to understand the performance measures in reverse logistics 

network. In the previous section, we saw core processes or activities in reverse logistics. 

The following table shows the activity profiles and profile component in reverse 

logistics channel based on the core processes or activities. 

Table 1.3 Activity Profiling in Reverse Logistics 
(Adapted from “Frazelle, E., “World-Class Warehousing and Material Handling”, 

2002”) 
Process / Activity Key Question Profile 

Customer Return Which product? 

Which customer? 

Item Profile, 

Customer Profile, 

Season Profile 

Verify product 

Verify problem 

Issue Credit 

What is problem? 

Why return? 

Return Reason,  

Supplier Profile 

Repair / Refurbish/ 

Resend 

Refurbish or send 

back to vendor? 

Supplier Profile, 

Return Reason 

Redistribution How to re-label & 

re-package? 

Carrier Profile 

 

The performance measures and activity profiling have a close relationship with 

each other. Every activity in the channel is linked to a performance measure. We need 
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to understand how resources are consumed in terms of labor, space, and material 

handling system when that particular activity is taking place.  

Following tables shows the relationship between the activities and the 

performance measures. In the first column we have listed activities in reverse logistics 

and in rest of the columns we have noted key the performance measures of an 

organization.  

Table 1.4 Performance Measure in Reverse Logistics 
Activity/Measures Financials Productivity Quality Cycle Time Utilization 

Customer Return      

Product Inspection      

Repair / Refurbish    X  

Redistribution X     

 

Financials, productivity, quality, cycle time and utilization are the key metrics in 

any industry. Let us see, how well do they fit in reverse logistics network. Consider the 

intersection of financials measure and redistribution activity. Here we need to ask 

ourselves a question, ‘What is the shipping cost rather reshipping cost?’ Next 

intersection is cycle time and repair / redistribution activity. Here we need to ask 

ourselves a question, ‘How much cycle time is taken to repair or refurbish a product? 

Thus, ‘reshipping cost’ and ‘cycle time to repair a product’ are two performance 

measures evolved during the activity profiling. By using the same logic, one can come 

up with rest of the metrics for reverse logistics channel. The important thing to 

understand here is, in reverse logistics network, organizations are already dealing with 

unhappy customers, lost revenue and the recovery cost.  Thus, every effort to show an 
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improvement in the performance measures is adding a value. The above discussion was 

only intended to get an idea about the performance measures. We will not get into the 

details of performance measure, as it is not the objective of this research. 

1.4 Problem Definition 

So far we have seen what reverse logistics is; why it is a value added 

component; why management views it as a strategic tool. As per the study conducted by 

Reverse Logistics Executive Council (RLEC), 0.5% to 1% of America’s GDP is 

attributed to the cost due to reverse logistics. It is such a big component of supply chain. 

Initial recognition in this area started in the late 90s. And now, day-by-day, industry 

practices are becoming sophisticated. Manufacturers and retailers are starting to 

understand the value of it. They are using end-to-end services from the third party 

vendors to get an edge over their competitors. 

Let us pause for a minute, go back a little and think. Where does this all begin? 

Earlier we said that the point of origin in reverse logistics is an end consumer, when 

he/she brings a product back. Which makes sense, because input to the downstream 

processes is based on “what is coming back, how much is coming back and when is 

coming back”. Meaning, if I am a manufacturer or a retailer and I am selling number of 

products, I would be interested in knowing the following. What are the chances that the 

sold product will be returned, what percentage of it will be retuned and when it will be 

returned. Thus, problem that we are going to solve here is the accurate estimation of the 

returned product. If we are able to estimate this quantity with reasonable accuracy, all 

our downstream processes (strategic, tactical and operational) will be positively 
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impacted. Essentially we are talking about a robust forecasting methodology with a 

better forecast accuracy for product returns. In the next section, we will see why we 

need to forecast product returns. 

1.4.1 Need for forecasting 

In the previous section, we said that a manufacturer or a retailer would be 

interested in knowing that, what are the chances that the sold product will be returned, 

what percentage of it will be retuned and when it will be returned. Before we look at the 

forecasting methods, let us see how much return volume we are talking about.   

The unsold returns, at end of their useful life, turn into waste. All returns need 

not be turned into waste; they may be resold as a refurbished product at reduced price 

before end of life. Waste in the consumer electronics industry is called as E-Waste. 

There are multiple reports available about the quantity of E-waste. According to the US 

Environment Protection Agency (EPA) 2.6 Million Tons of E-Waste generated in 2005 

out of which only 12.6 % was recycled. The E-Waste includes millions of televisions, 

computers, laptops, camcorders etc. by household and also by businesses. If we speak in 

terms of dollars, $ 13.8 Billion worth of E-waste generated by the consumer electronics 

industry in 2007. This is 8 % of their revenue. Meaning, the return rate in the consumer 

electronics industry was nearly 8 % in 2007. In case of some electronics products it is 

observed to be between 11-20 %. This is huge. Now we know that why there is a need 

for accurate information about product returns.  

Let us see, what methods are currently available other than forecasting? There is 

a Delphi method. This is interactive method where a panel of experts come together to 
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answer the questions for likely outcome of the event in multiple sessions. They revise 

their answers after every round of discussion. Final round decides the likely outcome 

(Rowe 1999). There are other versions of Delphi method such as Policy Delphi and 

Argument Delphi. But we feel that, just by looking at the data, facts and argument, it 

may not be possible to achieve a desired level of accuracy.  

Second option is forecasting, either time series or causal. There are certain 

quotes about forecasting. Such as, ‘forecast is always wrong’ or ‘forecast only 

eliminates certain system errors’ or ‘forecasting is science but an art at the same time’. 

According to Samuelson (Samuelson 1996) five out of nine recessions on the Wall 

Street were predicted using forecasting. An accurate and robust forecasting method can 

give optimized results. But at the same time, it is important for any forecast model that 

parameters are chosen correctly (Box and Jenkins, 1976). Now question is causal or 

time series i.e. extrinsic or intrinsic forecasting? Past research by others in this area used 

the time series method of forecasting. We will see the details of those past studies in 

literature review chapter. This research is focused on the forecast model based on return 

reason codes (RC). For computation purpose, we will be using a combination of 

extrinsic (causal) and intrinsic (time series) method. Data envelopment analysis (DEA) 

will also be used as a part of causal forecasting method. 

1.5 Dissertation Purpose 

The purpose of this dissertation is to develop a methodology to forecast product 

returns for the consumer electronic industry using a combined approach of DEA/linear 

regression and a moving average. Typical return time (by which consumer can return 
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the product to receive credit) in the consumer electronic industry is 15-30 days. This 

research primarily targets the products returned within this time period. As per survey 

conducted by Consumer Electronics Association (CEA), most of the product returns are 

observed in the initial period. Some of the other outcomes of this survey are: 

1. The average rate of return in the consumer electronics industry has 

remained more or less constant at 8% 

2. The return reasons have also remained constant in most of the cases, 

for example product did not have required features or it did not work 

right for them etc. 

3. Consumers do visit websites related to the consumer electronics 

products to get familiar with different products and compare various 

products. 

4. Males are more likely to return than females. 

The methodology developed in this research is based on the combination of 

consumer behavior (return reason codes), extreme point approach and central tendency 

approach. It can be helpful for manufacturers and retailers in forecasting product 

returns. With timely and accurate information about product returns available to them, 

we believe that this methodology could be beneficial in building efficient design of 

reverse logistics network. For example, we have seen retailers carrying different 

products from different manufacturers and their prices vary from week to week. Once a 

retailer promotes one product (product A), it can impact not only sales rate of other 

product (product B) but also impact return quantity of the product B sold previously, 
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provided product B is within the timeframe mentioned in the return policy. Retailers can 

estimate product returns (already sold) before they promote the other products. From 

the manufacturer’s point of view, they need to know if competitor’s product is 

impacting the returns of their own product and if they need to take any necessary 

actions. Timely and accurate estimation of return quantities will improve strategic, 

tactical and operational planning within the organization.  

However one may ask a question that, why are we focusing on the consumer 

electronics (CE) industry? What is so unique about it? The Consumer Electronics 

industry is big part of US economy. Consumer Electronics Associations (CEA) has 

mentioned in their recent study that this industry has generated $ 171 Billion in 2007 

which is growth of 6% over its 2006 revenue of $ 161 Billion. The online spending is 

up by 5% from previous year and has a potential to grow more in future years (Oxman 

2007). The table below shows some more facts about the CE industry and how it is 

contributing to US economy. It can be clearly seen that this industry is a big component 

of economy.  

Table 1.5 Consumer Electronics Industry fact sheet 
(Adapted from “Consumer Electronics Association 2008 Report”) 

Revenue 2007 $ 171 Billion 

Growth Rate 6 - 8 % 

Jobs Created / Labor Compensation 4.4 Million / $ 325 Billion 

Tax Payment  $ 145 Billion 

Total Contribution to US economy 4.6 % 
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In addition, the consumer electronics sector offers variety of products from 

televisions to VCRs to DVD players to camcorders to digital cameras to laptops to GPS. 

This industry has shown significant growth in last few years (Smith 2002). Not only it 

has a wide range of the products but also in each category it has a wide selection of 

specifications (Levine 2002). E.g. in a cellular phone category, we can find phones with 

the internet option, camera option, email options etc. The prices also vary from product 

to product and from retailer to retailer. This is typically observed in the consumer 

electronics industry. The other notable part about the consumer electronics industry is 

the product life cycle. It is usually 10-12 months. For most of the products, the product 

life cycle follows a typical path. This path is introduction phase, steady state and end of 

life. The steady state phase is about 80% of product life cycle. That means, during the 

life span of 10-12 months and approx. 80% of the time, products in the similar category 

and similar price range compete with each other.  

Methodology developed in this research is for the consumer electronics industry 

and based on the combination of consumer behavior (return reason codes), extreme 

point approach and central tendency approach. We will discuss the detailed approach 

later in research methodology chapter. In the next chapter (chapter 2), we will look at 

some of the research ideas from the past by various researchers. 
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CHAPTER 2 

LITERATUTRE REVIEW 

 

2.1 Literature on Reverse Logistics 

The initial idea of reverse logistics came forward in 1975. (Guiltinan et al 1975) 

At times, it was either called as reverse channel or reverse flow. Early work by 

Guiltinan and Nwokoye in this area focused on reuse of the goods like returnable bottles 

and set up the recycling centers with the help of manufacturers. The idea was to 

separate recycled materials from total waste using these recycling centers. According to 

them, reverse channel area had future growth. Today we can see that, the field of 

reverse logistics has grown very big and has a potential to grow still further. Later in the 

seventies, Ginter et al (Ginter 1978) carried out a research that also focused on the 

reverse channel, primarily in the municipal waste and waste management.  

In the early eighties, area of reverse channel gained attention from many 

researchers. The research carried out by Lambert (Lambert 1982) was in the area of 

municipal waste management and movement of the waste materials. Christopher Witt 

(Witt 1986) and Murphy et al (Murphy 1989) were among the other researchers. 

Reverse logistics gained major attention in the nineties. In 1992, study by 

Pohlen et al (Pohlen 1992) suggested that the flow of materials in reverse logistics is 

different from the material flow in forward logistics and needs to be studied separately.
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Terrance Pohlen and M. Theodore Farris also suggested that this area is experiencing 

rapid growth and will have significant impact on the efficiency of the processes that 

handles recycled materials. Later in the nineties the council of Logistics Management 

(CLM) defined Reverse Logistics as “process of planning, implementing and 

controlling raw material, in process inventory and finished goods inventory from the 

point of consumption to the point of origin.” Later many researchers modified this 

definition, but the gist remained same. Some researchers addressed reverse logistics as a 

closed loop supply chains. The goal of the closed loop supply chain is to close material 

flow, reduce waste and emission (Krikke et al 2001). Guide et al (Guide et al 2002) 

describe a reverse supply chain as “the series of activities required to retrieve a used 

product from a customer and either dispose of it or reuse it.”  

In the study conducted by Blackburn et al (Blackburn et al 2004), he suggested 

that the design of reverse supply chain should be structured based on the type of product 

returned. As recent as in 2006, the study has been carried out by S. Yellepeddi 

(Yellepeddi 2006) focusing on the performance evaluation of reverse supply chain. Also 

S. Rajagopalan (Rajagopalan 2006) studied efficient design of reverse supply chain. 

Both these studies were carried out for the consumer electronics industry. From the 

industry point of view, economic advantage is the motive whereas from researchers’ 

point of view, efficient design of reverse logistics is the goal. Of course, if the 

researchers’ view is effectively implemented, it can lead to the desired economic 

results.  Earlier in this section we saw many researchers’ referring to reverse logistics as 
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a closed-loop supply chain. In the next section we will see what a closed loop supply 

chain is and the similarities between reverse logistics and a closed loop supply chain. 

2.2 Closed Loop Supply Chain 

In section 1.2.2, we saw the core processes inside reverse logistics network. The 

process starts when an end customer returns a product and it ends when it reaches a 

repair depot (repair or reclaim parts) or landfill (disposal). However when we compare 

reverse logistics with a closed loop supply chain, the picture becomes much broader. 

The process workflow from forward supply chain also should be incorporated. Meaning 

it should start when 1) demand is sensed; 2) demand is planned; 3) demand is fulfilled; 

4) product return; 5) repair or reclaim parts or disposal. Following figure shows the 

closed loop supply chain. 

 

 

Figure 2.1 Closed Loop Supply Chain Network 
(Adapted from “i2 Technologies Industry Solutions”) 
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The above diagram shows that how material flows in a closed loop supply chain 

network. It is developed for the semiconductor industries sector. There are six players in 

the network and they are performing different functions. An electronic Manufacturer 

Services (EMS) is the one who designs, tests, manufacturers, returns/repairs electronic 

components. Goal of EMS is to meet customers’ diversified needs. The semiconductor 

industry understands this demand signal and through the optimized capacity planning 

and production planning, try to meet the promised date. Component manufacturer 

collaborates with their supplier and manage inventory as needed at desired locations. 

Original equipment manufacturer (OEM) is a company that sells the product of other 

company. OEM provides the environment and network to meet this demand with the 

help of third party logistics partner (3PL). The end consumer makes transaction at a 

retail location. The reverse flow starts from end consumer (product return) and flows 

through all these tiers of supply chain. It reaches the final destination, which is either 

repair or reclaim parts at repair deport or disposal in a landfill. It can be clearly seen that 

the process flow in reverse logistics and that in a closed-loop supply chain are quite 

similar including all stops. Also from section 2.1, it can be clearly seen that how the 

concept of reverse logistics was started in the late seventies and developed until now. 

Initially it started with the manufacturer, supplier and customer. Then player like 

3PL/Distributor, OEM, repair depot, customer service center were added one by one 

and a single network of closed loop supply chain was developed. 
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Since the focus of this research is on the forecasting methodology for product 

returns, we will talk more about that. In the next section, we will explore the literature 

that has been studied by various researchers. 

2.3 Evaluation of Current Forecast Models 

In this section, we will discuss the return forecast models that have been studied 

in past. Then we will evaluate them. We have divided this section in two categories. 

The first part discusses the initial research carried out in the area of reverse logistics 

while the second part talks more about focused research in this area. The research study 

discussed in the first part, had their focus more on remanufacturing process. The 

research study discussed in the second part, had their focus more on forecasting models 

as opposed to remanufacturing. In the evaluation part, we will discuss briefly the basic 

methodology used in each forecast model. For the matter of fact there are very few 

examples that site the use of forecasting in reverse logistics channel.  

2.3.1 Initial Research 

The initial research that has been carried out in this area was very naive. It used 

the basic method of probability by proportion of cumulative returns to cumulative sales. 

Meaning, if a retailer sells X units of product over the period of time and Y is average 

of % of the product that comes back as returns, it is assumed assume that Y is 

probability of the product returns for future time bucket. For having higher forecast 

accuracy, we will need a robust method. We know that accurate forecast will lead to a 

better decision making in the strategic, tactical and operational areas of an organization.  



 24

The research carried out by Goh and Varaprasad (Goh & Varaprasad 1986) in 

the mid 80s, was among the initial efforts to study the statistical way of handling 

product returns. The research was carried out for soft drinks reusable containers. They 

used the historical data of four years, analyzed product demand and product returns for 

these products. The product life cycle parameters and basic time series techniques were 

used to develop this methodology. The main focus of this research was to study the 

effectiveness of recycling these containers and spread the cost over the container life 

cycle. This cost was expressed in terms of expected useful life, loss rate etc. The model 

estimated return probability by proportion of total product returns. The effort was 

concentrated towards inventory management and studying effectiveness of the recycling 

process of containers. In the late 80s, Kelle and Silver (Kelle & Silver 1989) carried out 

a research on reusable containers that are typically used in the industry to sell or store 

liquids. In the industry applications where these containers are sold, there is a chance 

that these containers are never returned because of loss or damage. In such cases, new 

containers are required. The research concentrated on forecasting return quantities of 

reusable containers to estimate net demand. Their research used the basic idea from the 

model developed by Goh and Varaprasad. Kelle and Silver used the estimate of return 

proportions for forecasting the demand of reusable containers. Then they calculated 

variability of this demand, which was dependent on various factors. The four different 

scenarios were considered to check the effect of various factors. Method 1 included the 

probability that all containers were returned. Method 2 used the more detailed 

information where each time bucket analyzed separately to find probability of returns in 
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each time bucket. Method 3 was, method 2 plus conditional probabilities between each 

time bucket. Method 4 was method 2 plus aggregated return data. The model used 

probabilities of return events happening in the different time buckets after a product has 

been sold. This research also suggested that the model would behave more accurately if 

additional information about the individual item is available. In 1988, Panniset 

(Panniset 1988) explained importance of remanufacturing and suggested that the 

modifications in MRP systems are required to plan and control remanufacturing. Krupp 

(Krupp 1992) developed the model that suggested role of forecasting in the planning of 

replacement components. Srivastava and Guide (Srivastava & Guide 1997) were among 

the first researchers to introduce the idea of using intrinsic forecasting method (time 

series) for estimation of return quantities and rate of return. They developed a model 

that calculated the product recovery rate. Based on this recovery rate of the product, 

planning capacity is designed. They also showed the relationship between the product 

recovery rate, time for which product is in service and total sales for the product. In this 

research, efforts were concentrated on capacity planning. The forecasting method used 

in this model was based on simple time series methods. Later in 2000, Guide et al 

(Guide 2000) carried out a research on the management of recoverable manufacturing 

systems. Similar to the previous research, this research was also about the 

remanufacturing systems. It reiterated the fact that, the correct estimation of return 

quantity allows manufacturers to use these parts in manufacturing at the same time 

reducing the consumption of new materials. However, the task of estimation of return 

quantity is not easy due to available data and uncertainty of return time.  
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As mentioned previously, all of the above studies focused their efforts more on 

the remanufacturing or reusable systems. Their efforts were concentrated on capacity 

planning or cost effective design for the remanufacturing systems. In the next section, 

we are going to see the focused research in the area of forecasting product returns. 

2.3.2 Focused Approach 

Hess and Mayhew (Hess & Mayhew 1997) are recognized as amongst the first 

few researchers who actually developed a forecast model for estimating product returns. 

The direct marketing model developed by them is different from the traditional 

marketing model. In traditional marketing, buyer gets to see the product before he 

makes the purchasing decision as oppose to the direct marketing where buyer uses a 

medium such as catalog, brochure etc. As a result, there is a higher probability of 

returns as compared to that in the traditional purchasing. James Hess and Glenn 

Mayhew developed a statistical model where direct marketing companies can collect 

data from the returned products and use it to forecast the returns. In the direct 

marketing, data collection would be more accurate as compared to the data collection in 

traditional marketing. The model developed by Hess and Mayhew was called ‘hazard 

rate model’ that showed the effect of product category; price etc. on product returns. 

The two key questions in product returns that need to be answered are, ‘when the 

product will be returned’ (timing of the returns) and ‘what are the chances that the 

product will be returned’ (probability of return). In a simple linear regression method, 

they modeled ‘time to return’ based on the past returns and factors that affects these 

returns. The study showed that, when larger amount of money is at stake (higher price), 
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then consumer is motivated to act more quickly if he wishes to return the product. Using 

the linear regression, it is possible to model the product price v/s product return time, 

and compute the time to return the product (Y) for a given price (X). To answer the 

second question i.e. probability of returns, it can be calculated as a return rate of the 

product. The logit model that considers the effect of different factors (product fit) on 

certain events (product returns), was used to answer this question. In the logit model, 

researchers introduced a variable called ‘product fit’ as a category. They defined 

dummy variable for product fit. It was shown that for some clothing items, product fit 

was unimportant as compared to others. For example, socks vs. suits. Logit model was 

designed to show impact of the product category and product fit on the product returns. 

According to Hess and Mayhew, both these models (regression and logit) consider the 

data for the products that have been returned and they do not consider data for the 

products that are not returned yet but will be returned eventually. The hazard model was 

used for the purpose. Basic idea of the hazard model was, event will eventually occur 

and timing of this event has some statistical distribution. Hazard rate is a ratio of 

probabilities. (Probability that return will occur to probability that return has not 

occurred yet) It is purely function of time e.g. return time has some probability 

distribution time function. If someone wants to use this model to see effect of various 

factors such as product category, price etc. on the event (returns) then multiply this time 

function by adjustment factor of other variables. In summary, this model calculates the 

probabilities of the two events such as ‘return will occur’ and ‘return has not occurred 

yet’. The probabilities are calculated from the past data that has been categorized by 
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effect of product category, price etc. According to the researchers, the effect of various 

factors such as product category, price etc. on the return quantities can be modeled 

using this model with one factor at a time.  

In 2003, Toktay et al (Toktay 2003) studied the role of forecasting in managing 

product returns. The research was about the various factors that influence the return 

flow of the product. It also focused on ways of influencing the returns and their timing. 

For example, take back price to customer or trade in offers for the product can influence 

the timing of return. This way, one can be more accurate about the return quantities and 

timing. Three decision levels in the organization such as strategic, tactical and 

operational have been discussed. The strategic level is the level where decisions related 

to network design, product launch are made. The tactical level is the level where the 

decisions regarding the procurement, capacity planning and disposal management are 

made. And the operational level is the level where production planning, inventory 

management related decisions are made. This research focuses on the operational level 

i.e. uses forecast information of returned products at the operational level. The model 

calculates the forecast quantity as a function of past sales data. The forecast model that 

is used, is divided into two parts namely develop a return delay (if customer wishes to 

return the product, then the return period is influenced by certain factors) and the 

estimating parameters to forecast return quantity. In summary, this model suggests that, 

the factors that influence the returns (take back price, trade in offer etc) can be used to 

forecast returns. 
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At the Iowa State University, the research was carried out about using the 

forecast information about product returns to estimate the manufacturing capacity. For 

manufacturing companies, it is required to find an optimal manufacturing capacity for 

more profitability. This can be achieved by combining the reverse flow of materials 

with the forward flow in production lines. If we have the right estimate for product 

return quantities, it may be possible to use this information in the estimation of the 

manufacturing capacity. This research is about using information from early returns to 

predict future returns. Forecast quantity is calculated at time t0 (t0<t1). Then the 

manufacturing capacity was determined for returns at time t0. As time moves from t0 to 

t1, estimate new return quantity. Finally, expand the manufacturing capacity for return 

quantities at time t1. This research is different from others in a way that it uses 

information from early returns for calculating future return and uses this information for 

calculating the remanufacturing capacity. This model makes assumption that all 

products will be returned and no remanufacturing capacity is available at the beginning. 

It would be interesting to use the same model with some relaxed assumptions. 

To summarize the above discussion, we saw various researchers tried to address 

the issue of the efficient design of reverse logistics. Some studied the problem via 

efficient remanufacturing facility design while some studied via early estimating the 

product return quantities. From the manufacturers or retailers point of view, latter holds 

the key. There are several ways of the cost reduction in the reverse channel. For 

example, reuse of the product parts in forward supply chain and recover the cost or 

adjust the manufacturing capacity as per future returns. However to address this issue 
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from the beginning, if one can predict the returned quantities more accurately based on 

past sales, this information is more useful for manufacturers, retailers and distributors. 

Their decisions (reusing parts or adjusting manufacturing capacity) will be based on 

more accurate information. As we have seen in this section, forecasting the inbound 

flow in reverse supply chain is relatively new area and has not explored much yet. Even 

though there are number of articles or tools or software or improvement techniques 

available for forecasting in the forward supply chain (Tashman et al 1991), (Moon et al 

1998), (Gooijer et al  2006), very few study material is available for forecasting product 

returns. Uncertain nature of return times and unpredictable consumer behavior are some 

of the key issues faced in forecasting product returns.  

The methodology in this research is based on a combination of two approaches 

namely central tendency approach and extreme point approach. The central tendency 

approach uses a moving average whereas the extreme point approach is based on data 

envelopment analysis (DEA) as a first step combined with linear regression. We are 

familiar with regression analysis and moving average techniques. They are examples of 

a central tendency approach. However data envelopment analysis (DEA) is a relatively 

new technique. Data envelopment analysis (DEA) is a type of extreme point approach. 

It is used to measure and analyze the performance indices of similar entities. Data 

envelopment analysis (DEA) offers variety of models. It is also capable of assigning 

variable and fixed weight to inputs. In the next section, we will get familiar with data 

envelopment analysis.  
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2.4 Data Envelopment Analysis (DEA) 

When we evaluate the performance or productivity of an entity, we usually 

define it terms of ratio of input to output. We usually refer to this ratio as efficiency or 

productivity. For example, for an organization, the revenue or profit is the output and 

cost parameter is the input. In case of labor efficiency, number of units produced per 

hour is the output while worker costs, machine costs, operating costs are various inputs. 

What if, we encounter with a situation where we have multiple outputs and a single 

input or vice-versa or what if we need to assign the weight to each input that we want to 

be considered in the calculation of output? Will a simple method of ratios work? We 

will definitely need a more sophisticated technique. Some of these problems can be 

answered with the method called data envelopment analysis or DEA. With DEA, 

similar products can be compared using the output that they produce or the input that 

they consume. With DEA, we can measure and analyze the performance indices of 

similar entities with single or multiple inputs and single or multiple outputs. DEA 

utilizes the mathematical programming which can handle multiple inputs, multiple 

outputs, weight assignment and what if scenarios at same time (Cooper 2006). It is a 

non-parametric technique based on the extreme point approach. It works great in the 

problem solving situations in economic and financial evaluations. It is frequently used 

in the manufacturing or retail environments. It is becoming an increasingly popular 

management tool for the decision making and also recognized as a valuable analytical 

research instrument. However the tool has certain weaknesses too.  
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Weaknesses of DEA: 

• It is a non parametric technique.  

• Input and outputs can have different units.  

• Being non parametric techniques statistical hypothesis tests are difficult to 

perform.  

• The solution is based on relative performance among the available data points 

and it may not necessarily be the theoretically best data point.  

In this research, we are going to use DEA as a computational tool for comparing 

similar products. They are also called as decision making units or DMU. However DEA 

or extreme point approach is only one part of the computation. The other part is a 

central tendency approach. We are going to combine the two techniques for our 

purpose. Before we proceed further, let us look at briefly the use of DEA models in the 

past. In the mid nineties, Hollingsworth (Hollingsworth 1995) developed the DEA 

model where he compared the performance of the existing warehouse with the highly 

efficient warehouses. In 1996, Talluri et al (Talluri 1996) proposed a mathematical 

programming model that used combination of extension of DEA and integer 

programming. The purpose of this model was to improve poor performers in supply 

chain processes. In another study, Talluri et al (Talluri 2000) utilized cone ratio data and 

extension of DEA for the evaluation and selection of advanced manufacturing 

technology (AMT). Leem (Leem 2000) used DEA for the selection of modeling 

enterprise logistics network. Ross et al (Ross 2002) proposed the integrated 

benchmarking approach to distribution centers using DEA methodology. McGinnis et al 
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(McGinnis 2002) developed the internet based DEA model (iDEA), where the 

information about warehouses was recorded in terms of input and output. Inputs like 

space, labor, material handling system utilization and outputs like number of items 

picked, number of orders filled etc were used. Using this model, warehouse managers 

were able to compare their warehouse with the other efficient warehouses in the 

database. This model by McGinnis was somewhat similar to the DEA model developed 

by Hollingsworth in 1995. There are multiple examples like this that show effective use 

of DEA methodology in the performance evaluation process.  It can be seen that, DEA 

was primarily used in the applications like logistics network selection or efficiency 

calculation of manufacturing or distribution facilities and comparing it against the 

efficient ones. In this research, we will be using DEA for comparing the similar 

products in the consumer electronics industry based on the specifications like product 

features, prices etc.  Then we will use the results from DEA in the correlation analysis.  

2.4.1 Single Input and Single Output DEA Model 

DEA is a relatively new tool. It can provide multiple opportunities for a what-if 

analysis or decision making or collaboration. Whatever may be the application, the 

parameters and model selection is a key in DEA modeling. There are multiple models in 

DEA such as single input single output, multiple inputs single output, single input 

multiple outputs, CCR model, and BCC model. Let us look at the example of DEA with 

the single input and single output model. Table 2.1 shows 8 stores (A-H), number of 

employees working in each store, sales in each store. The data in last row is a number 

obtained by dividing ‘sales’ by ‘number of employees’ working in each store. For 
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example, store A has 2 employees working in it and is selling 1 unit in a given time 

period. Thus, sales per employee for store A is 1 divide by 2 equals 0.5 

Table 2.1 Single Input and Single Output DEA model 
(Adapted from “Data Envelopment Analysis: A comprehensive text with models, 

applications, references and DEA solver software, 2006”) 
Store A B C D E F G H 

Employee 2 3 3 4 5 5 6 8 

Sale 1 3 2 3 4 2 3 5 

Sale/Employee 0.5 1 0.667 0.75 0.8 0.4 0.5 0.625 

 

Now, we will plot the data from above table into graphical format. Figure 2.2 

shows graphical representation of above table. The numbers of employees are plotted 

on the horizontal (X) axis.  The sales by each store are plotted on the vertical (Y) axis. 

In the DEA analysis, numbers of stores are called as decision making units or DMUs. 

They are also called ‘producers’. The DEA solution primarily considers the efficiency 

line rather than regression line. 
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Figure 2.2 Comparisons of Branch Stores 
(Adapted from “Data Envelopment Analysis: A comprehensive text with 

models, applications, references and DEA solver software, 2006”) 
 

The graphical solution plots all decision making units (producers). The points on 

the efficiency frontier are considered as the points with the highest efficiency. If we 

were to plot a regression line for the same data set, then it would look like the dotted 

line as shown in figure 2.2. The tool works somewhat similar to simplex method (used 

for solving linear programming problems). It can be clearly seen that the store B is the 

highest efficiency store. The ‘sales per employee ratio’ for store B is higher than any 

other store.  Other points or stores are measured relative to the highest efficiency point 

using following formula: 

       0 � (Sales per employee of other stores / Sales per employee of B) � 1 

If we calculate the efficiencies for all the stores, they would be as shown in the 

following table.  

B 

Efficient 
Frontier 

Regression 
Line 

F 
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Table 2.2 Store Efficiency calculations 
(Adapted from “Data Envelopment Analysis: A comprehensive text with models, 

applications, references and DEA solver software, 2006”) 
Store A B C D E F G H 

Efficiency 0.5 1 0.667 0.75 0.8 0.4 0.5 0.625 

 

Now, we have calculated efficiencies for all the stores. Next step is to make the 

inefficient store as efficient one. For example, let us consider store F. Task is to make 

the store F as efficient as the store B. The store B has 3 employees and making sale of 3 

units, whereas the store F has 5 employees and selling 2 units. Please see following 

figure for the improvement method of store F. 

 

Figure 2.3 Improvement Method for Stores 
(Adapted from “Data Envelopment Analysis: A comprehensive text with 

models, applications, references and DEA solver software, 2006”) 
 

The store F can be made efficient in two ways i.e. either by increasing the sales to 5 

units or by reducing number of employee in the store to 2. In both the cases, the 

efficiency of store F will be 5/5 or 2/2 = 1. Hence it will become as efficient as the store 

B. Thus using DEA, we can compare efficiencies of DMUs and apply the improvement 

B 

 

F 
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techniques. The other part of the DEA methodology is weight assignment. In the next 

section, we will see fixed and variable weight assignment in DEA model. 

2.4.2 Weight Distribution in DEA 

The example that we saw above was single input and single output model in 

DEA. What if, we have a case where we have to deal with the single input and multiple 

outputs or multiple input and single output? One way to solve this problem is to assign 

the pre-selected weights to various inputs or outputs. This is called fixed weight. 

However it raises the questions like, if fixed weight assignment is the correct way to 

compute efficiency? Will it give the same results if we were to assign the variable 

weights to various inputs or outputs? DEA uses the variable weight method while 

assigning weights to the various inputs or outputs. The weights are assigned based on 

the input data that is fed to a DEA model. At the same time, weights are chosen in such 

a manner that every decision making unit (DMU) is assigned with the best set of 

weights. The general rules that DEA follows in weight assignment are as follows: 

1. All data and all weights are positive 

2. Resulting ratio of input to output must be between zero and one 

The concept of weight assignment will be clearer with the following example. 

Following table shows the example of multiple inputs and single output mode.  
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Table 2.3 Weight Assignment in CCR model 
(Adapted from “Data Envelopment Analysis: A comprehensive text with models, 

applications, references and DEA solver software, 2006”) 
Store  A B C D E F 

Input x1 4 7 8 4 3 9 

 x2 3 3 2 4 2 1 

Output y 1 1 1 1 1 1 

 

Please note that the output value is unitized to 1 for each store. Let us say, v1 is 

the weight assigned to input x1, v2 is the weight assigned to input x2 and u is the 

weight assigned to output y. If we wish to solve this linear program for the store A, then 

 max � = u 

 subject to 4v1 + 3v2 = 1 

   u � 4v1 + 3v2 (A) 

u � 7v1 + 3v2 (B) 

u � 8v1 + 3v2 (C) 

u � 4v1 + 4v2 (D) 

u � 3v1 + 2v2 (E) 

u � 9v1 + 1v2 (F) 
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If we wish to solve this linear program for the store B, then 

max � = u 

 subject to 7v1 + 3v2 = 1 

   u � 4v1 + 3v2 (A) 

u � 7v1 + 3v2 (B) 

u � 8v1 + 3v2 (C) 

u � 4v1 + 4v2 (D) 

u � 3v1 + 2v2 (E) 

u � 9v1 + 1v2 (F) 

For every store, similar equation can be formed which can be solved by DEA solver to 

find out the values of v1, v2 & u.  

Data Envelopment Analysis is a relatively new tool and we wanted to spend 

considerable amount of time on it to explain its methodology, weight assignment and 

problem solving techniques. The model that we will be using in this research is a single 

input and multiple outputs model and we will be using DEA solver to find out the 

optimal solution.  

To summarize, in this chapter we reviewed the literature on reverse logistics. 

We saw the similarities between reverse logistics and a closed loop supply chain. We 

also looked at the work done by early and recent researchers in the area of reverse 

logistics. We analyzed them separately by initial research or focused research and 

evaluated them. Then, we turned our focus on data envelopment analysis (DEA). We 
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briefly discussed different models within DEA, weight assignment and problem solving 

techniques in DEA.  

In the next chapter, we are going to discuss the methodology in this research. 

This methodology is developed to forecast product returns using reason codes based 

forecasting approach. This methodology is developed for the consumer electronics 

industry. We will see how product returns can be analyzed using reason codes in the 

consumer electronics industry and how our model can be used to forecast them.  
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CHAPTER 3 

RESEARCH METHODOLOGY 

 

3.1 Establishing Goals 

In today’s rapidly changing and global environment, every organization is trying 

to find new ways to increase revenue, profit margins and free cash flow. In all 

operational areas of organization, new solutions are being implemented for continuous 

improvement. As mentioned before, reverse logistics is one of those areas where 

organizations are seeking innovative solutions. More researchers are focused in this 

area.  Estimation of product returns is a first step in reverse logistics. If we are able to 

estimate product returns with reasonable accuracy, all our downstream processes 

(strategic, tactical and operational) will be positively impacted.  

One of the several ways of reducing inventory in the channel is to improve 

forecast accuracy. However, to improve forecast accuracy, a robust forecast method is 

required. Consider an example of a consumer electronics manufacturer, who uses all the 

techniques to reduce inventory in the channel and wish to place right products at right 

place and right time. However, in today’s competitive consumer electronics market, 

consumers are looking for the latest and the greatest technology in the products at 

affordable prices. Consumers buy a product today and if they find a better one 

tomorrow, they exchange it with the product that is offering a better price and features. 
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Manufacturers and their retail partners constantly have to deal with this shift in the 

demand and at the same time they have to deal with the returned products. The existing 

solutions may not effectively address this type of consumer behavior, product 

competitiveness and forecasts product returns accurately.  

The goal of this research is to develop a forecast model that can be used in the 

estimation of product returns based on the consumer behavior and product 

competitiveness. This model is developed for the consumer electronics industry. The 

model considers situations like, ‘customer returns a product when better options are 

available’. In other words, we are trying to translate consumer behavior into meaningful 

data that can be fed to the model to forecast product returns. In addition, typical 

scenarios like, ‘customer returns without exchange’ or ‘customer returns defective item’ 

are also considered. We believe that, the consumer electronics industry is dynamic in 

nature, has variety of products with variety of specifications. Hence, consumer 

electronics products would be a good fit for our forecast model. We also believe that, 

the use of this forecast model would change the viewpoint of forecasting product 

returns and increase the forecast accuracy.  

3.2 Role of Return Reasons  

As mentioned before, the methodology in this research is based on return reason 

codes (RC). Reason codes are simply the customized codes associated with a return 

reason and fed back into the point of sales (POS) system at the time of return. Reason 

code based forecasting is a unique part of this research. In this section, we will see what 

reason codes are and how they are classified into different categories. 
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The terminology of return reason code was originally defined by the U.S. 

Department of Treasury for financial management services and was more popular in 

case of the transactions associated with the financial institutions. They established 

reason codes for every Automated Clearing House (A.C.H.) transaction that is returned. 

For example, R01 is the reason code for “Insufficient Funds”, R02 is the reason code 

for “Account Closed” etc. However, this coding is becoming increasingly popular at the 

point of sales systems at retail locations. Manufacturers like HP, IBM are offering the 

flexible POS systems with the capabilities to enter a customized reason code at the time 

of return. These codes are different from the codes classified for the financial 

institutions and they vary from retailer to retailer.  

We know that, product returns can occur any time (Ferguson 2005). It is 

happening every minute every day. It is happening now. Earlier in the chapter 2, we saw 

the core processes in reverse logistics channel. However, to understand the return 

reason codes better, consider the following scenario. Whenever we return any 

merchandise back in the store, the common question that is asked by the store clerk is, 

‘what is wrong with the product?’ Sometimes we know the specific answer such as, 

‘product is defective’ or ‘product is damaged’ or ‘not delivered on time’ or sometime 

we just say, ‘did not like the product’ or ‘like to exchange it with some other product’. 

Listed below are some of the popular return reasons. These return reasons are 

customized and vary from retailer to retailer. They can be found with the customized 

codes (built-in POS system) in the store clerk’s computer. 
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Return Reasons:  

1. Product is defective  

2. Damaged product delivered (In case of online purchases) 

3. Return without any reason  

4. Product does not have desired features  

5. Did not like the product (operation wise) 

6.  Product is not worth the price (exchange it with different product) 

Look at the reasons 1 & 2, where product was defective. Reason 2 would be 

mainly applicable in case of online purchases. In both these cases, product will be 

covered under warranty and will be replaced by retailers. Product being defective has 

very small percentage of total returns. Reason 3 is the case where customer simply does 

not need the product and wishes to return it without any reason. Reasons 4, 5, 6 

essentially tell us that the customer is aware of other products in the market which may 

be less expensive and/or may have better features than the existing product. In other 

words, some other product in the market (competitor’s product) is better than the 

purchased product. In all of these cases (4, 5 & 6), customer is likely to exchange the 

product. If customer does not exchange the current product with a different one, we can 

treat it same as the return category 3 and store it under return reason 3 in POS system. 

Please note that, the list of return reasons discussed above may vary from industry to 

industry. For our purpose, we have tried to capture as many ‘return reasons’ as possible. 

These return reasons are usually observed in the consumer electronics industry. We 

suggest that, the return reasons to be set up in POS system as per individual needs. 
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Now, with the available data, we need to analyze how many times a store faces with 

different return reasons and what is the amount of returns against each reason. Before 

we do that, we need to classify them and assign them with a reason code, so that they 

can be easily set up and identified in POS system. 

3.2.1 Classification of Reason Codes 

We saw return reasons (1-6) in the above section. To simplify them and for the 

purpose of our research, we are going to group these return reasons by category. For 

example we can group 1 & 2 together. We can treat 3 separately and again group 4, 5 & 

6 together. Now we need to assign them with a customized reason codes (RC). 

Following table shows the classification of reason codes based on return reasons. Please 

note that these reason codes are generated only for the purpose of this research. We 

suggest that, reason codes to be set up in POS system as per individual needs 

Table 3.1 Classification of Reason Codes  
Reason Codes Return Reason Description % Returns 

RC1 • Product is defective or Delivered damaged 5% 

RC2 • Return without any reason 27% 

RC3 • Product does not have desired features 

• Product is not worth the price  

68% 

 

The percentage numbers in the % returns columns are based upon the study 

conducted for the CE industry. They attributed 5 % of the returns to the actually 

defective products, 27 % of the returns to the buyers’ remorse and remaining 68 % to 
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the customers’ expectations about the product. Now that we have classified the reason 

codes, next step is to analyze return the data pattern for every reason code. Then, the 

return data will be fed to the forecast model by reason code category to generate return 

forecast. 

3.3 Development of Methodology 

The approach in this forecasting model is based on reason codes. We saw the 

customized reason codes in previous section. Every reason code (RC1, RC2 or RC3) 

has a different return reason behind it. Thus, if we plot the return data for every reason 

code separately, it will follow a different distribution. Our goal is to form and analyze 

the return data pattern for every reason code. Once we understand the data pattern for 

each reason code, we can apply appropriate method to predict the future. Before we 

proceed any further, we need to make some assumptions about the product being 

analyzed, return policy etc. The assumptions are as follows: 

• The consumer electronics product that will be considered for this 

research is a digital camcorder (Mini DV type). This product is among 

the most popular consumer electronics products (Based on the reports by 

CEA, CNET & IEEE Consumer Electronics Society). 

• This product is manufactured by several vendors and available in various 

price ranges. For our purpose, we will consider five different 

camcorders. The price range considered is between US$ 200.00 – 

US$300.00 
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• Being a popular consumer product and being available with variety of 

features, we believe that this product can represent a typical class of the 

consumer electronic products and will be a good fit for our model. 

• Prices and the specifications data about the product will be primarily 

applicable in case of reason code RC3. The reason codes RC1 and RC2 

will not require product price and the product specification data. 

• For the purpose of this research, we are focusing on only in-store 

purchases. Online or catalog purchases are excluded. 

• The planning cycle is assumed to be weekly (Monday – Sunday) with 

most of the demand falling over weekends (Friday & Saturday). The 

current week is considered as Week 0. (See Figure 3.1) 

• The assumption about the merchandise return policy is as follows. Any 

item purchased in the store can be returned within fourteen (14) days or 

2 weeks from the data of purchase to receive full credit. This period is 

termed as the ‘return period’ for our purpose. 

Following figure shows the planning week representation. The current week is 

considered as Week 0. Monday is considered as the first day of the planning week while 

Sunday is the last day of the weekly planning cycle. 
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Figure 3.1 Planning Week Representation 
 

3.3.1 Reason Code RC1: Analysis and Solution 

In the section 3.2.1, we saw the classification of reason codes (table 3.1) and 

different descriptions for reason codes. We assigned reason code RC1 for those types of 

returns that fall under description of ‘defective or damaged product.’ In this section, we 

will analyze the returns falling under this category and apply appropriate statistical 

forecasting solution.  

Look at the following scenario. A consumer purchased a digital camcorder. 

After reaching home, he found out that the product he purchased was defective. What 

do you think he would do? He would immediately (or at least in a day or two) go back 

to the store and get the defective piece exchanged with a non defective one. Since he is 

within his return period (14 days), the store is happy to exchange it. The store clerk 

would take the defective camcorder back, scan it in his POS system as a return and 

check the reason code RC1. In this scenario (RC1), how do you think the pattern of 

return data would be? Since nobody would like to sit with a defective product for longer 

period of time, the maximum returns will occur in week 0, moderate returns in week 1 

and very few returns will occur in week 2. Clearly, this is an exponential data pattern. 

See figure 3.2 

Week 0 Week 1 Week 2 
 

Mon                        Sun / Mon                   Sun / Mon                        Sun 



 49

 

 

 

Figure 3.2 Return Data Pattern for Reason Code RC1 – Part 1 
 

Now assume that, Week 0 has passed and we are into Week 1. We have new 

sales happening in Week 1, so will be the new returns. Since we are still dealing with 

the reason code RC1, the return data pattern will be same i.e. exponential. See figure 3.3 

 

 

 

 

Figure 3.3 Return Data Pattern for Reason Code RC1 – Part 2 
 

Now assume that, Week 1 has passed and we are into Week 2. We have new sales 

happening in Week 2, so will be the new returns. Since we are still dealing with the 

reason code RC1, the return data pattern will be same i.e. exponential. See figure 3.4 

 

 

 
 
 

 

Figure 3.4 Return Data Pattern for Reason Code RC1 – Part 3 
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Please note that, the consumer’s return period is 14 days. Thus, if a consumer 

purchased a product in Week 0, it needs to be returned by Week 2 to receive credit. And 

if consumer purchased a product in Week 1, it needs to be returned by Week 3, so on 

and so forth. In other words, since our return period is two weeks or fourteen days, in 

any given week, a retailer is dealing with the returns from the current week and past two 

weeks of sales as shown in figure 3.4. Let us further analyze product returns under RC1. 

For our convenience we will use following terminology (depending on time of return): 

 

X0 = Week 0 returns in % = Returns in Week 0 / Sales in Week 0 

X1 = Week 1 returns in % = Returns in Week 1 / Sales in Week 0 

X2 = Week 2 returns in % = Returns in Week 2 / Sales in Week 0 

 

Thus for any given week, we will see returns from the current week’s sales and 

past two weeks’ sales i.e. Week 0 returns, Week 1 returns, Week 2 returns. Please note 

that, we are still under reason code RC1. From figure 3.4, it is clear that, all Week 0 

returns will always be higher, Week 1 returns will be moderate and Week 2 returns will 

be low. Meaning, all the camcorders purchased today, if found defective, will have the 

maximum returns in this week, moderate returns in the next week and low returns in the 

week after. Usually, in the consumer electronics industry, the percent of defective 

product is very low. Recent study shows that only 5 % of the consumer electronics 

products are genuinely malfunctioning. Rest of the time they do not meet customer 

expectation (Arar 2008). For example, if a store sells 200 camcorders today, based on 
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8% of return rate (average in CE industry), it will receive 16 camcorders back, out of 

which only 1 (rounded) camcorder will be actually defective, which is a very small 

quantity. And it is very likely that it will be received in Week 0 or at least in early in 

Week 1. Now, we are going to group all Week 0, Week 1 and Week 2 returns. But 

instead of using the return volume, we will be using returns as a percent of the sales 

volume. 

Table 3.2 Grouping of Returns Percentage – RC1   

Weeks 

% 

Wk0 Wk1 Wk2 Wk3 Wk4 … Wkn-2 Wkn-1 Wkn 

Week 0 returns X0 X0 X0 X0 X0 … X0 X0 X0 

Week 1 returns  - X1 X1 X1 X1 … X1 X1 X1 

Week 2 returns  - - X2 X2 X2 … X2 X2 X2 

 

Since, the large % of RC1 type returns are happening in Week 0, all X0 in all 

weeks in the above table will have value in the same ballpark. Similarly, all X1 & X2 in 

all weeks in the above table will have values in the same ballpark. Meaning, there is a 

small shift in the values of all X0, X1 and X2. Moving average (MA) is the method 

typically used when estimating small shift in the values (Neter 2004). Deviation up to 2 

sigma can be easily picked up using a moving average method. Thus, for reason code 

RC1, for each of the % returns i.e. Week 0, Week 1 & Week 2 returns, the ‘4 week 

moving average’ method is chosen for forecasting product returns. 
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3.3.2 Reason Code RC2: Analysis and Solution 

Now, let us move on to the next reason code i.e. RC2. The description for this 

reason code is “Return without any reason”. The consumer neither wants to exchange 

nor is the product defective. Meaning, the consumer just wants to return the product 

within return period to receive credit.  

Look at the following scenario. Consumer purchased a digital camcorder. After 

reaching home, he/she realized that he does not need the camcorder for whatever 

reasons. What do you think he/she would do? Since his/her money is at stake, he/she 

would immediately (or at least in a day or two) go back to the store and return it. The 

store clerk would take the camcorder back, scan it in his POS system as a return and 

check the reason code RC2. In this scenario (RC2), how do you think return data pattern 

would be? Study by Hess et al (Hess & Mayhew 1997) showed that, the price is a key 

indicator in this case. Customer would act more quickly if a large amount of money is at 

stake. Since, the camcorder costs are quiet large, the consumer is motivated to return it 

more quickly. Similar to the reason code RC1, in this case also, the maximum returns 

will occur in week 0, moderate returns in week 1 and very few returns in week 2. 

Similar to the RC1 type, this is also an exponential data pattern. See figure 3.5 

 

 
 
 
 
 

 
Figure 3.5 Return Data Pattern for Reason Code RC2 

Returns 
(%) 
 

Week 0 Week 1 Week 2 Week 3 

X0 X0 X0 X0 
X1 X1 X1 

X2 X2 
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Please note that, since RC2 return data pattern is exactly similar to that of RC1, 

we have combined part 1, part 2 and part 3 together in the above figure instead of 

showing them separately (Fig 3.2, Fig 3.3 and Fig 3.4). Since, the return data pattern is 

same as before, we can make the same assumptions about Week 0, Week 1 and Week 2 

returns. In any give week, we will have returns from the current week’s sales and the 

past two weeks’ of sales i.e. Week 0 returns, Week 1 returns, Week 2 returns. From 

figure 3.5, it is clear that, all Week 0 returns will always be higher, Week 1 returns will 

be moderate and Week 2 returns will be low due to the price factor. Now, we are going 

to group all Week 0, Week 1 and Week 2 returns. However, instead of using the return 

volume, we will use them as a percent of the sales volume.  

Table 3.3 Grouping of Returns Percentage – RC2   

Weeks 

% 

Wk0 Wk1 Wk2 Wk3 Wk4 … Wkn-2 Wkn-1 Wkn 

Week 0 returns X0 X0 X0 X0 X0 … X0 X0 X0 

Week 1 returns  - X1 X1 X1 X1 … X1 X1 X1 

Week 2 returns  - - X2 X2 X2 … X2 X2 X2 

 

Since, large % of the RC2 returns are happening in Week 0, all X0 in all weeks 

in the above table, will have values in the same ballpark. Similarly, all X1 & X2 in all 

weeks in the above table will have value in the same ballpark. Meaning, there is a small 

shift in the values of all X0, X1 and X2. Moving average (MA) is the method typically 

used when estimating small shift in the values (Neter 2004). Deviation up to 2 sigma 
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can be easily picked up using a moving average method. Thus, under reason code RC2, 

for each of the returns i.e. Week 0, Week 1 & Week 2 returns, the ‘4 Week Moving 

Average’ method is chosen for forecasting product returns. 

3.3.3 Reason Code RC3: Analysis 

The last reason code in our list is RC3. The description for this reason code says 

that (from customer’s perspective) the product does not have desired features or did not 

like the product (operation wise) or the product is not worth the price (exchange it with 

different product). In other words, customer’s expectation fell short about this product 

either in terms of features or in terms of operations or in terms of the price. Customer 

did not see any value in this product or from his point of view, the amount of money 

he/she spent on the product, he/she could have gotten a better deal. So he wants to 

exchange it with something else that he thinks is a good deal. Remember, RC3 is the 

case only if; a customer exchanges the product with some other product. If he does not 

exchange, it should be entered under RC2 in POS system assuming that the customer is 

not a serious buyer.  

Look at the following scenario. A consumer goes to the store to purchase a 

digital camcorder. Let us say, there is a special price being offered on one of the 

camcorders. These weekly special prices or promotions or catalog advertisements are 

sponsored by the manufacturers and published by the retailers in their weekly catalogs. 

Typically, it is observed that the product that is on promotion or advertised in the store 

catalog (at reduced price), sells the most. Some consumers are brand loyal and may or 

may not choose the advertised or promoted product if it is not one of their preferred 
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brands. Thus, after looking at available options of camcorders in his/her price range, 

he/she buys the camcorder that is on promotion. 

Now, if the consumer is a serious buyer, under what circumstances he/she would 

exchange this product? (unless it is a defective product, which has been discussed under 

reason code RC1). If consumer thinks that, the product does not have desired 

specifications or not easy to operate, he/she may want to exchange it. In the case of a 

product like camcorder, some of the consumer complaints could be, low zoom level, 

small screen size or heavier in weight etc. Or if the consumer thinks that he/she should 

have spent less money on the product to get the same features, he/she may want to 

exchange it. In other words, after purchase, the consumer compares the product that 

he/she bought with some other products. If, he/she feels that the other product has better 

features or offered at a better price, he/she is likely to exchange the current product with 

the other product. Meaning, some combination of price and features about the other 

product attracts the consumer. As seen in the table 3.1, 68 % of total returns are 

attributed to this type, which is a big chunk. On one side, the consumer exchanges the 

product and gets what he/she wants, while on the other side, a retailer is stuck with the 

returned product that he needs to sell as a refurbished item before the end of its useful 

life. The reason code RC3 identifies these types of returns. They depend on two factors: 

(1) what products are competing with the product that consumer purchased and (2) what 

are their specifications and what prices are they offered at.  

Study shows that, a typical consumer on an average spends about the 4-5 hours 

initially after purchasing a product to understand its features. Another study shows that, 
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in the consumer electronics industry, most of its demand falls over the weekend i.e. 

Friday, Saturday and Sunday. Based on the above two studies, what is a likely 

distribution of the return data under RC3 reason code? Marketing research shows that, 

most of the RC3 type returns; fall in Week 1 for the product that was purchased in 

Week 0. This is because, once a customer purchases a product in Week 0 (demand 

falling over the weekend of Week 0), he/she will spend some hours initially to 

understand the product. If he/she wishes to exchange it with another product, he/she is 

likely to do so in Week 1. Moderate exchanges will occur in Week 0 and Week 2. In 

that case, the return data pattern under RC3 reason code will be similar to a normally 

distributed data and will look like as shown in the following figure. 

 

 

 

Figure 3.6 Return Data Pattern for Reason Code RC3 – Part 1 
 

Now assume that, Week 0 has passed and we are into Week 1. We have new 

sales happening in Week 1, so will be the new returns. However, the return data pattern 

will be same i.e. similar to a normally distributed data as shown in the following figure. 

 

 

 

Figure 3.7 Return Data Pattern for Reason Code RC3 – Part 2 
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Now assume that, Week 1 has passed and we are into Week 2. We have new 

sales happening in Week 2, so will be the new returns. However, the return data pattern 

will be same i.e. similar to a normally distributed data as shown in the following figure. 

 

 

 

Figure 3.8 Return Data Pattern for Reason Code RC3 – Part 3 
 

Please note that, the return period is 14 days. Thus, if the consumer purchased a 

product in Week 0, it needs to be exchanged by Week 2 to receive credit. And if 

consumer purchased a product in Week 1, it needs to be returned by Week 3, so on and 

so forth. Thus, based on these assumptions, under RC3 reason code, the maximum 

probability of exchanging the product will fall in ‘Purchase Week + 1’ i.e. for Week 0 

sales, the maximum exchanges will occur in Week 1, for Week 1 sales, the maximum 

exchanges will occur in Week 2, for Week 2 sales, the maximum exchanges will occur 

in Week 3 so on and so forth. As stated previously, these exchanges will be based on 

two factors: (1) what products are competing with the product that the consumer 

purchased and (2) what are their specifications and what prices are they offered at. 

Thus, to forecast product returns under RC3 reason code, we need to identify the similar 

and competing products in the similar price range and create some kind of a matrix for 

the product specifications & prices. Once that is completed, we have to correlate the 

RC3 return data with the results of this matrix. Result of this matrix is nothing but the 

rank analysis of similar and competing products in the similar price range. It is seen 

Week 0 Week 1 Week 2 Week 3 
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that, even if a customer exchanges the product, he/she is likely to stay in the same price 

range. To understand the methodology for the RC3 returns, first we need to look at 

some of the facts about product life cycle and the promotional activities (price 

reductions) in the consumer electronics industry.  

3.3.3.1 Product Life Cycle and Promotions Facts 

In the consumer electronics (CE) industry, manufacturers and retailers typically 

perform the product life cycle and promotions planning together. The product life cycle 

planning follows a typical path. This path includes an introduction phase, a steady state 

and end of life. A steady state phase is about 80% of the product life cycle. That means, 

during the life span of 10-12 months, for approx. 80% of the time, the products in the 

similar category and similar price range compete with each other. About the promotions 

planning, depending on the financial support from manufacturers, the retailers plan the 

promotions and advertise in their weekly catalogs, television or radio ads or store flyers. 

The promotional activities are planned well ahead of time i.e. about 8-10 weeks ahead 

of the actual promotional time period to prepare the stores for the promotional activities 

such as inventory stocking, setting up reduced pricing in the system, display unit 

positioning etc. Events like ‘Black Friday’ and ‘Christmas’ are the biggest and planned 

almost 4-5 months in advanced. Some more facts about the CE industry and product life 

cycle planning are listed below. 

1. Trends in the CE industry show that, manufacturers and retailers not only offer 

promotions in the holiday season, but throughout the year at periodic intervals. It 

has been observed that, typical promotional calendar months are May (Memorial 
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Day, Graduation Period), July (Independence Day), September (Labor Day), 

November (Thanksgiving Day), December (Christmas), February (Super bowl). 

Following figure shows the sales trend by month in CE industries. The above-

mentioned months can be clearly seen as high selling months. 

 

Figure 3.9 Sales Trend by months in CE Industry 
(Adapted from Market Research Reports) 

 

2. Some manufacturers (small players) participate only during the biggest holiday 

events such as Black Friday and Christmas 

3. In 2007, a big retail giant actually promoted one of the featured CE products a 

week prior to the thanksgiving shopping day. Black Friday deals were actually 

available a week in advance to get an edge over their competitors. 

4. Product returns observed in CE industry are directly proportional to the sales in 

past weeks i.e. high sales high returns and vice versa. Retail stores are typically 

seen dealing with the high returns after holiday season. 

In the literature survey chapter, we saw few forecast models developed for 

forecasting product returns. None of those models were specially designed for the CE 
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industry. If we wish to apply them for forecasting product returns in CE industry, they 

may not effectively address the issue for the following reasons: 

• 68% of the returns in the CE industry are due to the fact that the consumers’ 

expectations are not met. Today’s consumer is in the search of products that 

offer better specification and price both. 

• Promoting a product in the CE industry is not limited to the holiday season. CE 

manufacturers and retailers also promote and offer discounts throughout the year 

depending on their needs. 

• Even though the returns are based on the past sales, just by computing 

probability of return quantity may not be enough because the returns are also 

impacted by the promotional activities of competitors’ products. For example, if 

we have 10% return rate in May 2007 on product A, it may not be the same in 

May 2008, because the promotional activities of competing products could be 

different in May 2007 as compared to those in May 2008. 

3.3.4 Reason Code RC3: Solution 

In the previous section, we saw that the RC3 type product returns follow a 

normal distribution pattern and returns under this category depend either on the 

competing products and the combined effect of specifications and prices of the 

competing products. Thus, the first step towards solving this problem is to identify the 

competing products in the similar price range and form a matrix for product 

specifications & prices. Second step is to correlate RC3 return data with the results of 

this matrix.  
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For the purpose of identifying the competing products in the similar price range 

and forming a matrix for product specifications & prices, we perform the following 

steps:  

 

1. Select 5 Camcorders from 5 different vendors for the analysis  

2. Create a Specifications and Prices chart for these 5 Camcorders from first 

(product launch) week to the current week. 

 

One of these 5 Camcorders should be the product for which forecast to be computed 

and rests of them should be the competitor’s products. The typical specifications of the 

camcorders that interest consumers are price, screen size, zoom level, resolution etc. 

The key product parameters need to be considered when we compare different 

camcorders. The comparison chart for 5 camcorders is shown in the following table. 

Please note that these five camcorder models are chosen randomly from different 

models in the consumer electronics market.  
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Table 3.4 Product Specifications and Price Comparison chart 
(The price and specifications data is manipulated) 

Week 0 Specifications 
Model  
Name 

Price Screen Digital 
Still 
Resolution 

Weight Optical 
Zoom 

Digital 
Zoom 

Line of 
Resolution 

V-GS85 $270 Mini 
DV 

0.68 mp 1 lbs 32x 1000x 480 

C-D173 $300 Mini 
DV 

0.68 mp 0.76 lbs 34x 1200x 400 

CR HC28 $280 Mini 
DV 

N/A 0.87 lbs 20x 800x 500 

RD 770US $250 Mini 
DV 

0.68 mp 0.9 lbs 34x 800x 520 

RZ 830 $280 Mini 
DV 

0.8 mp 0.84 lbs 35x 1000x N/A 

 

During the product lifecycle, only parameter that is going to change from week 

to week is the price of a camcorder. The price changes because every manufacturer 

wishes to promote their product and offers price discount that is implemented by 

retailers. We created above table for week 0. Similarly, we need to do the same exercise 

for remaining weeks or until the week where latest return data is available. Like the 

above table, we will have multiple tables available, one for every week. Once we have 

this data available for all the weeks, we have to model it in the DEA solver. As seen in 

chapter 2, DEA is a non-parametric tool that is used to analyze performance indices. It 

based on extreme point approach. 

3.3.4.1 Rank Analysis with DEA – CCR Model 

Previously in chapter 2, we discussed data envelopment analysis (DEA) tool. 

We also looked at one of the basic DEA model (Single Input Single Output). Now we 

are going to use a different DEA model called CCR model. The purpose of this model is 
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also same i.e. analyze the performance indices or compare multiple items based on their 

input and output parameters. This model was initially introduced by Charnes, Cooper 

and Rhodes in 1978. The entities in the DEA modeling are called decision making units 

(DMU). In the DEA model, DMU converts input into output and its performance is 

evaluated. DEA solver is a software tool that is used to find the solution for CCR or any 

other DEA model. In our case, a camcorder is a decision making unit with one input and 

multiple outputs. There are certain requirements that are required to be fulfilled about 

the input data for CCR model. They are as follows: 

1. Input data is required to be positive and needed for all inputs. 

2. Smaller input amounts are preferable. 

3. The measurement units of different inputs and outputs need not be same. 

4. Numbers of DMUs are greater than three times number of inputs plus output. 

After stating the assumption about the input data, let us feed input and output data to 

CCR model. We have 5 DMUs (camcorders). The outputs for these DMUs are taken 

from table 3.4 defined in the previous section. Following will be the outputs: 

 

Y1: Digital Still Resolution 

Y2: Optical Zoom 

Y3: Digital Zoom 

Y4: Lines of Resolution 
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The input that we are going to consider for the CCR model is ‘Price’. We are going to 

unitize the price under the ‘constant return to scale’ assumption. Hence, the outputs will 

be normalized to the value for getting the input of $1. Following is the input: 

 

X1: Price 

 

New output values for the unitized input for Week 0 data looks as follows. This data 

will be fed into DEA solver engine to find the optimized solution. 

Table 3.5 Input Data for DEA Solver 
Week0 V-GS85 C-D173 CRHC28 RD770US RZ-830 

Y1: Digital Still 

Resolution 

0.0025 0.0023 0 0.0027 0.0029 

Y2: Optical Zoom 0.1185 0.1133 0.0714 0.1360 0.1250 

Y3: Digital Zoom 3.7037 4.0000 2.8571 3.2 3.5714 

Y4: Line of 

Resolution 

1.7778 1.3333 1.7857 2.080 0 

X1: Price 1 1 1 1 1 

 

We need to do the same exercise for remaining weeks or until the week where 

latest return data is available. Now that we have created the input data for DEA solver, 

we will run the DEA solver to get results. In this case, product rank is an output of DEA 

solver. The ranks given by DEA solver are summarized in the following table. 

Table 3.6 DEA Ranks Summary 
Week 0 V-GS85 C-D173 CR-HC28 RD-770US RZ-830 

Rank 4 3 5 1 2 
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Thus, based on the CCR model and input data, camcorder model RD-770 US 

has been ranked as number 1 for week 0 followed by RZ-830, C-D173, G-GS85 and 

CR-HC28. We need to do the same exercise for remaining weeks or until the week 

where latest return data is available. It is interesting to note that the camcorder that was 

ranked number 1 by DEA was also at the lowest price in Week 0. Of course, brand loyal 

consumer may view this differently. Since the prices are changing continuously (week 

to week), unitized input data will also change and so will the ranks of the camcorders. 

Let us assume that customer purchased this particular camcorder model RD-770 US in 

Week 0. 

Now assume that, RD-770 US promotion is over in Week 1, price has gone back 

to $ 270. And now other manufacturer decided to promote their product C-D173. They 

decided to reduce the price from $ 300 to $ 270 in Week 1. We created exact same input 

data as created in Table 3.5 for the new prices and ran the DEA solver engine. The new 

results showed that C-D173 is now Rank 1 and RD-770 US has dropped to Rank 2. 

What percentage of the consumers (serious buyers and within return period) who 

purchased RD-770 US model in Week 0 will bring it back and replace it with C-D173 

model? Due to the attractive pricing on C-D173 camcorder (or due to drop in rank for 

RD-770 US), some consumers may want to exchange the RD-770 US or some may 

want to keep RD-770 Camcorder and wait for Week 2.  

Now assume that in Week 2, promotion is over for model C-D173, price has 

gone back to $ 300. And now another manufacturer decided to promote their product 

RZ-830. They decided to reduce the price from $ 280 to $ 255 for one week. We 
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created exact same input data as in Table 3.5 for these new prices and ran the DEA 

solver engine. The new results showed that RZ-830 is now Rank 1 and C-D173 has 

dropped to Rank 3. What percentage of consumers (serious buyers and within return 

period) who purchased the RD-770 US in Week 0 will bring it back and replace it with 

the model RZ-830? Or if someone purchased C-D173 in Week 1, will he/she exchange 

it with RZ-830 in Week 2 or will he/she keep his product? In simple words, if a 

manufacturer is not competitive in the market, will there be increase in the product 

returns? The solution that we are going to propose for RC3 type returns has the answer 

to this question.  

3.3.4.2 Rank Vs Percent Returns: Correlation Matrix 

The potential solution for RC3 type returns can be formed with a correlation 

method. It is one of the most common and useful statistical tool to show how strong are 

the two variables related. It is a method to find the association or relationship between 

two variables. Once the relationship is established, it will allow us to predict the change 

in one variable with the change in other. The outcome of the correlation analysis is 

known as a ‘correlation coefficient’ and its value ranges from -1 to +1 depending on the 

relationship between two variables. If a ‘correlation coefficient’ is positive, it means 

that as one variable gets larger the other gets larger too. If a ‘correlation coefficient’ is 

negative, it means that as one gets larger, the other gets smaller and if there is no 

relationship between two variables, value of the ‘correlation coefficient’ is close to 0.  

In our case, the two variables are rank and percentage returns. Based on the 

existing data, we need to monitor the percentage returns with the changing ranks of the 
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product. It is very likely that less competitiveness of the product will result in lower 

rank and will eventually result in higher percent returns. Following table shows the 

correlation between rank and percent returns under RC3 reason codes. 

Table 3.7 Ranks and Percent Returns Correlation – RC3 
Week 0 V-GS85 C-D173 CR-HC28 RD-770US RZ-830 

Rank 4 3 5 1 2 

% Returns X1 X2 X3 X4 X5 

Week 1 V-GS85 C-D173 CR-HC28 RD-770US RZ-830 

Rank 4 1 5 2 3 

% Returns Y1 Y2 Y3 Y4 Y5 

Week 2 V-GS85 C-D173 CR-HC28 RD-770US RZ-830 

Rank 4 3 5 2 1 

% Returns Z1 Z2 Z3 Z4 Z5 

…. …. …. …. …. …. 

…. …. …. …. …. …. 

…. …. …. …. …. …. 

Week n V-GS85 C-D173 CR-HC28 RD-770US RZ-830 

Rank 4 3 5 2 1 

% Returns N1 N2 N3 N4 N5 

 

Please note that, the week n is the current week or a week until the latest return 

data is available. Once we find the correlation between the two variables namely rank 

and percent returns, for the future weeks we can predict the returns using linear 

regression method. (Since manufacturers/retailers know promotional prices in advance 

and ranks in future weeks can be estimated ahead of time). For example, in table 3.7 
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rank of the model RD-770US changes from 1 to 2 or rank of the model C-D173 changes 

from 3 to 1 to 3. We need to note the changes in percent returns data for those weeks. 

Say, we have established a correlation between rank and percent returns based on the 

past data. Now, in four weeks from today, there is a promotional price being offered on 

one of the products. Based on our DEA – CCR model, we can estimate the ranks of all 

similar products in that week. Then, based on the correlation and linear regression 

analysis between ranks and percent returns, we can forecast product returns.  

To summarize, in this chapter we saw the development of forecasting 

methodology that can be used to estimate product returns for the consumer electronics 

industry. In the model development process, we saw the reason codes and their role in 

product returns. We classified them into different categories such as RC1, RC1 and 

RC3. After classification of reason codes, we analyzed them separately. For the RC1 & 

RC2 reason codes, we analyzed the data pattern and then applied a moving average 

method to forecast RC1 & RC2 type product returns. For the third type of product 

returns i.e. RC3, based on the market research data, we said that it depends on the price, 

specifications and the promotional activities of competing products. We then performed 

a rank analysis with DEA (extreme point approach) and used a correlation/linear 

regression method between product ranks and percent returns to forecast RC3 type 

product returns. In the next chapter, we will look at the simulated data, apply the 

forecasting methodology and analyze results. 
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CHAPTER 4 

DATA ANALYSIS AND RESULTS 

 

4.1 Data Analysis 

 In the previous chapter, we saw different types of product returns that are seen 

in the Consumer Electronics industry. We classified these returns under different reason 

codes namely RC1, RC2 and RC3. We also suggested potential solutions for each type 

of product return. For RC1 and RC2 type returns, we chose a moving average method 

whereas for RC3 type returns we selected a combination of DEA and correlation/linear 

regression. Our next goal is to collect the input data, apply the forecasting methodology 

and analyze results. The question is, ‘what is the input data in this case?’ There are three 

different categories of product returns. So what kind of input data do we need for 

analysis? Is it sales data or is it returns data or is it percent returns data?   

When we developed the forecasting model in the previous chapter, we used 

percent returns data. We will use the same (percent return data) for the data analysis.  

Additionally, for RC3 type returns, we will also need product specifications data for 

DEA model to be able to compute product ranks. Since the actual industry sales and 

returns data is hard to get due to its sensitive nature, we will have to generate the input 

data by a simulation method. We have seen previously that, all three types of product 

returns follow specific probabilistic distributions (normal or exponential). 
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Thus, depending on the return data distribution (exponential in the case of RC1 and 

RC2 and normal in the case of RC3) we will generate the input data set for each type of 

return by simulation. To summarize, for RC1 and RC2 type product returns, we will 

generate percent returns data using an exponential distribution and for RC3 type product 

returns we will generate percent returns data using a normal distribution. Additionally 

for RC3 type returns, we will use product specification data for rank analysis. Then we 

will apply the proposed forecasting solution to this data to achieve results. Finally, we 

will combine the results (by all reason codes) and analyze them. 

4.1.1 Input data and results for RC1 

In section 3.3.1 (Reason Code RC1: Analysis and Solution), we saw the product 

return scenario under RC1 reason code. Consumers under this reason code received a 

defective product. Based on the product return scenario, we concluded that the 

maximum returns will occur in week 0, moderate returns in week 1 and very few will 

occur in week 2. In this case, percent return data would be exponentially distributed. An 

exponential distribution is a type of a continuous probability distribution and commonly 

used. The probability density function (pdf) for an exponentially distributed data is 

defined as follows. 

f (T) = �e -�T 

T � 0, � � 0 

Where � = Constant Failure Rate. In our case � is ‘Return Rate.’  

Based on the market research data, an average product return rate for the 

Consumer Electronics Product is approx. 8-10%. For simplicity, let us choose 10 % for 



 71

our analysis. Similar study shows that, 5% of product returns are attributed to the RC1 

type returns (see table 3.1 Classification of Reason Codes). Thus, overall 0.5% (10 % x 

5 %) of total weekly sales is likely to be returned due to defective or malfunctioning 

products over next two week period. For example, if a retailer has sold 2000 camcorders 

in a week, out of which 200 (10%) are likely to be returned within next 14 days then, 10 

(5%) are likely to be defective or malfunctioning. As seen previously, the return data 

will be spread over two weeks and will follow an exponential distribution i.e. the 

highest return rate will be observed in Week 0, moderate in Week 1 and lowest in Week 

2. Please note that, the return period is two weeks (14 days). Based on the exponential 

distribution function and using random number generation functionality in Microsoft 

excel, we simulated the percent return data (Appendix A) for RC1 type returns between 

0.4 % – 0.6 %. Data in the table below is a snapshot of the data generated in Appendix 

A. Appendix A shows the complete simulated data for RC1 type returns for 52 weeks.  

Table 4.1 Percent Returns Data and Moving Average for RC1  
���� ��� ��� ��� ��� �� ���� ���� ���	 	
 �

���������������� � �������� �����	�
 ���	���� �������� �� ����

�	 ���	��

���������������� � �������� �������� �����
�
 �� ���

��� ����
��� ������

���������������� � �������� ����
	�� �� ���

�
� �������� �������� ���	��  

 

Now notice that, in Table 4.1 there is a small shift in the values for Week 0 % 

returns and Week 1 % returns and Week 2 % returns. Whenever there is a small shift in 

the values, typically a moving average (MA) method is used. A time window (3MA, 

4MA or 5 MA) can be chosen based on individual’s needs. We will use 4MA for RC1 
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type returns. 4 week moving average is computed in the last column (titles 4 MA) of the 

above table 4.1. 

Let us say forecast for camcorder model C-D173 for next week is 2300. We can 

say that, assuming retailer sells 2300 units in week 0 of this camcorder, 0.340% will be 

returned in Week 0, 0.119% in Week 1 and 0.048% in Week 2 under RC1. Or in other 

words total 0.507% (0.340 + 0.118 + 0.047) of the camcorders i.e. 12 (rounded) will be 

returned by end of the Week 2 that was purchased in Week 0.  

In any forecast model, more data points give a better picture of the history. 

Thus, as we move forward in time and as more percent returns data is available, the 4 

week moving average is recomputed and the forecast model gets refined.  

4.1.2 Input data and results for RC2 

In section 3.3.2 (Reason Code RC2: Analysis and Solution), we saw the product 

return scenario under RC2 reason code. A consumer under this reason code, returns the 

product without any reason i.e. product is in working condition however the consumer 

would like to return it within the return period without an exchange. Based on the 

product return scenario, we concluded that the maximum returns will occur in week 0; 

moderate returns in week 1 and very few will occur in week 2 and percent returns data 

would be exponentially distributed. An exponential distribution is a type of continuous 

probability distribution and commonly used. The probability density function (pdf) for 

an exponentially distributed data is defined as follows. 
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f (T) = �e -�T 

T � 0, � � 0 

Where � = Constant Failure Rate. In our case � is ‘Product Return Rate.’  

Based on the market research data, an average product return rate for the 

Consumer Electronics Product is approx. 8-10%. For simplicity let us choose 10 % for 

our analysis. Similar study shows that, 27% of the product returns are attributed to the 

RC2 type returns (see table 3.1 Classification of Reason Codes). Thus, overall 2.7% (10 

% x 27 %) of total weekly sales is likely to be returned without an exchange (these 

products are non defective). For example, if retailer has sold 2000 camcorders in a 

week, out of which 200 (10%) are likely to be returned within next 14 days then, 54 

(27%) are likely to be returned without an exchange. As seen previously, the return data 

will be spread over two weeks and will follow an exponential distribution i.e. the 

highest return rate will be observed in Week 0, moderate in Week 1 and lowest in Week 

2. Please note that, the return period is two weeks (14 days). Based on the exponential 

distribution function and using random number generation functionality in Microsoft 

excel, we simulated the percent return data (Appendix B) for the RC2 type returns 

between 2.2 % – 3.2 %. Data in the table below is a snapshot of the data set in 

Appendix B. Appendix B shows the complete simulated data for the RC2 type returns 

for 52 weeks.  

Table 4.2 Percent Returns Data and Moving Average for RC2  
���� ��� ��� ��� ��� �� ���� ���� ���	 	
 �

���������������� � �����
�	 ��
����� �������� ���	���	 �� �������� ������

���������������� � �������� ���
��		 �������� �� ����	�	� �������� ������

���������������� � �����
�� ������	 �� ������
� ������	
 ����	��� ������  
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Now notice that, in Table 4.2 there is a small shift in the values for Week 0 % 

returns and Week 1 % returns and Week 2 % returns. Whenever there is a small shift in 

the values, typically a moving average (MA) method is used. A time window (3MA or 

4MA or 5 MA) can be chosen based on individual’s needs. We will use 4MA for the 

RC1 returns. 4 week moving average is computed in the last column (titled 4MA) of the 

table 4.2. 

Let us say forecast for camcorder model C-D173 for next week is 2300. We can 

say that assuming a retailer sells 2300 units in week 0 of this camcorder, 2.377% will be 

returned in Week 0, 0.260% in Week 1 and 0.030% in Week 2 under RC2. Or in other 

words total 2.667% (2.377 + 0.260 + 0.030) of the camcorders i.e. 62 (rounded) will be 

returned by end of the Week 2 that was purchased in Week 0.  

To reiterate the previous statement, in any forecast model, more data points give 

a better picture of the history. Thus, as we move forward in time and as more percent 

returns data is available, the 4 month moving average is recomputed and the forecast 

model gets refined.  

4.1.3 Input data and results for RC3 

In section 3.3.3 (Reason Code RC3: Analysis), we saw the product return 

scenario under RC3 reason code. Under this reason code, a consumer returns a product 

and exchanges it with competitor’s product because his expectations about that product 

fall short. In other words, the customer did not see any value in this product or he/she 

feels that, the amount of money he/she spent on the product, he/she could have gotten 

better deal. Therefore, he/she wants to exchange it with something else (similar product 
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offered by competitor) that he thinks is a good deal. Please note that, RC3 is the case 

only if a customer exchanges the product with some other product. As seen in the table 

3.1, 68 % of the total returns are attributed to this (RC3) type. These types of consumers 

are serious buyers, well informed about the product specifications and prices offered by 

retailers. Based on the product return scenario, we concluded that, most of the RC3 type 

returns fall in Week 1, moderate returns in week 0 and week 2 for the product 

purchased in Week 0. This is because a customer purchases a product in Week 0. As per 

the market research data, demand falls over the weekend of Week 0 and the customer 

spends some hours initially to understand the product. Thus, if he/she wishes to 

exchange it with another product, he/she is likely to do so in Week 1. That is why most 

of the RC3 type returns fall in Week 1. Thus, return data would be normally distributed. 

It is defined in term of mean (µ) and standard deviation (�). The probability density 

function (pdf) for normally distributed data is defined as follows. 

P(x) = 1 / (� �2�) * exp –{sqr (x-µ)/sqr (2�)} 

Where µ = Mean and � = Standard Deviation 

Based on the market research data, the average product return rate for Consumer 

Electronics Product is approx. 8-10%. For simplicity, let us choose 10 % for our 

analysis. Similar study shows that 68% of returns are attributed to the RC3 type returns 

(see table 3.1 Classification of Reason Codes). Thus, overall 6.8% (10 % x 68 %) of 

total weekly sales are likely to be returned with exchanges. For example, if retailer has 

sold 2000 camcorders in a week, out of which 200 (10%) are likely to be returned 

within next 14 days then, 136 (68%) are likely to be returned with exchange. As seen 
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previously, return data will be spread over two weeks and will follow a normal 

distribution i.e. the highest return rate will be observed in Week 1 and moderate return 

rate in week 0 and week 2. Please note that, return period is two weeks (14 days). Based 

on the normal distribution function and using random number generation functionality 

in Microsoft excel, we simulated the percent return data (Appendix C) for RC3 type 

returns between 6.2 % – 7.5 %. For RC3 type product returns, in addition to percent 

returns data, we will also need product specifications (spec & price) data for DEA-CCR 

model to be able to compute the product ranks. Once product ranks are computed using 

DEA, they will be used in a correlation analysis. Correlation analysis will be performed 

to find a relationship (coefficient of correlation) between ranks and percent returns as 

shown in the table below. It is a snapshot of the data set in Appendix C. Appendix C 

shows the complete simulated percent returns data, product specifications, input data for 

DEA model, rank calculation and correlation/regression analysis for RC3 type returns 

for 52 weeks.  

Table 4.3 Ranks and Percent Returns Correlation for RC3 
 

�������

�� ���

� ��������

������ ���

 ����� � �����

 ����� � 
�
��

 ����� � �����

 ����� � 
����

� � �

� � �

� � �

 ����	� � 
����

 ����	� � 
����  



 77

Table 4.3 Continued 
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The value of coefficient of correlation ‘R’ is 0.8418 which indicates a strong 

correlation. Value of R2 is 0.7086. It means that 70.86% of the times, relationship 

between product ranks and percent returns can be explained and 29.14% of the times it 

is unexplained. Using slope and intercept information from regression analysis, we can 

forecast product returns. For example, a consumer purchased model C-D173 at $250 

(promotional price) in current week (week 0). Next week (week 1), promotion for C-

D173 is over and price for C-D173 is going to be $280 and some other camcorder 

(competitor’s model) is going to be on promotion. The price information in future 

weeks is available to retailers and manufacturers ahead of time. Since the price for C-

D173 has gone up; it is likely that its rank among similar product will drop. Based on 

the price and product specifications metrics, we will compute product ranks in week 1 

using a DEA-CCR model. Let us say, the product rank in week 1 among similar and 

competing products turns out to be 4. From correlation and regression analysis we have 
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X variable as 0.0032 and intercept as 0.0624. Thus Y= 0.0032(4) + 0.0624 = 0.0752 or 

7.52 % of the C-D173 camcorder models sold in week 0 are likely to be returned with 

exchanges in week 1. Let us say, forecast for C-D173 camcorder is 2300 in week 0. 

Thus, 7.52 % or 173 (rounded) will be exchanged in week 1. 

In any forecast model, more data points give a better picture of the history. 

Thus, as we move forward in time, more percent return data is available, product ranks 

are computed based on changes in product prices, the coefficient of correlation is 

calculated and forecast model is refined.  

4.2 Interpretation of Results 

Now that we have seen the input data and results, we need to interpret and 

summarize these results for all types of returns i.e. RC1, RC2 and RC3. The RC1 & 

RC2 type returns were computed using a moving average method while the RC3 type 

returns were estimated using a combination of DEA & regression analysis. The total 

returns will be a simple addition of returns computed in each return type by week. For 

example, let us say forecast for the camcorder model C-D173 is 2300 in week 0 and 

return period is 14 days (2 weeks). Product returns will occur in week 0, week 1 and 

week 2. In all three weeks, the returns will be observed by all three types i.e. RC1, RC2 

and RC3. We also concluded that, for RC1 & RC2 types, the maximum returns will 

occur in week 0, moderate in week 1 and very few in week 2. Whereas for RC3 type, 

the maximum returns will occur in week 1 and moderate returns will occur in week 0 

and week 2.  
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Since the actual industry data was not available due to its sensitive nature, we 

assumed that, each return type would follow a certain type of probabilistic distribution. 

We suggested that, RC1 & RC2 returns would follow an exponential distribution 

whereas the RC3 returns would follow a normal distribution. Assuming these 

probabilistic distributions and return period of 14 days (2 weeks), we simulated the data 

as shown in appendices A, B and C for one of the camcorder model i.e. C-D173. To 

summarize the results based on this simulated data, we will forecast product returns for 

C-D173 in each category by week and add the results as shown in the following table. 

Table 4.4 Summarized Results 
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Table 4.4 Continued 
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Typically, we receive the actual data (POS sales) from company’s data 

warehousing system. In our case, we have simulated the data assuming certain 

probabilistic distributions. Once historical data is available, % returns are computed for 

each (RC1, RC2 and RC3) category. Additionally, product ranks are computed for RC3 

type returns based on the product price and specifications data.  

For RC1 and RC2 type returns, based on percent returns data, 4 week moving 

average (4 MA) is computed. And for RC3 type returns, based on percent returns and 

ranks, correlation/linear regression analysis is performed.  The intercept and X variable 

are required to be obtained as a result of the correlation/linear regression analysis.  
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Once all this data is computed, for each type, the return forecast is calculated as 

explained in section 4.1 (4.1.1, 4.1.2 and 4.1.3). Finally, all return forecast numbers are 

added to obtain total return forecast.  

4.3 Guidelines for Alternate Scenarios 

In the previous section 4.2, we saw the input data, data analysis and computation 

of returns forecast for RC1, RC2 and RC3 returns. We mentioned that, since the 

industry data was not available due to its sensitive nature, we had to simulate the input 

data assuming certain probabilistic distributions. Our analysis is based on the simulated 

data. Even though these assumptions are made based on the market research data, 

obvious questions that can be asked are, ‘what if the probability distribution is 

different?’ ‘What if the product ranks computed are different from the way CE industry 

views them?’ ‘What if there are more types of returns in addition to RC1, RC2 and 

RC3?’ ‘What if there is a seasonal pattern in return data?’ Let us look at these scenarios 

one by one. These scenarios can also be used as implementation guidelines. 

First scenario i.e. ‘what if the probability distribution is different in reality?’ We 

assumed the input data for RC1 and RC2 returns to be exponential and for RC3 to be 

normal. Think yourself as a consumer and dealing with RC1 type product return. You 

received a malfunctioning product from a retail shop. You have two weeks to return the 

product. Would you return it right away or would you wait until end of the return 

period? Obviously, you would want to return it right away and get the product that is in 

working condition. Similarly, in case of RC2 scenario, you as a consumer dealing with 

a product that you purchased but you are not sure if you are going to keep it or not. 
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When large amount of money is at stake, you would want to return it right away. Thus 

in both RC1 & RC2 scenarios, the maximum returns will occur in week 0 of the 

purchase, moderate returns in week 1 and few returns in week 2, which is a exponential 

distribution.  

Now, consider the RC3 scenario. During the return period of two weeks, if you 

are happy with the product, you would keep it. If you are not happy with the product 

you would exchange it with another product. As explained in section 4.1.3, the 

maximum returns in this case would occur in week 1 and moderate returns would occur 

in week 0 and week 2, which is a normal distribution. 

In reality, the input data (% return data) could follow any other distribution. If 

different probability distribution is observed, the alternate solution can be developed 

using guidelines from this methodology. 

Now let us look at the second scenario, ‘What if the product ranks computed are 

different from the way CE industry views them?’ Our rank computation method uses 

DEA tool and is based on the metrics of product price and product features. Some folks 

may have different views about computing product ranks. They may compute the ranks 

using only price factor (say the lowest price) or only product features (say the highest 

zoom level in case of camcorder) or using product popularity (the highest selling). The 

rank computation may vary from product to product or retailer to retailer or 

manufacturer to manufacturer. Methods other than DEA can be used to compute 

product ranks. One thing to remember in this case is that, we have to compute product 

ranks based on the factors that makes the most business sense and relates closely to 
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product returns. These factors could vary from product to product and time to time. 

Rank computation method should be based on the individual’s requirements.  

The third scenario is, ‘What if there are more types of returns in addition to 

RC1, RC2 and RC3?’ We believe that RC1, RC2 and RC3 types cover most of the 

product returns scenarios in the consumer electronics industry. If different types of 

returns are observed then planners need to analyze the return type, factors contributing 

to each return type, consumer behavior and return data pattern by time buckets. Then 

suggest the appropriate solution for it.  

The last scenario is, ‘What if there is a seasonal pattern in return data?’ Product 

returns data that we have considered for our analysis is percent returns instead of actual 

return volumes. Thus, any minor seasonal patterns in the data can be overcome by 

percent returns. However, there may be some situations where seasonality will required 

to be considered even though we are using percent returns. This would be another 

opportunity to develop an alternate solution. Typically, the best industry practices 

compute a baseline forecast and then impose the seasonality pattern on top of it. The 

industry guidelines on computing a seasonal forecast can be employed in this case to 

address the seasonality pattern and to develop an alternate solution. 

One thing to remember for any forecast model is, ‘more data points give the 

planner a better picture about the parameters selection’. As we move forward in time, 

more percent return data is available. All parameters (4 week moving average, product 

ranks, and coefficient of correlation) are computed every week and the forecast model 

gets refined.  
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4.4 Model Comparison 

One more important aspect of a new methodology is to compare the new 

methodology with one of the existing forecast models that are used in the industry or 

previously proposed by different researchers. By doing so, we will know the issues that 

we have addressed in this model that were not effectively addressed previously.  

The models currently used for forecasting the product returns in the Consumer 

Electronics (CE) industry are mainly of time series types. They analyze the historical 

returns data and apply time series techniques such as single exponential, double 

exponential, moving average, croston’s etc. These techniques are typically built inside 

automated software.  The Market research for the CE industry shows that the 

promotional/seasonal activities and the consumer behavior (refer section 3.3.3.1) 

change from month to month and year over year. Thus, traditional time series methods 

may not be sufficient and a more robust method is required to forecast product returns 

in the CE industry. 

Let us look at one of the forecasting models proposed previously. In the 

literature survey chapter (section 2.3.2), we discussed some of the approaches for 

forecasting product returns. We believe that, these proposed models discussed in 

literature survey, may not effectively address the typical scenarios in the CE industry. In 

one of the proposed model, return time is computed using a regression analysis. It 

assumed that the higher price would allow quick returns (if more money is at stake, then 

consumer would return it sooner rather than later). In the same model, return probability 

is computed assuming that consumers will reject a poor fit for more expensive items. 
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We believe that this model may not effectively address the product returns in the CE 

industry. For example, RC2 return type can be modeled using the regression analysis, 

assuming ‘more money at stake, quick return time’ logic. However, RC1 and RC3 

(especially RC3) product returns may not be effectively modeled using this model due 

to the consumer behavior, promotional/seasonal activities, product competitiveness in 

the CE industry.  

We know that, the CE industry offers variety of products in variety of 

specifications. At the same time, the product life cycle, promotional/seasonal activities, 

consumer buying and the return data patterns that are observed for the CE products are 

unique and differ from the products in other industries. It requires a forecast model that 

would effectively address the return scenarios based on the above-mentioned factors. 

We believe that, the model proposed in this research would be a close fit model to 

forecast product returns for the CE industry. 
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CHAPTER 5 

CONCLUSION 

 

5.1 Summary 

 In this research, a new forecasting methodology is developed for the Consumer 

Electronics (CE) industry to forecast product returns. CE retailers and manufacturers 

can use this model for forecasting the product returns. This forecast model is based on 

reason codes. Reason codes (RC) are simply customized codes entered into the point of 

sales system when the product is returned. Reason code based forecasting is a unique 

part of this research. We believe that, this methodology can effectively translate 

consumer behavior into meaningful data that can be fed into the model to forecast 

product returns.  

Product returns observed in the CE industry are categorized into three different 

categories namely RC1, RC2 and RC3. They each effectively address different product 

return scenarios for the CE products. The computation part of the model uses a 

combination of two approaches, extreme point approach and central tendency approach. 

The extreme point approach uses ‘data envelopment analysis (DEA)’ in the initial step 

combined with correlation/linear regression whereas the central tendency approach uses 

a moving average method. The moving average method is chosen for 
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RC1 and RC2 type product returns whereas a combination of data envelopment analysis 

and linear regression is chosen for the RC3 type product returns. Results are then added 

together to compute total forecast. 

The product that we have considered for our analysis is a digital camcorder. 

Since actual industry data was not available for product returns and product prices due 

to its sensitive nature, we simulated the input data (percent returns, product price and 

product specification data). The complete set of simulated data is as shown in 

Appendices A, B and C for RC1, RC2 and RC3 type returns respectively. The snapshot 

of the data is shown in Tables 4.1, 4.2, 4.3. Summarized results are in table 4.4. The 

questions related to the alternate scenarios have also been addressed. These scenarios 

can be used as the implementation guidelines by users. 

5.2 Contributions 

This study provides several contributions to the body of knowledge in the field 

of reverse supply chain. CE Retailers and manufacturers can effectively use this 

methodology to forecast product returns.  

The first contribution of this methodology is a new way of forecasting product 

returns i.e. reason codes based forecasting. Also, this methodology integrates extreme 

point approach and central tendency approach. As seen previously, the existing models 

may not effectively forecast product returns and address the consumer behavior with 

respect to the product competitiveness in the CE industry. There is a need for new 

forecasting approach to forecast product returns for the CE industry. With a robust 
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forecast model, all downstream processes (strategic, tactical and operational) will be 

positively impacted. 

Secondly, this methodology can effectively address and cover different product 

return scenarios. The RC1, RC2 and RC3 return types cover most of the return 

scenarios that are observed today. The RC1 scenario addresses the returns for defective 

products, the RC2 scenario addresses the returns without exchanges and the RC3 type 

focuses on the returns with exchanges. Any other return scenario that users (retailers 

and manufacturers) wishes to model, can be modeled using guidelines shown in this 

methodology. Also, this methodology can be extended to the other industries as well. 

Finally, this methodology shows a new way of translating the consumer 

behavior into meaningful data. This data can be fed to the model to forecast product 

returns. When a consumer returns a product in a store, the reason codes (customized 

code designed for point of sales system) can be captured. These codes can be 

categorized based on users’ requirements. The reason codes reflect the consumer 

behavior under different return scenarios. Returns data attributed to each reason code 

can be analyzed and used to forecast the product returns.  

5.3 Future Research 

The forecast model developed in this research was primarily for the Consumer 

Electronics (CE) industry. The area where future research can be performed is an 

extension of this forecast model to other industries. In the industries like book 

publishing/distribution, clothing merchandise and auto parts industries, the return rate is 

considerably high. The methodology in this research can be extrapolated to develop the 
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forecast model to forecast product returns for these industries. As mentioned in the 

‘guideline for alternate scenarios’ section, future research can also be done to develop 

alternate solutions for different probabilistic distributions. Using these guidelines this 

model can be expanded to include more types of returns. 

We previously said that, timely and accurate product returns forecast would 

positively impact the downstream processes (strategic, tactical and operational). Let us 

see, how accurate and timely forecast can impact the strategic and tactical level 

planning. The strategic planning within the organization is a much broader term and 

typically includes long term planning such as a new product introduction. Timely and 

accurate information about product returns can have significant impact on the new 

product introduction. The impact on the product launch strategy using product returns 

forecast would be an interesting area to research.  

The tactical planning typically includes capacity planning, disposal management 

etc. Early information about product returns can definitely make impact on the capacity 

planning, design of the disposal facilities, logistics network etc. Especially, within the 

disposal management, modifications of the disposal facilities due to early forecast 

information can be studied. The capacity planning to handle the unexpected returns can 

also be an interesting topic to explore. 
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Overview:  

Since the actual industry sales data is hard to get due to its sensitive nature, we 

will generate the input data by the simulation method. When we looked at the return 

scenario for RC1 type returns, we concluded that it follows an exponential distribution. 

Thus, assuming that data pattern is exponentially distributed, we have generated the 

input data for RC1 type product returns.  

Based on the market research data, the average product return rate for Consumer 

Electronics Product is approx. 8-10%. For simplicity, let us choose 10 % for our 

analysis. The similar study shows that, 5% of the returns are attributed to the RC1 type 

(see table 3.1 Classification of Reason Codes). Thus, overall 0.5% (10 % x 5 %) of total 

weekly sales is likely to be returned due to defective or malfunctioning products over 

next two week period. Based on the exponential distribution function and using random 

number generation functionality in Microsoft excel, we simulated percent return data set 

for RC1 type returns between 0.4 % – 0.6 %. The probability density function (pdf) for 

exponentially distributed data is defined as follows.  

f (T) = �e -�T 

T � 0, � � 0 

Where � = Constant Failure Rate. In our case � is ‘Product Return Rate.’  

The return data generated is between 0.4 % – 0.6 %. Since the return period is 

two weeks, each % returns should be spread over two weeks and exponentially 

distributed. From figure 3.4 (Return Data Pattern for Reason Code RC1) and table 3.2 

(Grouping of Returns Percentage) we know that the part of the percent returns falls in 
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week 0, part of it falls in week 1 and  part of it falls in week 2 for the product that is 

purchased in Week 0. We compute the return forecast for one product at a time. Thus 

we have generated input data (% returns) for one of the camcorders models (C-D173) 

under RC1 type supporting the above-mentioned requirements.  

Table A.1 Percent Return data for RC1 
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Note: Since the returns fall over next two weeks, for any given week please add 

numbers diagonally. For example for Wk 0 add 0.3292 + 0.1807 + 0.0991 = 0.6091 

Note: When adding the % returns number to compute moving average, please add them 

in straight row. For example for Week 0 % returns add 0.3292 + 0.3335 + 0.3581 +…. 

+ 0.3362. And 4 Week MA will be average of last 4 weeks for each row. 

Now notice that, in Table A.1 there is a small shift in the values for Week 0 % 

returns and Week 1 % returns and Week 2 % returns. Whenever there is a small shift in 

the values, typically a moving average (MA) method is used. Time window (3MA or 

4MA or 5 MA) can be chosen based on individual’s needs. We will use 4MA for RC1 

returns.  

Table A.2 4MA of Percent Returns for RC1 
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Let us say, sales forecast for C-D173 camcorder model for next week is 2300, 

we can say that assuming the retailer sells 2300 units of this camcorder, 0.340% will be 

returned in Week 0, 0.119% in Week 1 and 0.048% in Week 2 under RC1. Or in other 

words, total 0.507% (0.340 + 0.119 + 0.048) of the camcorders i.e. 12 (rounded) will be 

returned by end of the Week 2, that were purchased in Week 0. 

In any forecast model, more data points give a better picture of the history. 

Thus, as we move forward in time and as more percent return data is available, 4 month 

moving average is recomputed and the forecast model gets refined.  
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SIMLUATED INPUT DATA FOR REASON CODE RC2 
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Overview:  

Since the actual industry sales data is hard to get due to its sensitive nature, we 

will generate the input data by the simulation method. When we looked at the return 

scenario for RC2 type returns, we concluded that it follows an exponential distribution. 

Thus, assuming that, the data pattern is exponentially distributed, we have generated the 

input data for RC2 type product returns.  

Based on the market research, the average product return rate for the Consumer 

Electronics Product is approx. 8-10%. For simplicity let us choose 10 % for our 

analysis. The similar study shows that, 27% of returns are attributed to the RC2 types of 

product returns (see table 3.1 Classification of Reason Codes). Thus, overall 2.7% (10 

% x 27 %) of total weekly sales are likely to be returned without an exchange. Based on 

the exponential distribution function and using random number generation functionality 

in Microsoft excel, we simulated the percent return data set for RC2 type returns 

between 2.2 % – 3.2 %. The probability density function (pdf) for exponentially 

distributed data is defined as follows.  

f (T) = �e -�T 

T � 0, � � 0 

Where � = Constant Failure Rate. In our case � is ‘Product Return Rate.’  

The return data generated is between 2.2 % – 3.2 %. Since the return period is 

two weeks, each % returns should be spread over two weeks and exponentially 

distributed. From figure 3.5 (Return Data Pattern for Reason Code RC2) and table 3.3 

(Grouping of Returns Percentage) we know that the part of the percent returns falls in 
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week 0, part of it falls in week 1 and  part of it falls in week 2 for the product that is 

purchased in Week 0. We compute the return forecast for one product at a time. Thus 

we have generated input data (% returns) for one of the camcorders models (C-D173) 

under RC2 type supporting the above-mentioned requirements.  

Table B.1 Percent Return data for RC2 
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Note: Since the returns fall over next two weeks, for any given week please add 

numbers diagonally. For example for Wk 0 add 2.4496 + 0.2738 + 0.0306 = 2.7541 

Note: When adding the % returns number to compute the moving average, please add 

them in straight row. For example for Week 0 % returns add 2.4496 + 2.6931 + 2.7743 

+…. + 2.1141. And 4 Week MA will be average of last 4 weeks for each row. 

Now notice that, in Table B.1 there is a small shift in the values for Week 0 % 

returns and Week 1 % returns and Week 2 % returns. Whenever there is a small shift in 

the values, typically a moving average (MA) method is used. Time window (3MA or 

4MA or 5 MA) can be chosen based on individual’s needs. We will use 4MA for RC2 

returns.  

Table B.2 4MA of Percent Returns for RC2 
��� ��� ���

	
 ��������������������� � ������

	
 ��������������������� � ���
��

	
 ��������������������� � ������  

 

Let us say sales forecast for C-D173 camcorder model for next week is 2300, we 

can say that assuming the retailer sells 2300 units of this camcorder, 2.377% will be 

returned in Week 0, 0.260% in Week 1 and 0.030% in Week 2 under RC2. Or in other 

words, total 2.667% (2.377 + 0.260 + 0.030) of the camcorders i.e. 62 (rounded) will be 

returned by end of the Week 2 that were purchased in Week 0. 

In any forecast model, more data points give a better picture of the history. 

Thus, as we move forward in time and as more percent return data is available, 4 four 

month moving average is recomputed and the forecast model gets refined.  
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APPENDIX C 

SIMLUATED INPUT DATA FOR REASON CODE RC3 
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Overview:  

Since the actual industry sales data is hard to get due to its sensitive nature, we 

will generate the input data by the simulation method. When we looked at the return 

scenario for RC3 type returns, we concluded that it follows a normal distribution. Thus, 

assuming that the data pattern is exponentially distributed, we have generated the input 

data for RC3 type product returns.  

Based on the market research data, the average product return rate for the 

Consumer Electronics Product is approx. 8-10%. For simplicity let us choose 10 % for 

our analysis. The similar study shows that 68% of returns are attributed to the RC3 

types of product returns (see table 3.1 Classification of Reason Codes). Thus, overall 

6.8% (10 % x 68 %) of total weekly sales is likely to be returned because consumer 

wishes to exchange the product. Based on the normal distribution function and using 

random number generation functionality in Microsoft excel, we simulated the percent 

return data set for RC3 type product returns between 6.2 % – 7.5 %. The probability 

density function (pdf) for normally distributed data is defined as follows.  

 

P(x) = 1 / (� �2�) * exp –{sqr (x-µ)/sqr (2�)} 

Where µ = Mean and � = Standard Deviation 

The return data generated is between 6.2 % – 7.5 %. Since the return period is 

two weeks, each % returns should be spread over two weeks and normally distributed. 

From figure 3.8 (Return Data Pattern for Reason Code RC3) we know that the part of 

the percent returns falls in week 0, part of it falls in week 1 and  part of it falls in week 2 
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for the product that is purchased in Week 0. We compute the return forecast for one 

product at a time. Thus, we have generated the input data (% returns) for one of the 

camcorder models (C-D173) under RC3 type supporting the above requirements.  

Table C.1 Percent Return data for RC3            
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Note:  Since the returns fall over next two weeks, for any given week, please add 

numbers diagonally. For example for Wk 0 we will add 1.0560 + 4.7218 + 1.3155 = 

7.0933%. Thus, 7.0933% of the products are likely to be returned (exchanged) within 

next 14 days that are purchased in Wk 0. Similarly, for Wk1 6.6202 % (1.0776 + 4.5018 

+ 1.0408) of the products are likely to be returned (exchanged) within next 14 days that 

are purchased in Wk 1 and so on and so forth. The following table shows the aggregated 

% returns by week for C-D173 model. 

Table C.2 Aggregated Percent Return data for RC3 
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For RC3 type product returns, in addition to the percent return data, we are also 

going to need the product specification and price data as an input to DEA model to 

compute product ranks. The following section of this appendix shows the product 
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specification data. We have simulated the product specification and price data. The 

following table shows the camcorder specifications data. 

Table C.3 Product Specification Data 
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Note: In section 3.3.4.1 (Rank Analysis with DEA – CCR Model), we specified the 

number of decision making units (DMUs) required for DEA-CCR model. The 

requirement states that the numbers of DMUs should be greater than three times the 

number of inputs plus outputs. In our case, we have 1 input and 4 outputs, total 5. Thus, 

number of DMUs should be greater 15 (5*3). To satisfy this requirement, we created 15 

dummy camcorder models (DMUs) with dummy data. Thus, we have 5 actuals plus 15 

dummy, total 20 DMUs, which satisfies the condition for required number of DMUs. 

For simplicity purpose, we have not shown data for dummy camcorders. 
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The following table shows product price data for 52 weeks. 

Table C.4 Product Price Data 
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Table C.4 Continued 
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Now to compute product ranks, DEA tool requires an input file. This input file is 

created based on the combination of product specifications and prices. As explained in 

Table 3.5 (Input Data for DEA Solver), below we have created the input data based on 

the product specifications and price data for DEA-CCR model.  

Table C.5 Input Data for DEA-CCR Model 
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Table C.5 Continued 

 ����� )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ������ ������ ����
�

2�A�2�3��!��5((6 ������ � ���	�� ���
�� ������

2	A�7�&�%�(8���%(����(& ��
 ������ ����	� ���		� �

(�3��"�,� � � � � �

 ����	 )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ ������ ������ ����
�

2�A�2�3��!��5((6 ��	��� ����	� ���	�� ���
�� ������

2	A�7�&�%�(8���%(����(& ��
��� �����
 ����	� ���		� �

(�3��"�,� � � � � �

 ����
 )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ������

2�A�2�3��!��5((6 ������ ����	� ��� ���
�� �����


2	A�7�&�%�(8���%(����(& ��
 �����
 � ���		� �

(�3��"�,� � � � � �

 ����� )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ ���� ������ ����	�

2�A�2�3��!��5((6 ������ ����	� ��� ���	�� ��	���

2	A�7�&�%�(8���%(����(& ��
		� �����
 � ���	�� �

(�3��"�,� � � � � �

 ����� )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ ���� ������ ����	�

2�A�2�3��!��5((6 ������ ����	� ��� ���	�� ��	���

2	A�7�&�%�(8���%(����(& ��
		� �����
 � ���	�� �

(�3��"�,� � � � � �

 ����� )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ �����
 ����
 ����	�

2�A�2�3��!��5((6 ��	��� � ���
	� ��� ���

�

2	A�7�&�%�(8���%(����(& ������ ������ ������ ���� �

(�3��"�,� � � � � �  



 107

Table C.5 Continued 

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ����	�

2�A�2�3��!��5((6 ������ � ��� ���	�� ��	���

2	A�7�&�%�(8���%(����(& ��
 ������ � ���	�� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ �����	

2�A�� ���,!��5((6 ������ ������ ������ ������ ���	��

2�A�2�3��!��5((6 ��	��� ����	� ����		 ������ ������

2	A�7�&�%�(8���%(����(& ��
��� �����
 ������ ������ �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 �����
 ������ ���� ������ ������

2�A�2�3��!��5((6 �����
 ����� ��� ������ ������

2	A�7�&�%�(8���%(����(& ������ ��
��� � ������ �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& �����	 ������ � ������ ������

2�A�� ���,!��5((6 �����	 ������ ������ ����
 ����	

2�A�2�3��!��5((6 ������ � ���	�� ��� ��	���

2	A�7�&��(8���%(����(& ������ ������ ����	� ���� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ ����	� ������ ������

2�A�2�3��!��5((6 ��	��� � �����	 ���
�� ��

�

2	A�7�&��(8���%(����(& ������ ������ ������ ���		� �

(�3��"�,� � � � � �

 �����	 )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ ����	� ������ ������

2�A�2�3��!��5((6 ��	��� � �����	 ���
�� ��

�

2	A�7�&��(8���%(����(& ������ ������ ������ ���		� �

(�3��"�,� � � � � �  



 108

Table C.5 Continued 

 �����
 )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ �����
 ����
 ����	�

2�A�2�3��!��5((6 ��	��� � ���
	� ��� ���

�

2	A�7�&�%�(8���%(����(& ������ ������ ������ ���� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ����	�

2�A�2�3��!��5((6 ������ � ��� ���	�� ��	���

2	A�7�&�%�(8���%(����(& ��
 ������ � ���	�� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ �����	

2�A�� ���,!��5((6 ������ ������ ������ ������ ���	��

2�A�2�3��!��5((6 ��	��� ����	� ����		 ������ ������

2	A�7�&�%�(8���%(����(& ��
��� �����
 ������ ������ �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ �����	

2�A�� ���,!��5((6 ������ ������ ������ ������ ���	��

2�A�2�3��!��5((6 ��	��� ����	� ����		 ������ ������

2	A�7�&�%�(8���%(����(& ��
��� �����
 ������ ������ �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ������

2�A�2�3��!��5((6 ������ ����	� ��� ���
�� �����


2	A�7�&�%�(8���%(����(& ��
 �����
 � ���		� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ����
 ������

2�A�2�3��!��5((6 ������ ����	� ��� ��� �����


2	A�7�&�%�(8���%(����(& ��
 �����
 � ���� �

(�3��"�,� � � � � �  



 109

Table C.5 Continued 

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ ���� ������ ����	�

2�A�2�3��!��5((6 ������ ����	� ��� ���	�� ��	���

2	A�7�&�%�(8���%(����(& ��
		� �����
 � ���	�� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ �����
 ����
 ����	�

2�A�2�3��!��5((6 ��	��� � ���
	� ��� ���

�

2	A�7�&�%�(8���%(����(& ������ ������ ������ ���� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ������

2�A�2�3��!��5((6 ������ ����	� ��� ���
�� �����


2	A�7�&�%�(8���%(����(& ��
 �����
 � ���		� �

(�3��"�,� � � � � �

 �����	 )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ����
 ������

2�A�2�3��!��5((6 ������ ����	� ��� ��� �����


2	A�7�&�%�(8���%(����(& ��
 �����
 � ���� �

(�3��"�,� � � � � �

 �����
 )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ �����
 ����
 ����	�

2�A�2�3��!��5((6 ��	��� � ���
	� ��� ���

�

2	A�7�&�%�(8���%(����(& ������ ������ ������ ���� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ �����
 ����
 ����	�

2�A�2�3��!��5((6 ��	��� � ���
	� ��� ���

�

2	A�7�&�%�(8���%(����(& ������ ������ ������ ���� �

(�3��"�,� � � � � �  



 110

Table C.5 Continued 

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ �����
 ����
 ����	�

2�A�2�3��!��5((6 ��	��� � ���
	� ��� ���

�

2	A�7�&�%�(8���%(����(& ������ ������ ������ ���� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ������

2�A�2�3��!��5((6 ������ ����	� ��� ���
�� �����


2	A�7�&�%�(8���%(����(& ��
 �����
 � ���		� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ����
 ������

2�A�2�3��!��5((6 ������ ����	� ��� ��� �����


2	A�7�&�%�(8���%(����(& ��
 �����
 � ���� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ ���� ������ ����	�

2�A�2�3��!��5((6 ������ ����	� ��� ���	�� ��	���

2	A�7�&�%�(8���%(����(& ��
		� �����
 � ���	�� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ ���� ������ ����	�

2�A�2�3��!��5((6 ������ ����	� ��� ���	�� ��	���

2	A�7�&�%�(8���%(����(& ��
		� �����
 � ���	�� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 �����
 ������ ���� ������ ������

2�A�2�3��!��5((6 �����
 ����� ��� ������ ������

2	A�7�&�%�(8���%(����(& ������ ��
��� � ������ �

(�3��"�,� � � � � �  



 111

Table C.5 Continued 

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ������

2�A�2�3��!��5((6 ������ ����	� ��� ���
�� �����


2	A�7�&�%�(8���%(����(& ��
 �����
 � ���		� �

(�3��"�,� � � � � �

 �����	 )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ����
 ������

2�A�2�3��!��5((6 ������ ����	� ��� ��� �����


2	A�7�&�%�(8���%(����(& ��
 �����
 � ���� �

(�3��"�,� � � � � �

 �����
 )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& �����	 ������ � ������ ������

2�A�� ���,!��5((6 �����	 ������ ������ ����
 ����	

2�A�2�3��!��5((6 ������ ����	� ���	�� ��� ��	���

2	A�7�&��(8���%(����(& ������ �����
 ����	� ���� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ ����	� ������ ������

2�A�2�3��!��5((6 ��	��� � �����	 ���
�� ��

�

2	A�7�&��(8���%(����(& ������ ������ ������ ���		� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ����
� ������ ����
�

2�A�2�3��!��5((6 ������ � ����
� ���	�� ������

2	A�7�&�%�(8���%(����(& ��
 ������ ������ ���	�� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ������ ������ ����
�

2�A�2�3��!��5((6 ������ � ���	�� ���
�� ������

2	A�7�&�%�(8���%(����(& ��
 ������ ����	� ���		� �

(�3��"�,� � � � � �  



 112

Table C.5 Continued 

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ ����	� ������ ������

2�A�2�3��!��5((6 ��	��� � �����	 ���
�� ��

�

2	A�7�&��(8���%(����(& ������ ������ ������ ���		� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ ����	� ������ ������

2�A�2�3��!��5((6 ��	��� � �����	 ���
�� ��

�

2	A�7�&��(8���%(����(& ������ ������ ������ ���		� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ������ ������ ����	� ������ ������

2�A�2�3��!��5((6 ��	��� � �����	 ���
�� ��

�

2	A�7�&��(8���%(����(& ������ ������ ������ ���		� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ������

2�A�2�3��!��5((6 ������ ����	� ��� ���
�� �����


2	A�7�&�%�(8���%(����(& ��
 �����
 � ���		� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ������

2�A�2�3��!��5((6 ������ ����	� ��� ���
�� �����


2	A�7�&�%�(8���%(����(& ��
 �����
 � ���		� �

(�3��"�,� � � � � �

 �����	 )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& �����	 ������ � ������ ������

2�A�� ���,!��5((6 �����	 ������ ������ ����
 ����	

2�A�2�3��!��5((6 ������ ����	� ���	�� ��� ��	���

2	A�7�&��(8���%(����(& ������ �����
 ����	� ���� �

(�3��"�,� � � � � �  



 113

Table C.5 Continued 

 �����
 )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ����	�

2�A�2�3��!��5((6 ������ � ��� ���	�� ��	���

2	A�7�&�%�(8���%(����(& ��
 ������ � ���	�� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ����	�

2�A�2�3��!��5((6 ������ � ��� ���	�� ��	���

2	A�7�&�%�(8���%(����(& ��
 ������ � ���	�� �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 �����
 ������ ���� ������ ������

2�A�2�3��!��5((6 �����
 ����� ��� ������ ������

2	A�7�&�%�(8���%(����(& ������ ��
��� � ������ �

(�3��"�,� � � � � �

 ������ )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 �����
 ������ ���� ������ ������

2�A�2�3��!��5((6 �����
 ����� ��� ������ ������

2	A�7�&�%�(8���%(����(& ������ ��
��� � ������ �

(�3��"�,� � � � � �

 ����	� )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ������

2�A�2�3��!��5((6 ������ ����	� ��� ���
�� �����


2	A�7�&�%�(8���%(����(& ��
 �����
 � ���		� �

(�3��"�,� � � � � �

 ����	� )�.#�� �� ��� ��/���  �����0# 1����

2�A�2�3��!����������%(����(& ������ ������ � ������ ������

2�A�� ���,!��5((6 ����
� ������ ���� ������ ����	�

2�A�2�3��!��5((6 ������ � ��� ���	�� ��	���

2	A�7�&�%�(8���%(����(& ��
 ������ � ���	�� �

(�3��"�,� � � � � �  



 114

Table C.5 Continued 
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The above input data is fed to DEA-CCR model to compute product ranks. 

Below is the rank output of DEA-CCR model. Ranks are computed using DEA-Solver. 

Table C.6 Rank Output of DEA-CCR model 
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Table C.6 Continued 
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The correlation analysis will be performed to find a correlation between ranks 

and percent product returns. Since we generated % return data for C-D173, for 

correlation analysis we will use product ranks of C-D173 model and correlate with the 

aggregated percent returns generated previously (Table C.2) in this appendix.  

Table C.7 Correlation between Rank and Percent Returns 
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Table C.7 Continued 
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The results of the correlation analysis between the product ranks and percent 

returns are as follows. 

Table C.8 Correlation Analysis 
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The value of coefficient of correlation R is 0.8418, indicating a strong 

correlation. The value of R2 is 0.7086. This means that, 70.86% of the times, 

relationship between product ranks and percent returns can be explained and 29.14% of 

the times it is unexplained. Using the slope and intercept information from the 

regression analysis, we can forecast product returns. For example, a consumer 

purchased C-D173 at $250 (promotional price) in the current week (week 0). Next 

week, (week 1) promotion for C-D173 is over and the price for C-D173 is going to be 

$280 and some other camcorder (competitor’s model) is going to be on promotion. The 

price information in future is available to retailers and manufacturers ahead of time. 

Since the price for C-D173 has gone up, it is likely that its rank among the similar 
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products will drop. Based on the price and product specifications metrics, we will 

compute product rank in week 1 using a DEA-CCR model. Let us say, the rank in week 

1 among the similar and competing product turns out to be 4. From correlation/linear 

regression analysis we have X variable as 0.0032 and an intercept of 0.0624. Thus, Y= 

0.0032(4) + 0.0624 = 0.0752 or 7.52 % of the C-D173 camcorders sold in week 0 are 

likely to be returned in week 1. Let us say forecast for C-D173 camcorder model for 

next week is 2300 in week 0. Thus, 7.52 % or 173 (rounded) of the C-D173 camcorder 

model will be returned in week 1. 

In any forecast model, more data points give a better picture of the history. 

Thus, as we move forward in time, more percent return data is available, the product 

ranks are computed based on the changes in product prices,  the coefficient of 

correlation is recalculated and the forecast model gets refined.  
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