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ABSTRACT

COMPLEXITY REDUCTION IN HEVC INTRA CODING AND

COMPARISON WITH H.264/AVC

Vinoothna Gajula, M.S.

The University of Texas at Arlington, 2013

Supervising Professor: Kamisetty R. Rao

ITU-T (VCEG) and ISO/IEC (MPEG) collaborated andn®d the joint collaborative
team on video coding (JCT-VC) in April 2010 to dee the next-generation video coding
(NGVC) standard.. HEVC standard doubles the codiffigiency and the approximately 50%
less bit rate with respect to H.264/AVC, at nednly same video quality at expense of increased
complexity.

In this thesis, a technique is proposed to redneecomplexity of HEVC intra coding to
get better encoding time, involving two steps stfipy optimizing the PU (prediction unit) size
decision process using texture complexity analpgisntensity gradients and second to obtain
the reduced prediction modes by applying a comiminadf rough mode decision (RMD) and
most probable modes (MPM) thereby reducing the raxnab modes based on rate distortion
optimization (RDO) followed by residual quad-trdeQT) which is used to simplify the entire
process

The technique developed in this thesis achieveavanage gain of 47.25% encoder time
when implemented for several test sequences at Mmy loss in performance with high

complexity reduction.
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CHAPTER 1

INTRODUCTION

Computing power, network support, and applicatitorsimage, audio and video data
over the past three decades have seen huge impeatenttributing to all these changes, video
has become a highly consumed form of data in varfoums for example, videophony, high
definition television (HDTV), videoconferencing, cathe digital video disk (DVD). Video data
comprising a huge amount of data in uncompressed feeeds huge bandwidth. However with
growing demand for video/images bandwidth is camséd, making video data compression
critical for transmission, storage and utilizatioihdata. The functionality of video compression

in storage and transmission is shown in figure[1]1[2].

Input . Transmission Data Output
c V:deo‘ - or | | Reconstruction | g
Ompresslﬂ‘ﬂ or
Storage Data Retrieval

Figure 1.1: Video compression functionality in datmsmission and storage [2].

The video data compression is the process of negube amount of data required to
represent a video sequence. This is also callettas encoding and the complimentary process
of retrieving a video sequence from compressed don® known is video decoding. Video

coding is a process of video encoding and decomigether [1], [3].



1.1Video Coding Standards

ITU-T (VCEG) (international telecommunication unien telecommunications (video
coding experts group)) developed H.120 standaite-fitst ever video coding standard in 1984
followed by H.261 standard in 1990. [5]

ISO (international standardization organizationdl #8C (international electro-technical
committee) started MPEG project (moving picture exkp group) with the main aim of
developing video coding standards and developed ®4REtandard in 1988. [5]

ITU-T (VCEG) and ISO/IEC (MPEG) jointly developed REG-2/H.262 standard
approved in 1993, MPEG-2 is the ISO name and Hig@he ITU_T name. In 1995, ITU_T
developed H.263 which is a major step towards tlmeeat coding standards, especially for
progressive video coding. Around the same time MPE&andardization was begun and
various new concepts were introduced in this stahddich were absent in earlier standards like
3D graphics, interactive graphics etc., The nesgp $h further developing the coding standards
was to improve the compression ratio at twice tbiatearlier standards. With this agenda
H.264/MPEG-4 part 10/AVC (advanced video codec)ideen developed [5], [6].

ITU-T (VCEG) and ISO/IEC (MPEG) collaborated andnfied the Joint Collaborative
Team on Video Coding (JCT-VC) in April 2010 to degethe next-generation video coding
(NGVC) standard and several meetings were held thedfirst TMuC (test model under
construction) was High Efficiency Video Coding (HEY [7]. The evolution of the coding

standards is shown in the figure 1.2. [4]
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HEVC is the most new coding standard only with sq@rddiles released in January2013.
The major achievements of HEVC in comparison witBg4 are [8]:
1. Flexible prediction modes and transform block simed better partitioning options.
2. Improved interpolation and deblocking filters, podin and signaling of modes and
motion vectors.
3. Support efficient parallel processing.

HEVC provides better compression at increased psicg power or the coding
efficiency is improved significantly for high resmion videos. However encoder complexity is
much higher than H.264. With the introduction of HE into market almost all appliances,
applications and software systems will start usiigVC as this gives almost twice the

compression of H.264 and also better quality fghhiesolution video. [12]



1.2 Objective of Thesis

The objective of this thesis is reducing the comipye of HEVC to get better
compression time by optimizing both the PU (predicunit) size decision process using texture
complexity analysis by intensity gradient of thediess image. The best prediction mode is
obtained by applying a combination of rough modeigsien (RMD) and most probable modes
(MPM) thus reducing the number of modes based o® Rillowed by residual quad-tree (RQT)

process.

1.3 Thesis Outline

The current chapter gives a brief introduction @tdry of the coding standards.

The chapter 2 gives the overview of HEVC in brlaghlighting on encoder overall working

and basic working of the codec and reference soétwd/ [8] is introduced briefly.

In chapter 3, the intra-coding of HEVC is dealtdetail. It introduces the concept of rate

distortion optimization (RDO). The best RDO metli®delected.

In chapter 4, the main technique for this thesiati®duced and its working is explained in a

step by step process followed by chapter 5 withrélselts, conclusions and the future work.



CHAPTER 2
OVERVIEW OF HIGH EFFICIENCY VIDEO CODING

HEVC standard doubles the coding efficiency and approximately 50% less bit rate
with respect to H.264/AVC, at approximately the samdeo quality. HEVC encoders are
relatively more complex than its predecessors edmethe decoder complexity has only slightly
increased which makes HEVC applicable to alreadistieyy hardware with very few
amendments [10], [12].

The basic design of HEVC remained the same athai264/AVC i.e., the block based
hybrid coding approach which efficiently exploiteettemporal statistical dependencies and the

spatial statistical dependencies [7].
2.1HEVC Encoder and Decoder Blocks

HEVC employs adaptive and flexible quad-tree codilagk partitioning structure which
enables efficient use of large and multiple sizeprediction, coding, and transform block and
employs improved intra prediction, adaptive mot@mameter prediction, new loop filter and an
enhanced context-adaptive binary arithmetic cod@8BAC) as entropy coding method [11].
Figure 2.1 shows the encoder block diagram [7]fande 2.2 shows the decoder block diagram

[9].
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2.1.1 Structure of Encoder

The quad-tree block partitioning is based on codmeg unit (CTU) structure which is
analogous to macro block in previous standards.id&ovis a packet or sequence of frames/
pictures and in HEVC each coded video frame/pictareartitioned into tiles and/slices and
further into CTUs. CTUs are subdivided into squagions called coding units (CU). CUs are
predicted using intra or inter prediction where thst picture /frame at each random access
point of a video sequence is coded using only iptediction so that it has no dependence on
other pictures. The remaining frames are mostlyedooly inter prediction and then residual is

transformed using transform units and encoded USHBAC [10], [11], [12].

2.2Encoder Building Blocks

The HEVC encoder basic building blocks are explaimedetail

2.2.1 Input Video and Sampling

HEVC encoder supports progressive video, but iated video can also be encoded by
using a special syntax called meta data syntaxgaldth video input [12]. HEVC uses YC;
color space with 4:2:0 color format with 8 bps glqier color sample). Y is luma componeny, C
and Gare chroma components [11] and this format is shiowfigure 2.3 [3]. Figure 2.4 shows
various resolutions of video at the user end [2Zhe comparison of the sampling methods are
considered i.e., common intermediate format (CtiJarter CIF (QCIF), 2CIF and 4CIF are

shown in table 2.1 (a) [30].
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Table 2.1(a) Description of video formats [30]

Term Pixels (W x H) Notes

QCIF 176 x 120 Quarter CIF (half the height and half the width as CIF)
CIF 352 x 240 CIF is taken as reference

2CIF 704 x 240 2 times CIF width

ACIF 704 x 480 2 times CIF width and 2 times CIF height

2.2.2 Coding Tree Units (CTUs) , Coding Units (CHlsYl Prediction Units(PUs)

To start with the encoding process one needs twkhe quad-tree in detail, so starting

with CTU as it is the root of quad-tree. CTU is maaf a luma coding tree block (CTB), two

chroma CTB and corresponding quad-tree syntax, evtiex luma CTB is a block of size NxN

and chroma CTBs are of size (N/2)x(N/2). N is cmoisside the bit stream and can be 16, 32 or

64. The size of CTB is largest supported size airggp block (CB). CTB may contain one or

more coding units (CU). CU has an associated paniitg into prediction units (PUs) and

transform units (TUs). The coding mode, intra deirprediction, is selected at CU level. This

entire structure is shown in figures 2.5 and 2]6[[I1], [12].

Figure 2.5: CTB and its partitions

Figure 2.6: Qu@e structure

Solid lines indicate splitting CTBs into CBs andtdd lines indicate TB boundaries [7]



Based on prediction type CBs are split and preaticis done for prediction blocks (PBs)
whose size varies from 64x64 to 4x4 samples, th®ws formats of splitting PBs is shown in

figure 2.7. The entire division can also be cleatipwn in a picture frame in figure 2.8 [7], [14].

MxM (MN/Z)xN Mx(NSZ) (NS 2)x(NS2)

(N/3)xN  (N/a)xN  Nx(N/8)  Nx(N/4)
(L (R) (u) (o)

Figure 2.7: PB sizes split from CB where NxN and(NiR) are only supported by inter

prediction [7].

SLICE

CU-Coding unit

1 CTU-Coding tree unit
i
|

hp
W

CTU-Coding tree unit

8x16 PU- Prediction unit

64x64 PLU- prediction unit

Figure 2.8 Pictorial representations of varioushkldivisions and subdivisions.
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2.2.3 Transform Blocks (TBs)

The luma and chroma CB residual are identicalitoad and chroma transform block (TB)
or further split into multiple luma and chroma Tspectively. The HEVC transform functions,
integer basis functions, are defined for the TRsIi@x4), (8x8), (16x16), and (32x32) as shown
in figure 2.9. When TB size is 4x4, the luma intr@diction transform used is derived from

discrete sine transform (DST) [12].

A2n32, 16x16, Bx8
and 4x4 transform
sizes

Figure 2.9: TB sizes

2.2.4 Slices and Tiles

Slices and tiles are used in coding of predictadh&s. A slice can be defined as a group
of CTUs in an independent slice segment and alédégnt slice segments. A slice segment can
be defined as group of CTUs ordered consequentdytite scan and contained in a NAL unit.
Independent slice segment values i.e., slice segmsarax of slice segment header is not
inferred from preceding slice segment whereas eerm#gnt slice segment components are
inferred from previous independent slice segmentependent slice segment boundaries [12].

A tile can be defined as a rectangular region ¢oim@ a group of CTUs in a CTB raster scan.

11



The various types of slices are:

| (Intra) slice: All CUs of | slice are coded using only intra pretchn.

P (Predictive) slice: Som€Us of a P slice can be coded using inter premhoith at most one
MC prediction signal (using reference picture G¥fper PB and some CUs are coded similar to |
slice.

B (Bi-prediction) slice: 8me CUs of the B slice can be coded using intediptien with at most
two MC prediction signals (using reference pictlise O and list 1) per PB and some CUs are
coded similar to I slice.

One or both of the following conditions are fulfitl for each slice/slice segment and tile:

— All coding tree units in a slice/slice segmeribhg to the same tile.

— All coding tree units in a tile belong to the sastice/slice segment

tile _—
|_—" boundary

Figure 2.10: Tile and slice division 1 [12] Figure 2.11: Tile and slice divisi®l2].
Figures 2.10 and 2.11 are 2 models of tile an@ sligision in a 11x9 frame. Figure 2.10
is of a picture that is partitioned into 2 tilestatal, and 1 slice followed by 1 independent slice
segment (shaded) and 3 dependent slice segmegtseF.11 is partitioned into 2 tiles and 3
slices where left tile has 2 independent slice sagmand 2 dependent slice segments and right

tile has lindependent slice [12].
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2.2.5 Intra Prediction

Intra prediction is dependent on TB size and pteamticsignal is formed from previously
decoded boundary samples. Intra prediction hastad 6f 35 directional prediction modes,
consisting of 33 angular modes, DC and planar mdéoletuma component of each PU (fig.
2.12). For the chroma component of intra PU, thst lshroma prediction modes among five
modes including planar, DC, vertical, horizontatl andirect copy of the intra prediction mode

for the luma component is selected by the encddgy [13].
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Figure 2.12: 33 Intra prediction directions [12].

In luma component the neighboring samples usethfm prediction sample generations
are filtered before the sample generation procass filtering process is controlled by the given
intra prediction mode and TB size. If DC intra potién mode or the 4x4 transform block is
selected, neighboring samples are not filterethdfdistance between the given intra prediction
mode and vertical mode/horizontal mode is largantthreshold, a bi-linear filter is enabled

[12]. Intra prediction of HEVC is explained in di¢ia chapter 3.
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2.2.6 Inter Prediction
Inter prediction supports more number of PB divisidhan intra prediction mode. Inter
coded PU has a set of motion parameters comprisimagion vector, reference picture index,

reference picture list usage flag (for inter prédic sample generation) [7], [12].

When a CU is coded with skip mode- the CU is regmesd as one PU that has no
significant transform coefficients and motion paesens obtained by merge mode. In inter coded
PUs, the encoder can use merge mode or expliogrivgssion of motion parameters exclusively
for each PU. The merge mode can be applied to coged PU and skip mode. The merge mode
is to find the neighboring inter coded PU such itgtnotion can be inferred as the one for the
current PU, from multiple candidates formed bytstlg and/or temporally neighboring PUs,

and to transmit the corresponding index indicatimgchosen candidate [12].

HEVC has motion vectors with units of one quartiethe distance between luma samples
and units of one eighth of the distance betweearmbrsamples as the sampling format for 4:2:0
sampling. For each PB, one or two MVs can be tramsty An advanced motion vector
prediction (AMVP) is used in HEVC [11], [12]. Allhe filters used are shown in table 2.2.
Tables 2.3 and 2.4 show the DCT-If coefficients &tap luma and 4-tap chroma filter
respectively [12].

Table 2.2 Filters used in HEVC [7].

Filter Sampleto be Interpolated
8-tap filter Luma half-sample positions
7-tap filter Luma quarter-sample positions
4-tap filter Chroma sample
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Table 2.3: 8-tap filter coefficients (DCT-IF) [12]

Table 2.4: 4-tap coefficients for /@hroma interpolation (DCT-IF) [12]

Position Filter coefficients
Ya {-1,4,-10,58,17,-5,1}
2/4 {-1, 4,-11, 40, 40, -11, 4, -1 }

%

{1,-5,17,58,-10,4,-1}

Position Filter coefficients
1/8 {-2,58,10,-2}
2/8 {-4,54,16,-2}
3/8 {-6,46,28,-4}
4/8 {-4,36,36,4}
5/8 {-4,28,46,-6}
6/8 {-2,16,54,-4}
7/8 {-2,10,58,-2}

HEVC uses a single separable interpolatiacgss for generating all fractional positions
without intermediate rounding operations, which ioyes precision and simplifies fractional
sample interpolation. Figure 2.13 shows the sampps#tions A j represent the available luma

samples at integer sample locations and positelnsleéd with lower-case letters represent

samples at non-integer sample locations [12].
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Figure 2.13: Fractional and integer positions ton& interpolation [12].
When an inter-predicted CB is not coded in the skipmerge modes, the MV is

differentially coded using MV predictor. The diféarce between the actual motion vector and its

predictor and the index are transmitted to the decd12]

2.2.7 Transform, Quantization and Reconstruction.

Residuals generated by subtracting the predictednevfrom the input value are spatially
transformed and quantized. In the transform propessal butterfly structure is implemented.
Approximations to discrete cosine transform (DCT@ ased. In the case of 4x4 luma intra
predicted residuals a variation of discrete sim@gform (DST) is used. 52-level quantization
steps and rate-distortion optimized quantizatio@®) are used in the quantization. The

generated samples and quantized transform coefificiare encoded using context adaptive

binary arithmetic coding (CABAC) [7].
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Reconstructed samples are obtained by inverse igaaoh and inverse transform.
Reconstructed CTUs are assembled to construct@r@iand to encode the next picture this data
is stored in the decoded picture buffer. To imprtwe visual quality and obtain better coding
efficiency of the reconstructed samples two in-ldittering processes, deblocking filtering and
sample adaptive offset (SAO) are adopted, Figutd 8hows the scope of HEVC encoder and

decoder [7], [12], [14].

VIDEO ENCODER

video i
- predict entropy
source partition (sabtract) transform | i |

f

compressed
HEVC video

video [ predict l I inverse | entropy
output "_ (add) transformj decode ]

VIDEO DECODER

Figure 2.14 Structure of HEVC encoder and decobi&} [

Summary
In this chapter HEVC encoder, intra and inter pidns are briefly introduced. In Chapter 3

intra, RDOQ concept and the technique developé¢disnthesis are explained in detail.
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CHAPTER 3

HEVC INTRA PREDICTION

Intra prediction is used to remove spatial reducdgsn In this chapter, HEVC intra
coding and RDOQ are discussed in detail. Intraiptieth in HEVC is spatial sample prediction
followed by transform coding and the use of moexifile block sizes and more intra modes. In
total there are 35 prediction modes of which 33utargmodes, a planar and DC modes are
supported (fig. 2.5). Figure 3.1 shows the intradmtion modes. To reduce the complexity,
three most probable modes (MPM) for each PU areifspeg based on the neighboring PU,
enabling fixed length coding possible for the k&#s82 intra modes [15], [16].

Table 3.1 Intra prediction modes [15]

Intra Prediction Mode Associated Names
0 Planar

1 DC

2to 34 Angular (N), N =2...34

The basic elements in the HEVC intra coding desaignshown below [15]:
1) Quad tree-based coding structure;

2) 33 prediction directions for angular predictipns

3) Planar prediction to generate smooth samplacest

4) Adaptive smoothing of the reference samples;

5) Filtering of the prediction block boundary saegl

6) Residual transform and coefficient scanning;

7) Intra mode coding based on contextual infornmatio
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3.1 Angular Intra Prediction

In HEVC intra prediction for each CU- PUs is detinevhere each PU specifies a region
with individual prediction parameters. CU is funtlsplit into a quad-tree of TUs, and each TU is
residual coded with a transform of the size of & Figure 3.2 shows the PU sizes and
corresponding number of intra prediction [15]. Fg3.1 shows the mapping between the intra

prediction direction and the intra prediction modenber [7].

Table 3.2 PU sizes and corresponding number o prediction [15].

PU size Number of intra prediction
64x64 4
32x32 35
16x16 35
8x8 35
4x4 18

33 34

0 : Intra_Planar
1 :Intra_DC

Figure 3.1 Mapping between the intra predictioection and mode number [7].

19



In intra—angular mode, each TB is predicted by arfigim spatially neighboring samples
that are reconstructed. If the TB is MxM in sizdptal of M+1 spatially neighboring samples
can be used for the prediction. Samples from &fgve, and above right and sometimes lower
left (if available) of the TB being predicted cam bsed for prediction. To avoid sample-by-
sample switching between reference row and colunffeis, for intra modes as shown in figure
3.2 for the modes 2-17, the samples in the aboveare projected as additional samples located
in the left column and for the range of 18-34, gamples located at the left column are
projected as samples located in the above row lamdample location is calculated with 1/32
sample accuracy. Bilinear interpolation uses twases$t reference samples located at integer

positions to obtain the value of the projectedneziee sample [15], [16]

2 Example: Directional mode 29
| |

|
_ YN NN YV |

0: Planar

7 Boundary
samples

0 from decoded
! PUs

|
14 Current PU

Figure 3.2 Intra prediction angular orientation @xdmple of direction mode 29 [7].

The angles are designed to provide denser covéoageear-horizontal and near-vertical
angles and coarser coverage for near-diagonal anglethe prediction modes use the same
basic set of top left reference sample of the imilgek to be predicted. R, represents the
reference samples ang Prepresents the sample to be predicted, where ateythe spatial

coordinates. Py is derived from referencexR, which is one pixel above and to the left of the
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block’s top-left corner, The sub pixel locationbetween R, andRi+1, o, & and ¢ represents
pixel parameters corresponding to x and y coordBaty represents the weight/weighing
parameter of weighed prediction, i stands for mexiee sample index, >>’ denotes a bit shift
operation to the right and & denotes logical ANDerggion. The parameters and w, depend
only on y coordinate in vertical mode i.e., 18-Sémilarly parameters,and v depend only on

x coordinate for horizontal modes i.e., 2-17 [15].

Ro.o Rio Rzo - Rno |Rnero - Rano
Ro 1 Pi4 P> 4 Py
Ro 2 Pz
Rown Pin P
Roner
Ro2n

Figure 3.3 Reference samples/&nd dependent sampleg ,Fof NxN samples [15]

Sample prediction equation for vertical modes aagular modes 18-34:

Puy= (32 -W) - Roo+ Wy Ri1o+16).ceeeeennnnnn.....[3.1]

CE (Y - ) S35 oo, 3.2]
W= (Y - ) & B, [3.4]
2 X4 Gy et [3.5]

Sample prediction equation for horizontal modesngular modes 2-17:

Pey= (32 = W) - Ro+ W Rizo+16) coovrvvennnns....[3.6]

G (X ) >> 5 oot [3.7]
W= (X ) & BL coeoee i, [3.8]
2 Y Co oo [3.9]



For chroma component of intra PU, the best chroradigtion mode among five modes
including planar, DC, vertical, horizontal and &edt copy of the intra prediction mode for the
luma component is selected by the encoder [12], ®en Intra prediction mode number for
chroma component is 4 then the intra predictioreadion used is same as that of luma
prediction. Otherwise the intra prediction mode bemfor luma component is used for chroma
prediction and the intra prediction direction of 81 used for the intra prediction sample

generation for chroma component as shown in ta8l¢13].

Table 3.3 Mapping between intra prediction dirati@md intra prediction mode for chroma [11].

Intra prediction direction
Chroma Intra prediction mode
0 26 10 1 | X(0<=X<35)
0 34 0 0 0 0
1 26 | 34 26 | 26 26
2 10 | 10 34| 10 10
3 1 1 1 34 1
4 0 26 10 1 X

3.2Planar and DC Predictions
Intra—DC prediction uses an average value of rafsresamples for the prediction. In
intra planar mode to prevent discontinuities altimg block boundaries, the average values of

two linear predictions using four corner referesaeples are used. In HEVC all block sizes are

supported by planar prediction [7].
3.3Reference Sample Smoothing and Boundary Sample thingo

HEVC applies smoothing filters to get a smooth oh. The filters are based on
detected discontinuity and block size. No filtere applied for 4x4 blocks. For 8x8 blocks in

diagonal directions, i.e., inter prediction moded4 &, or 34 use the reference sample smoothing.
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For 16x16 blocks, the reference samples are fdtevecept for the near-horizontal and near-
vertical directions i.e., for inter prediction m@d®-11 and 25-27. For 32x32 blocks, all
directions except the horizontal and vertical itkee intra prediction modes 10 and 26
respectively use the smoothing filter and when ah$iouity exceeds a threshold, bilinear
interpolation is applied from the three neighborimegion samples. In HEVC planar mode,
smoothing filter is used when the block size isagge than or equal to 8x8, and no smoothing

filter is required for the Intra—DC case. [7]

3.4 Rate Distortion Optimization (RDO)

With the increase in number of modes and prediati@thods in HEVC the complexity also
has increased. RDO method is used in selectioesifinodes thereby decreasing the complexity
of HEVC intra prediction. Mode selection problenoisercome by optimization of the procedure

to minimize the distortion (D) for a given bit rgf) to get the least cost (J).

The RDO selection algorithm attempts to derive l@shbination that minimizes the
cost. So there is trade-off between Rate and Ristowhich can be controlled by the Lagrange
multiplier 2. A smallerZ will minimize D, with the effect of increased R areas a largetr will
minimize R at the expense of a higher D. Seledtegbestl for a particular cost equation is the
task of the algorithm described in this thesis. iftten prediction in HEVC can be divided into
two stages. The prediction unit (PU) size decisiod mode decision. Correspondingly there are

two costs which need to be calculated.
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3.4.1 Calculation of Parameters for Cost Functions

The lambda values for these cost computationsefreed! as below [12], [17]:

Aoge= 0¥ W, * 200280 e, (3.11)

mode —

Ao lambda mode represents the Lagrangian multipberniode decisionApreq is
Lagrangian multiplier for size predictiol, represents weighting factor dependent on encoding

configuration, and QP represents luma quantizgtaameterW, is derived from table 3.4, and

is to be multiplied by 0.95 when SATD based moggtimation is used [12].

Table 3.4 Derivation of\ [12]

OP offset _ Hierarchal level
K hierarchal level | Slice type of referenced W,
picture
0 0 I - 0.57
RA: 0.442
1 0 GPB 1
LD: 0.578
RA: 0.3536 * Clip3( 2.0, 4.0, (QP-12)/6.0
2 1,2 B or GPB 1
LD: 0.4624 * Clip3( 2.0, 4.0, (QP-12)/6.0
4 3 B 0 RA: 0.68 * Clip3( 2.0, 4.0, (QP-12)/6.0 )

Lambda chromaj, ., iS used for chroma predictions in RDOQ, SAO andFA
processesdoma IS dependent upon weighting parametgfoma Which are defined as follows

[12]: Wy o= 200 Q@eemd® L (3.13)

Acrroma= Ainodd Wenroma «+« s+ vvveeenrnsesnes (3.14)
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Wehroma IS @lso used to define cost function to be usedniode decision in order to weight

chroma part of sum of square error (SSE).

3.4.2 Cost Function for Prediction Parameter Deaisi

The cost for prediction parameter decisgigsize is defined as

Borearepresents bit cost for making decision, which deijgeon each decision casesab

is sum of absolute difference (SAD) angal is Hadamard transformed SAD.

3.4.3 Cost Function for Mode Decision

The cost for mode decisi@geis defined as

Jmode= (SSEJma"' Wchroma*SSEhromz) +Amode™ Bmode ++v-vvtee (3-16)

Bmode represents bit cost for mode decision, which ddpesn each decision case, and
SSEuma and SSEyomaare sum of square errors, sum of squares of fifierefice between two

blocks with the same block size, for luma and claaaspectively.

Summary:

This chapter provides an in-depth analysis of HEW(a prediction and RDO in HM
encoder. This gives very clear idea on Intra pteshccost calculation and various components
and parameters which are required for intra praxsfictin chapter 4, the gradient RDO for HM
9.0 is analyzed in detail and the best optimizatiegthod is selected to reduce the complexity of

HEVC.
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CHAPTER 4
FAST ALGORITHM FOR INTRA PREDICTION
HEVC introduced more number of modes, more featarad larger prediction blocks.
Correspondingly the complexity also increased. ©bgctive of this thesis is to reduce the
complexity and improve the HEVC coding time. To arsland the working of HEVC intra
coding, | frame coding is analyzed and the avetage consumed by all intra coding tools is
found out as shown in table 4.1 [17].

Table 4.1 Intra frame coding tools and correspamtime consumed [17].

Tool Time(%)

Intra prediction 30.55

Transform and quantization 19.08

Entropy coding 19.74
Deblocking filtering 0.13
Sample adaptive offset 0.5

Adaptive loop filtering 29.59
Others 0.39

It is understood from table 4.1, that intra praditctcontributes to maximum complexity.
Hence to reduce HEVC complexity this thesis focuseshe optimization of intra prediction.
This thesis proposes a fast intra mode decisiomadeby optimizing both the PU size decision
process using texture complexity analysis by intgrgradient, and reducing prediction modes
by applying a combination of rough mode decisioM®¥ and most probable modes (MPM)
thereby reducing the number of modes to RDO folebe residual quad-tree (RQT) checking

is used to simplify the entire process [18].

26



4.1 Fast Algorithm for Intra Coding Luma Prediction

The fast algorithm used in this thesis is explaimea@n elaborate step by step process:

Step 1: In HEVC, a picture is divided into a sequence 6fus (large CUs) and further
into CUs. The LCU is divided into the smallest (#x4hit and the intensity gradient calculator is
applied to extract the texture complexity and #dure direction of the LCU. Fine CU patrtition
is used for textured region and coarse CU partisdn be used for homogenous region. Then go
to step 2.

Step 2: Texture gradient calculations: Intensity gradieinpixel at (x, y) coordinates,

a(x, y), is derived from sample of image to be jotd p(x, y).The intensity gradients are
calculated for all four possible directions to explthe texture complexity of the original LCU
[19].

(a) Horizontal gradient: The intensity gradientnholae for horizontal orientation are as follows

[19]:
G, ¥) = 100G V) = PO+ 20 Y] v (4.)a
G(X+ 1, ) = [PXCF L, y) = POXCH B, Y] oo (4.1b)
G Y+ 1) = PO Y +2) = PX+ 2, Y+ 2)| oo, (4.1c)
g(X +1,y+1) = [px+1,y+2) = px+3,y+2)............(4.1d)

(b) Vertical gradient: The intensity gradient foriael for vertical orientation are as follows [19]:

G Y) = POGY) =P+ 25 W) e (4.2a)
X+ LYY= pX+LyY)=pX+3 V)| ceeeiveeeeennn... (4.2D)
Y+ =px;y+2)—-px+2;y+2).............(4.2¢)

o(x+1Ly+1)=|p(x+1,y+2)-pKx+3;y+2)..... (4.2d)
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(c) Left-down gradient: The intensity gradient fariae for left-down orientation are as follows

[19]:

Ga(%, ¥) = 00X, Y) = P+ 2, W) cveeeeee e (4.33)
GaX + 1, Y) = [P+ L, Y) = PCH 3, Y| v (4.3b)
ga(X, Y+ 1) = [P, Y +2) = PX+ 2, Y+ 2)] cveeeeere e (8.30)
gax + 1,y + 1) = [p(x + 1,y +2) = p(X + 3, y H2)........ (4.3d)

(d) Right-down gradient: The intensity gradientimiae for right-down orientation are as

follows [19]: Ga(X, ¥) = [POG Y) = POCF 2, V)] v v eeeeeee e (4.4a)
GaX + 1, Y) = [P+ L, Y) = PXH 3, W) evevrereerererenanennn (A.4b)
Ga(X, Y+ 1) = [P Y +2) = P+ 2, Y+ 2)] e, (4.4c)
GaX + 1,y +1) = [p(X + 1,y +2) = p(X + 3, Y H2).rrverr. (4.4d)

The gradient is angular if it is almost equal on&do zero [18]. The intensity gradient is

applied in four directions namely horizontal, veati right-down and left-down as shown in

figure 4.1a and the pixels positions of a 4x4 blask shown in figure 4.1b:

Figure 4.1b: The positions of the pixels considerethe gradient calculation in a 4x4 LCU.

SR

Figure 4.1a : Directions of the intensity gradients
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All four directional gradients are derived by ugiabove equations for each 4x4 LCU.
After that sum of absolute gradient for any PU sita@ll four directions is calculated using the

euation 4.5 [19]:

SAG=Z g Y) | e, (4.5)

To determine the actual texture complexity, norrdakection gradient is introduced
which determines the actual texture strength. SA@xture orientation is SAG, and that of
the orthogonal orientation is SAGand complexity is calculated as a difference ekthvalues
and a threshold (T), where T is QP times PU sitk as shown in equations 4.6 and 4.7 [19]:

Complexity = SAGrt - SAGin «veveeeeeeriennennns (4.6)
T = QP X PWise eeeeeeeeeeeeeee e 4.7)

If complexity is less than threshold then PU is bgeneous. If CU has more PUs and

they are also homogeneous then they are mergethéwgé CU is thus divided into number of

PUs based on equations (4.1) thru (4.7) (fig 418}

Figure 4.2: CU division into PUs based on homogeasress of the image [19].
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Step 3: To calculate the best mode SATD, from the SATD ewoaonsider three
neighboring directions for regular texture PU areaswo non-neighboring directions for non-
homogeneous texture PU are used in the RDO prob€sand planar modes are also considered
to calculate RDO for smoothing areas. If PU siz4x4 or 8x8 go to step 4 else go to step.

Step 4. Based on the PU size the number of modes aretseldtthe PU size is 4x4 or
8x8 there are 8 modes by default. In this technifesfirst two modes i.e., the first angle mode
(FAM) and the second angle mode (SAM) are compalfleBAM and SAM are directional
neighbors (not more 2 modes apart) then candidstésimade of FAM, SAM and third angle
mode (TAM). Then go to step 9 else go to step 5.

Step 5: If FAM and SAM are non-neighbors then the candidet is made of FAM and
SAM. Then go to step 7.

Step 6: If the PU size is 16x16 or 32x32, then number ofles by default are only 3 and
all the modes are taken into list if no DC or plam@de then go to 7 else go to step 8.

Step 7: Check if DC or planar mode exists in first ‘I" SATmedium modes (| is 4 in
case of 4x4/8x8 and 3 for others), if yes then tudun to candidate list but if the PU is 4x4 or
8x8 PU go to step 9 else go to step 8.

Step 8: Add the MPM to the list.

Step9: With this reduced number of PU sizes and prediatnodes the total cost is
calculated.

To increase the efficiency and reduce the complextite process of RQT splitting is
simplified in addition to optimized fast intra codi The RQT depth maximum is set to one in

this technique. The block diagram of the fast ipradiction is shown in the figure 4.3.
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4.2 The Block Diagram of the Fast Intra Coding lesscis Shown in Figure 4.3.

LCU

Intensity gradient calculator and
texture complexity comparison

v

PU size

Analize First
mode

Analyze FAM &

If neighb
neighbors ¥

If
neighbors Discard all
modes retainin Angular DC/Planar
Retain FAM & 8 modes modes
FAM, SAM &
SAM
TAM \\'4 \ 4
Retain Retain only
original 3 DC/planar
RMD modes mode in list
Check for DC/Planar
modes in First 4 Yes
SATD =\
Include DC/planar
modes in list
\ 4
Add MPM to list
A \ 4

RDO Calculation and RQT splitting

Figure 4.3: The fast intra coding technique devetbim this thesis
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Summary:

The optimization i.e., the complexity reduction gees of PU size prediction and
prediction mode are explained in detail. The népter analyzes the experimental results

followed by the conclusions and scope for futurekvo
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CHAPTER 5
IMPLEMENTATION AND RESULTS

In January 2013 the HEVC standard was released thithe profiles: Main, Main 10,
and Main Still Picture and later in August 2013 fdfase additional profiles: Main 12, Main
4:2:2 10, Main 4:2:2 12, Main 4:4:4 10, and Maid:4:12 [21] were also released. In this thesis,
the HEVC software used in coding the fast algorittmmintra coding is HM 9.0 [22] and the
H.265 software used for comparison is JM 10.0 suai studio 10.0 [23].

The configuration of the system used is Windowsop@rating system, dual core - Intel

i5 processor and the display is 32 inch high dadiniscreen.

5.1 Quality Measurement Metrics
In order to actually evaluate and compare videaseces, measurement of quality is
critical. Visual quality is mostly subjective anéry difficult to measure quantitatively. To get
repeatable results some metrics are used whichitnekgptermining the quality of the video. Peak

signal to noise ratio (PSNR) and bit rate (BD rate) used [22].

5.1.1. PSNR

PSNR is logarithmic value which depends on the nszprared error (MSE) of a MxN
size frame, between the original (x(m, n)) andyoeconstructed image (y(m, n)), where (m, n)
represent coordinates of the image frame considemdtive to the square of the highest-
possible value in the image i.e.” (@217 where b is the number of bits per image sample.
PSNRyx [25] is the difference between the fast mode imnded PSNR (PSNR) and the
original PSNR (PSNR) [24], [25].

PSNRg = 10 1090 ((2° = 1/ MSE)...veeveeoeeerrereanns (5.1)
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MU N ommlaml e, (5.2

1

PSNF%uff = PSNFfast- PSNR,“ (53
where x (m,n) and y (m,n) are original and decqgokdd. Size of each frame is M»
The encoder outpueadily gives the PSNR values. Also -PSNRchange is calculated bas

on appendix B.

5.1.2 Bit rate

The quality of a video file is measured by the rate in a similar way that resolution
used to measure quality of image file. rate is the number of bits used per unit of plaik
time representing continuous medium data compnessis bit size used in HEVC is 8 bithe
encoding bit rate of a sequensehe size of the sequencebytesdivided by the playback tin
of the recording (irseconds), multiplied by eight.it rate%is ratio of difference between fe
intra mode and original bit rate and original laiter multiplied by 100 [2€

Bit rate = ( File size in bytes / playback time in sex 8 ) bits/sec................ (5.

Also DB -bit rate gain is calculated based on appenc

5.1.3 Percentage Increase or Decreaseime (I Tgno)
It is the ratio of difference between fast intradaaencoding and original encoding til

and original bit rate multiplied by 100 [2

ATgg= ———— @ @ @ @  —————————— (5.5)
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5.2 Test Sequences
Four test sequences [28], [29] each belonging diffarent class are selected based on
the complexity and size. The test sequences asersimotable 5.1.

Table 5.1 Test sequences [28], [29].

Test sequence Size Class
Traffic 2560x160Q0 Class A
Parkscene 1920x108CClass B
RaceHorses 832x480 Class C
BQSquare 416x240 Class D

5.3 Experimental Results
The encoding time gain, loss in PSNR and bit rat#elase of the proposed fast intra
coding algorithm HEVC with original HEVC are compdt
Table 5.2 The encoding time gain, loss in PSNRanhchte increase of the proposed fast

intra coding HEVC with original HEVC

Test sequence Size Class .A TE'TC Bit Rate% increase PSNR (dB) loss
Time gain %
Traffic 2560x1600| Class A 51 -0.78 -0.072
Parkscene 1920x108p Class B 52 -0.67 -0.098
RaceHorses 832x480 Class C 39 -1.78 -0.085
BQSquare 416x240 Class O 47 -2.26 -0.12
Average Gain 47.25 -1.37 -0.09375

35



The average encoding time gain is calculated feptioposed HEVC technique for

the test sequences and the same is shown in figli

Encoding time improvement (%)

60

50 A

40 -

30 A

20 +

10 A

Encoding time improvement of proposed fast intra

coding codec wrt HEVCHM 9

Traffic

MR

Parkscene RaceHorses

Test sequences

BQSquare

Figure 5.1: Encoding time gain
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four test sequences for 30 frames at quantizatoarpeter values 20, 24, 30 and 40. The PSNR

5.4 Comparison of Proposed HEVC With Respect tgi@al HEVC and H.264

Comparison of proposed HEVC with respect to origiiBVC and H.264 is shown for

and bit rate values for proposed HEVC, originaMdEand H.264 are shown in tables 5.3, 5.4,

5.5 ad 5.6 and corresponding graphs are showrgumefs 5.2, 5.3 , 5.4 and 5.5. Typical values

for the PSNR for 8 bit data lie between 30 andi&OFor 16bit data typical PSNR values lie

between 60 and &B. The higher the PSNR value the better the quiday.

Traffic test sequence.

Table 5.3: PSNR and bit rate values for propose¥ElEoriginal HEVC and H.264 for

Proposed Original H.264 -
HEVC- | Proposed HEVC- | HEVC - | Original HEVC - . ]
QP | Bit rate PSNR(dB) Bitrate |  PSNR(dB) E(;l'(tbra;)e H.264 - PSNR(dB)
(Kbps) (Kbps) P
40 36.87 37.73 36.59 37.80 53.79 37.40
30 61.79 38.92 61.29 39.00 91.93 38.50
24 79.80 39.94 79.28 40.00 121.30 39.00
20 136.59 42.03 135.36 42.11 197.63 41.90
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Traffic - 30 frames - Class A

43.00

42.00

41.00
) === proposed HEVC
T
g 40.00 o ofif ¢ Original HEVC
w
o e H.264

39.00

38.00

37-00 T T T T 1

0.00 50.00 100.00 150.00 200.00 250.00

Bit rate ( kbps)

Figure 5.2: Bit rate (kbps) vs. PSNR (dB) of progpb$lEVC, original HEVC and H.264
for Traffic test sequence.
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Table 5.4: PSNR and bit rate values for proposed EiEoriginal HEVC and H.264 for

Parkscene test sequence

Proposed Original
op | HEVC- Froposed | HEVC - | Original HEVC | T-2%% 7| H.264 -

Bit rate PSNR(dB) Bit rate - PSNR(dB) (Kbps) PSNR(dB)

(Kbps) (Kbps) P

40 | 24.47 38.47 24.30 38.57 35.72 38.10
30 | 54.90 39.90 54.57 40.00 81.85 39.00
24 | 73.31 41.42 72.87 41.50 111.49 41.10
20 | 120.53 44.99 119.56 45.10 174.56 44.70
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Parkscene - 30 frames - Class B

46.00

45.00

44.00 /

43.00 / /

42.00
o
©
E === Proposed HEVC
4 o o « Original HEVC

41.00

e H.264

40.00

39.00 7

38.00

37-00 T T T 1

0.00 50.00 100.00  150.00  200.00
Bit rate (kbps)

Figure 5.3: Bit rate (kbps) vs. PSNR (dB) of progpb$lEVC, original HEVC and H.264
for test sequence Parkscene.
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Table 5.5: PSNR and bit rate values for propose®ElEoriginal HEVC and H.264 for
Racehorses test sequence

Proposed Original H.264 -
oP HEVC- | Proposed HEVC{ HEVC - | Original HEVC Bi't rate H.264 -

Bit rate PSNR(dB) Bit rate - PSNR(dB) (kbps) PSNR(dB)

(kbps) (kbps) g

40 22.63 36.50 22.18 36.59 32.61 34.00
30 35.11 37.71 34.56 37.80 51.84 34.70
24 63.36 39.82 62.23 39.90 95.21 36.00
20 101.90 43.02 100.11 43.10 146.15 42.90
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Racehorses - 30 frames - Class C

43.00
41.00
— 39.00
3
E @=@@)== Proposed HEVC
4 o oM « Original HEVC

e H.264

37.00 ‘

35.00 /

33.00 T . . !
0.00 50.00 100.00 150.00 200.00

Bit rate (kbps)

Figure 5.4: Bit rate (kbps) vs. PSNR (dB) of progab$lEVC, original HEVC and H.264
for test sequence Racehorses.
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Table 5.6: PSNR and bit rate values for proposed EiEoriginal HEVC and H.264 for
BQ Square test sequence.

Proposed Original H.264 -
oP HEVC- | Proposed HEVC-| HEVC - | Original HEVC - Bilt rate H.264 -
Bit rate PSNR(dB) Bit rate PSNR(dB) (kbps) PSNR(dB)
(kbps) (kbps) P
40 5.29 34.57 5.17 34.67 7.93 34.20
30 7.47 37.05 7.28 37.23 11.11 37.00
24 10.09 40.01 9.88 40.10 13.11 39.20
20 13.19 43.40 12.95 43.50 18.4y 42.90
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BQ Square - 30 frames - Class D

45.00
43.00 7
41.00
5]
§ 39.00 e Proposed HEVC
a « ol « Original HEVC
e H.264
37.00
35.00
33.00 : : : )
0.00 5.00 10.00 15.00 20.00
Bit rate (kbps)
Figure 5.5: Bit rate (kbps) vs. PSNR (dB) for prepd HEVC, HEVC and original H.264

for test sequence BQ Squares.
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5.5 BD-bit rate Gain and BD- PSNR Loss.
The BD-bit rate gain for all the test sequencesalsulated by the code given in appendix
B [34]. The graphs of BD-bit rate gain over QP esl20, 24, 30 and 40 are shown in figures 5.6
thru 5.9 and there is a drop in the PSNR using Bdrios as shown in figures 5.10 thru 5.13.

Ideally, BD-PSNR should increase and BD-bit rateusth decrease [32].

BD-bit rate gain - Traffic- Class A

13

125 -

115 -

[ERY
=
1

BD-bit rate(kbps)

10.5 -

10 A

9.5 4

Figure 5.6: QP vs BD-bit rate (kbps) between predddEVC and original HEVC for
test sequence Traffic.
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BD-bit rate gain - Parkscene - Class B
17
16.5
16
15.5
2 15
]
2
%
Q 14.5
-]
14
135
13
12.5 T T T
20 24 30 40
QP

Figure 5.7: QP vs BD-bit rate (kbps) between predddEVC and original HEVC for
test sequence Parkscene.
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BD-bit rate gain - RaceHorses -- Class C
155
15
14.5
- 14
g
2
o 135
13
12.5 I
12 T T T
20 24 30 40
Qp

Figure 5.8: QP vs BD-bit rate (kbps) between predddEVC and original HEVC for
test sequence RaceHorses.
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BD-bit rate gain - BQSquare - Class D
14.4
14.2
14
13.8
13.6
I
‘é 13.4
5
2
13.2
13
12.8
12.6
12.4 T . .
20 24 30 40
Qp

Figure 5.9: QP vs BD-bit rate (kbps) between pregdddEVC and original HEVC for
test sequence BQSquare.
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BD - PSNR (dB)

-0.05 -

-0.1

-0.15 -

o
N
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-0.35 -

-0.4

BD- PSNR loss - Traffic- Class A

20 24 30 40
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Figure 5.10: BD-PSNR vs. quantization parameter for test sequence Traffic.

49




BD-PSNR (dB)

BD- PSNR loss- Parkscene- Class B

20 24 30 40

Qp

Figure 5.11: BD-PSNR vs. quantization parameter for test sequence Parkscene.
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BD - PSNR (dB)

BD- PSNR loss - Racehorses- ClassC
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-0.15

-0.2
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Figure 5.12: BD-PSNR vs. quantization parameter for test sequence Racehorses.
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BD - PSNR (dB)
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Figure 5.13: BD-PSNR vs. quantization parameter for test sequence BQ Square.
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Summary
The average gain in encoding time, PSNR vs bitgedphs, BD-bit rate gain vs QP and
BD — PSNR loss vs QP are shown in this chaptettl@@donclusions are discussed in the

following chapter.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 Conclusion
The proposed technique reduced the encoding tiome at the cost of slight increase in
bit rate and negligible PSNR loss. There is anayemgain of 47.25% encoder time at very less
loss in performance with high complexity reductidhe average increase in bit rate is only 1.37
% and average loss in PSNR is only 0.93 dB. In ampn with H.264 [1] standard the average
encoding time is larger by only 10%. Hence thisaesh obtains half the bit rate at almost the
same complexity as that of H.264 at almost the sguadéty.
6.2 Applications
The proposed technique reduces the encoding tigmfisantly. The encoding time at
the transmitter end is very critical in practicalstem and operations like scaling (mobile
applications), video uploading and updating storgaggtems which require movement of large
video files etc.. This will in turn reduce over-tithe consumed in processing the videos saving
many man hours.
In transmission and general consumer applicatibkes TVs, internet video, and
educational websites with video lectures etc., ¢httcal aspect is the speed of download or
upload. This greatly reduces the encoding time Wwheduces the time required to compress the

raw videos.
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6.3 Scope for Future Work

The complexity reduction in the proposed technigpéamizes intra coding of HEVC,
resulting in complexity reduction - inter codingldEVC can also be optimized. The presented
technique can be combined with other fast intrafiprediction techniques to achieve better bit
rate and to improve PSNR.

Wang et al [36] present a technique whicldis multiple sign bit hiding scheme in
HEVC. This technique designs quantization of tramsf coefficients coding by data hiding
approach achieving good RDO resulting in overalllicg gain in HEVC. This method if
combined with the proposed thesis can give verylggaimization.

Vasudevan [31] has adopted a fast intra codinignigcie in combination with a fast RQT
optimization method. This method can be appliedh e proposed technique to further reduce
the encoder complexity.

Future research can be conducted to improve bahntina and inter coding to obtain
much higher reduction of encoding time, betterraie and PSNR. The aim should be to reduce
the overall complexity of HEVC encoder suitable fand held devices as well as transmission

with limited computing resources.
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APPENDIX A

TEST SEQUENCES
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The test sequences are selected to cover variatigés, different quality types and
statistics of video like high motion activity andjh contrast, comparably static background,

dynamic, motion-filled video etc. [28], [29].

Figure A.1 Traffic 2560x1600
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Figure A.2 Park scene 1920x1080

Figure A.3 RaceHorses 832x480
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Figure A.4 BQ Square 416x240
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APPENDINX B

BD- PSNR AND BD bit rate
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BD-PSNR (Bjontegaard — PSNR) and BD-bit rate (Bggatard — bit rate) metrics are
used to compute the average gain in PSNR and &g per cent saving in bit rate between
two rate-distortion graphs respectively and is Bd-T approved metric [33]. This method was
developed by Bjontegaard and is used to gauge @ssipn algorithms from a visual aspect in
media industry and referenced by many multimedgirezers. The MATLAB code is available

online [34].

function avg_diff = bjontegaard(R1,PSNR1,R2,PSNRitla)%

% R1,PSNR1 - RD points for curve 1

% R2,PSNR2 - RD points for curve 2

% mode -

% 'dsnr' - average PSNR difference

% 'rate’ - percentage of bit rate saving betwdata set 1 and

% data set 2

%

% avg_diff - the calculated Bjontegaard metiisifr' or ‘rate’)

%

% (c) 2010 Giuseppe Valenzise

%

% References:

%

% [1] G. Bjontegaard, Calculation of average PSNferences between
% RD-curves (VCEG-M33)

% [2] S. Pateux, J. Jung, An excel add-in for pating Bjontegaard metric and
% its evolution

% convert rates in logarithmic units
IR1 = log(R1);
IR2 = log(R2);

switch lower(mode)
case 'dsnr'
% PSNR method
pl = polyfit(IR1,PSNR1,3);
p2 = polyfit(IR2,PSNR2,3);

% integration interval

min_int = min([IR1; IR2]);
max_int = max([IR1; IR2]);
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% find integral
p_intl = polyint(pl);
p_int2 = polyint(p2);

intl = polyval(p_int1l, max_int) - polyval(mtl, min_int);
int2 = polyval(p_int2, max_int) - polyval(mt2, min_int);

% find avg diff
avg_diff = (int2-int1)/(max_int-min_int);

case 'rate'

end

% rate method
pl = polyfit(PSNR1,IR1,3);
p2 = polyfit(PSNR2,IR2,3);

% integration interval
min_int = min([PSNR1; PSNR2]);
max_int = max([PSNR1; PSNR2]);

% find integral
p_intl = polyint(pl);
p_int2 = polyint(p2);

intl = polyval(p_int1, max_int) - polyval(mtl, min_int);
int2 = polyval(p_int2, max_int) - polyval(mt2, min_int);

% find avg diff

avg_exp_diff = (int2-int1)/(max_int-min_)nt
avg_diff = (exp(avg_exp_diff)-1)*100;
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