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ABSTRACT

INFLUENCE OF VARIATION IN CPU UTILIZATION ON THE RACK LEVEL

FAN CONFIGURATION AS A COOLING TECHNIQUE FOR HIGH END

SERVERS

SHREYAS NAGARAJ, M.S.

The University of Texas at Arlington, 2014

Supervising Professors: Dr. Dereje Agonafer

The data center industry has experienced significant growth over the past

decade with the introduction and explosion of online banking, social networking and

entertainment services. As a result, power consumption of such facilities continues to

grow at a rapid pace. It has become imperative that energy savings and efficiencies

be pursued in these components at various levels within the data center facility. This

project aims to achieve the same by replacing internal server fans with larger, more-

efficient fan units at the rear face of the rack. This study will be conducted by using

a cluster of 1.5U Intel based Open Compute servers.

With the introduction of higher fan diameters at the rack, the fans will be

characterized experimentally for its flow impedance, air flow rate, and its effect on

die temperature and power consumption for various utilization levels. Since the uti-

lization of the servers is not the same throughout the rack, it becomes important to

study the impact on the server components. The experimental methods utilized in
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the new rack design configuration will be then compared with the existing chassis fan

configuration determining the performance of the proposed system.

This study will be used to establish guidelines between server or rack level

deployment based on the utilization the servers are running at the stack. Thus con-

clusively, this study shall demonstrate the use of larger fans over server level fans,

which shall save cooling power at the server level and rack level.
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CHAPTER 1

Introduction

A data center is a room used to house a large number of servers and computers

associated for computing and data storage. It includes power supplies, data communi-

cations connections, environmental controls and security devices. Large data centers

are similar to industrial scale operations and use as much as electricity utilized by a

small town.

Figure 1.1. Data center.

The data center industry has experienced significant growth over past decade

and electricity used by data center’s has become a critical issue in recent years as
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demands for new internet services [1] (search engines, music downloads, video-on-

demand, social networking and communication) have become more widespread. As

a result, there is an increase in data center growth which in turn has increased the

power consumption. Due to this, energy savings and efficiency improvement has

become crucial at various levels in the data center industry.

Figure 1.2. Data Center Industry growth.

Energy efficiency is a priority, [2] but many data center operations still have

backward financial structures and make common errors on airflow management. Hence,

more companies are trying to increase the server inlet air temperature and measuring

PUE’s effectively. Most of the energy used in the data centers is utilized to cool the IT
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equipments which radiates heat when powered. With the increasing power densities

of the IT equipments, it becomes more challenging to run the data center efficiently.

1.1 Motivation

The power consumption in data centers can be categorized into two power i.e.

static power and dynamic power. Static power is used by the IT equipments of the

data center and the dynamic powers are the cooling power utilized by CRAC units.

In this study, the servers are also classified as IT power i.e. used by the printed circuit

boards and the components associated with it and the dynamic power involves the

fan power utilized in the servers. With any small percentage in the reduction of either

powers will scale up to huge power savings to the companies since a data center has

several number of servers.

This study focuses on the dynamic power of the servers. The power consumed

by the server fans will be studied and will be compared with the proposed rack level

configuration of the fans. In the proposed fan configuration, the small chassis fans

are replaced with higher diameter fans .The work will be defined initially by CFD

work and will be experimentally validated.
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Figure 1.3. Advantages of higher diameter Fans.

With the introduction of higher diameter fans, [3]there are many advantages.

The picture above suggests that efficiency of the fan can be maximized after surpassing

the threshold region. This will be a great benefit considering the cooling power of the

servers can be reduced for a server by some margin which in turn reduces the cooling

power of the rack by significant amount. The other advantages also include higher

air moving capacity of the fans which reduces the PCB components of overheating

and also increasing the reliability of components.
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CHAPTER 2

Fan Characteristics

2.1 Background

Fans in servers are devices which are used for cooling electronic components by

creating air to flow through the system. They deliver air at definite rpm and flow

rate. Fans create air flow by converting the torque supplied to the propeller shaft

to impart kinetic energy to the air flowing across the fan rotor. In doing so, these

devices also increase the static pressure across the fan rotor.

The commonly used fans in cooling applications are axial flow. Axial flow fans

deliver air flow in the direction parallel to the fan blade axis. These types of fans

can deliver high flow rates and produce air flows with high volume and low pressure.

They are extensively used for cooling IT equipments.

2.2 Air moving capacity

Air moving capacity of a fan is described by two factors i.e. static pressure and

flow rate. When a fan experiences no resistances for the airflow under atmosphere

pressure is referred as free flow condition. This represents the maximum flow rate

capacity of the fan also known as free flow condition of the fan[4]. When the fans

are setup to a chamber such that one end of the chamber is closed and another is

subjected to the atmospheric conditions, the fan pressurizes the chamber by forcing

the air to the chamber. There will be a point where the fans cannot pressurize the

chamber anymore .This point wherein the entire energy is utilized to maintain the

5



pressure in the chamber is called stall point. The picture below gives an idea about

the stall point and free flow condition of the fan

Figure 2.1. Fan Performance curve.

2.2.1 System Resistance and Fan Curve

As we know, air flow through any system or enclosure is based on the resistance

offered to the flow causing a drop across the system. The decrease in the pressure is

due to frictional force on a fluid as it flows through server components .It is influenced

by the velocity and viscosity of the fluid. When the fluid is at high velocity, there is

a large pressure drop across the system when compared to the same fluid flowing at

lower velocities. Hence it is important to determine the system resistance (internal

resistance) of the server.
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Similarly, it is important to determine the fan performance curve as it deter-

mines the fan performance at different static pressure conditions .Each fan has its

own performance curves.

2.3 Operating Point

Using system impedance and fan curve, we can determine the optimum oper-

ating point by imposing both the curves and find the intersecting point

Figure 2.2. Fan Performance curve.

Fans should be selected such that the operating point is closest to the peak

total efficiency of the fan as shown in the graph above.
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CHAPTER 3

Servers Characteristics

3.1 Introduction

The servers in the today’s data center are designed to be efficient, fast and

compact. Any reduction in the geometry of the servers will help reduce the data

center foot print. The servers are classified in terms of Blade servers and rack mount

servers. The blade servers are stripped down servers designed to minimize the use

of physical space i.e. several components are removed to save space , reduce power

consumption while still mimicking all the functions of a full functional servers .The

blade servers share a network connection , power supply and cooling systems

Figure 3.1. Blade server.
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Figure 3.2. Blade server in chassis.

The rack mount servers are contained in cases measuring standard sizes which

are mounted in a rack inside a cabinet. The rack servers have individual cooling and

can operate individually.

Figure 3.3. Rack mount server.
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Figure 3.4. Server in chassis.

3.2 Server under consideration

The system under study is an Intel based Open Compute 1.5U server as shown

in figure above. The server has two CPUs (Intel Xenon 5650) with each one having

a Thermal Design Power of 95W socket motherboard with 18 DIMM slots. The

two CPUs contribute major part of the thermal load and therefore, this server is

referred as a CPU dominated server. Two heat sinks are mounted on each CPU to

enhance heat transfer and thus contribute primarily to the flow obstruction. A ducky

is provided at the top of the server which channelizes the flow through major heat

generating components. There are four fans installed at the rear end of the chassis

to compensate for the pressure drop and maintain the required flow rate through the

servers. Each fan has dimension of 60 x 60 x 25.4, facilitated with a Pulse Width

Modulation control and a hall sensor to detect fan speed on real time basis. There is

an on-board fan control algorithm which controls the fan speed based on the feedback

from the hall sensor output. The fan control algorithm has a designated target die
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temperature, based on which PWM signal increases the fan speed to draw additional

air to cool the heat sinks

3.3 Current Scenario and Modifications

The server fans which are housed inside the server chassis make the flow in-

dependent with the neighboring servers. Four servers are stacked as a laboratory

arrangement to mimic the rack .The figure below shows the arrangement how the

servers are stacked.

Figure 3.5. Server stack.

In each server, there are four 60 mm fans, so across the stack there are 16 60

mm fans. Since this study evaluates the effect of introduction of higher diameter

fans, the stacked servers fans are replaced with 9 80 mm fans. Since the 80 mm fans

cannot be enclosed inside server, these fans will be mounted at the rear end of the

server as shown in figure below.
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Figure 3.6. Proposed model.

3.4 Flow Characteristics

To understand the server behavior, it is important to understand the flow char-

acteristics of the servers first. So a single server with existing 60 mm fans is referred

to as base line case. Experiments were conducted to obtain data to determine the

static pressure of the server, flow rate across the server and individual fan curves.

For this study we have only focused only the motherboard section of the server

since the power supply and the hard disk is partitioned by a small sheet of metal.

The other reason for just considering the motherboard section is it is cooled by an

independent fan. Hence the flow through the power supply side does not affect the

flow through motherboard section.

3.4.1 Flow rate across server

The fans in the servers are actually controlled by adjusting the PWM. The

fan speed is measured and plotted against flow rate. The flow rate of the server is

obtained for various speed .The maximum flow rate across the server is achieved when
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the fans are running at full capacity. The experiments are conducted three times for

repeatability of the values and the values are plotted below.

Figure 3.7. Relationship between Flow rate and fan speed.

Figure 3.8. Relationship between Flow rate and Fan duty cycle.
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Figure 3.9. Flow rate of the server for various fan speed and PWM duty cycle.

3.4.2 System Resistance Curve

The server is mounted on the airflow bench and the nozzle is directed towards

the downstream section of the bench. With this setup we can determine the system

resistance of a single server. The selection of the nozzle should be appropriate to

the corresponding flow rate; otherwise it will not correspond to the appropriate flow

rates. The setup is shown as per the figure below and the corresponding results are

tabulated and plotted below.

Figure 3.10. Test bench setup.
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Figure 3.11. Pressure drop values for various flow rates.

Figure 3.12. Static pressure.
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CHAPTER 4

Fan Selection

4.1 Fan Selection

From the server characteristics chapter, we have experimentally determined the

static pressure of the server and the flow rate of the fans present in the server. The

values were 0.622 in H2O and the maximum cfm of the fans was 37.4 cfm. In order

to choose a higher diameter fan, we need to choose a fan whose maximum cfm is

more than the required cfm of the present fan and the fan which overcomes the static

pressure of the system. The fans should be so selected that the maximum power

consumption per server shall not exceed 20W.

Figure 4.1. Flow selection criteria.
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Figure 4.2. Fan considered from manufacturers catalogue.

Figure 4.3. Proposed 80 mm model.

Figure 4.4. Proposed 120 mm model.
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Figure 4.5. Proposed 280 mm model.

The fans which were considered are based [5] [6] [7] on the following parameters

are the 3 higher diameter fans listed above in the figure. Amongst the three options,

the 80 mm diameter fan is selected for further investigation. The other two options of

fans are not considered due to redundancy, as each fan will eliminate the amount of

flow required by the servers and eventually increase the die temperature of the server

components to the thermal shut down limit.

The number of servers to be stacked is selected as four, based on the form factor

of the servers being stacked up and the fan performance characteristics. Eventhough

8 80 mm fan could satisfy the flow requirement for 4 servers, 9 of them are used in

order to maintain uniform flow rate across the servers and to compensate during a

fan failure scenario.

4.2 Flow Modeling

Modeling of the system of servers and fans is carried out using commercially

available software, 6SigmaET from future facilities. The experimental results for

system resistance and fan performance are incorporated into the porous obstruction

model. A porous obstruction is a simplified model of the actual system which repli-

cates the flow in terms of the pressure drop across inlet and outlet, which is calculated
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based on the experimental results imparted into it. Using porous obstruction reduces

the solving time drastically, but it cannot provide the flow visualization of the actual

server, which is not required in this study.

Figure 4.6. Computational defined Model.

Figure 4.7. CFD Model - Fan spacing dimensions.
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4.3 Flow uniformity across servers

In order to understand how the flow is with the introduction of new fans, several

simulations were carried out for different fan speeds. As the higher diameter fans

cannot be placed inside the server, these fans will be mounted on a fan wall with a

clearance between the fan wall and rear end of the server. Figure below shows the

variation of flow rate across different servers for various fan speed .The maximum

flow rate variation, the maximum fan speed is simulated for various clearance values

as tabulated below

Figure 4.8. Flow distribution across different servers for various clearance distance.

The farther the fan wall is placed farther from the servers; the flow tends to be

more uniform across the servers. But the fan wall needs to be well contained inside

the rack which constraints the fan wall being away from the servers. With a clearance

of 20 mm between the server and the fan wall, the flow distribution is uniform enough

and is placed well within the rack as referred in the above table.
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4.4 Fan Power Measurement for larger fans

4.4.1 Operating Point

Since the fans will be powered and controlled externally, all the fans operate

at the same rpm .Nine fans power can be estimated by a single fan. Thus the oper-

ating point at various speeds obtained from CFD results, is replicated in an air flow

chamber and the corresponding fan power consumption is recorded. The following ta-

bles provide the experimental data and the comparison between the target operating

points and the operating point obtained from air flow chamber.

Figure 4.9. Operating Points.
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Figure 4.10. Determining Operating Points using CFD.

4.4.2 Flow Rate and Fan Power per Server

The fan power and flow rate for a single server are estimated from the experi-

mental data by extrapolating the results from a single fan. The table and plot shows

the power consumption for a single server.

Figure 4.11. Flow Rate and Fan Power per Server.
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Figure 4.12. Plot for Flow Rate and Fan Power per Server.
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CHAPTER 5

Fan Failure

5.1 Introduction

Fan failure study is performed to understand the cooling redundancy available

to each server. In the base line scenario case, there are four fans catering a single

server and in case of the larger fans, there are 9 fans shared by 4 servers. This study

involves experimental analysis for a single server and computational simulations for

larger fans.

5.2 Impact of Fan Position in a Failure Scenario on Die Temperature

The objective of this experiment is to study the effect of position of the failed

fan on die temperature. In this test, one of the 4 fans is powered off intentionally and

the die temperature is recorded and repeated for each of the 4 fans separately. The

experiment is repeated when all the fans are functioning and are externally powered

and controlled at 50 percent fan duty cycle. The CPU is stressed to 98 percent

compute utilization and the test cycle for 3 repetitions as shown in figure below.

Figure 5.1. Experimental test cycle to study the position of fan failure.
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Following are the 5 cases considered for test and the fan numbering sequence is

provided in figure below

Case 1 - All fans powered on; Case 2 - Fan 4 powered off; Case 3 - Fan 3 powered

off; Case 4 - Fan 2 powered off; Case 5 - Fan 1 powered off;

Figure 5.2. Fan Numbering Sequence.

The experiment is carried out with the server and the die temperature is

recorded using HIR command. This command provides the temperature for each

core separately. Therefore the die temperature is considered as the maximum tem-

perature for all the cores. The following plot shows the output for CPU0 and CPU1

die temperature for case 1
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Figure 5.3. Experimental data output when all fans are powered on.

The experiment is conducted at 24 degree C and a synthetic CPU load genera-

tor, called look busy, is used. From the results plotted and tabulated, it is clear that

the fan failure for this particular configuration does not affect the CPU die temper-

ature. Assuming failure of the fan, the die temperature for CPU0 increased by 6.9

percent and CPU1 by 9.5 percent. The other thing to note here is that irrespective

of the position of the fan failure, CPU1 die temperature is consistently higher than

that of CPU0, which is due to thermal shadowing effect.
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Figure 5.4. Experimental results for study of impact of fan position during fan failure.

5.3 Fan Failure Analysis of Larger Fans using CFD

Fan failure scenario is predicted for higher diameter using simulations assuming

one of the 9 fans has failed. As described in the figure below, the red circle indicates

the fan failed and the green circles represent a functional fan. Flow rate through

the each server is noted and tabulated for each scenario. Due to the fan failure,

there is reduction in the flow rate through the server compared to all functional fans.

Comparing the flow rate across different scenario, it can be calculated that the flow

rate through 4 servers remain same irrespective of the position of the failed fan.
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Figure 5.5. Fan failure analysis using CFD for larger fans.
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CHAPTER 6

Flow Validation

6.1 Setup

The servers stacked up along with the fan wall is setup on the air flow bench

as shown in the figure below to determine the flow required across each servers for

different fan rpm . The 80 mm fan rpm are powered and controlled externally using

Agilent power supplies and the fan speed are monitored using Agilent data acquisition

system. The inlet server temperature is recorded using USB data logger.

Figure 6.1. Rack setup on airflow bench.
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Flow rate of the stack is obtained for various fan speed which is controlled by

adjusting the PWM signal. As there are 9 fans in the stack, the fan speed and fan

power is measured for all the fans and plotted against flow rate. The relationship is

built between the flow rate and fan power. The fan rpms are uniform for all the nine

fans and it seems to be within an acceptable deviation of 300 rpm. It is tabulated in

the above table and plotted. The comparison is made with 60 mm and for the given

flow rate it can be seen that it consumes lesser power than the 60 mm.

Figure 6.2. Table for fan power estimation.

Figure 6.3. Comparison of 60mm and 80 mm power.
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6.2 Comparison With CFD values

The experimentally values were then compared with the computational values

and can be seen that the values seems to be the same trend and seems to be with 10

percent error.

Figure 6.4. Comparison with CFD simulation.

Figure 6.5. Plot for Comparison with CFD simulation.
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CHAPTER 7

Thermal Loading

7.1 Setup

After the flow validation, the rack configuration had to be subjected to thermal

loading in order to understand the rack configuration behavior and understand the

effects on surface components. The test setup consists of 9 80 mm fans and the

servers run with the centos 5.5. The test cycle is setup such that all servers start at

the same time .The scripts are setup such that they are run three times back to back

for repeatability for the values. The CPU’s are loaded from 10percent to 98 percent

with half hour idle after each design point and two hour idle period after each run.

The total time taken for the entire test will be 21 and a half hour. All the data is

exported from the servers after the entire test is completed. Look busy command

is used as synthetic load generator to load the CPU to various compute utilization

levels.
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Figure 7.1. Test Cycle.

Omega USB data logger is placed in front of the servers to record server inlet

temperature. The Agilent data Acquisition system is placed to record the fan rpms

and Yokogawa CW121 power meter to measure voltage at the power strip. The

current is measured at 2 servers power supplies and overall as well .All the experiments

are maintained at 24 degree C. All the tests are conducted with utilization being same

throughout the stack.
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Figure 7.2. Front View of setup.

Figure 7.3. Rear View of setup.

The setup is shown as the above picture. The test is conducted from 15 percent

to 75 percent duty cycle and the data has been recorded for the entire range and the

values are plotted for every duty cycle.
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7.2 Results for Constant Utilization

All the tests are conducted with utilization being same throughout the stack

.As we see the plots for various duty cycles, there seems to be a similar trend with all

temperatures across the stack and the total power consumption seems to be uniform

and seems to be overlapping.

7.2.1 Temperature Plots for Various Fan Duty Cycle

The plots for the temperature for different fan duty cycle as follows

Figure 7.4. Temperature Plot for 45 percent Fan duty cycle.
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Figure 7.5. Temperature Plot for 55 percent Fan duty cycle.

Figure 7.6. Temperature Plot for 65 percent Fan duty cycle.
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Figure 7.7. Temperature Plot for 75 percent Fan duty cycle.

7.2.2 Power Plots for Various Fan Duty Cycle

The plots for the Power consumptions for different fan duty cycle as follows

Figure 7.8. Power Plot for 75 percent Fan duty cycle.

37



Figure 7.9. Power Plot for 65 percent Fan duty cycle.

Figure 7.10. Power Plot for 55 percent Fan duty cycle.
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Figure 7.11. Power Plot for 45 percent Fan duty cycle.

In order to understand the plots better, one of the server values were plotted

for various fan duty cycle .It can be noted that as the flow rate decreases with the

fan duty cycle, the die temperature increases which was expected. The maximum

difference of 5 degree C is seen at 98 percent utilization with the variation in fan duty

cycle .However with the power plots does not show much variation in the power and

seems to be overlapping for the investigated flow range

39



Figure 7.12. Temperature Plot for different Fan duty cycle for server 20.

Figure 7.13. Power Plot for different Fan duty cycle for server 20.
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7.3 Results for Variation in Utilization

As we all know servers in a rack will not be at the same utilization at all points

in a day, it is varied depending on the load described by the data center operator.

Hence it is critical to understand how the rack behavior is for different utilization

across the stack. For this reason, the stack is subjected to variation in utilization

keeping the fan duty cycle constant. Plots below show the temperatures and power

for different utilization. When compared with the plots of constant utilization, we

see that there is a similar trend in both the plots and the difference between them

is minute. The power plots for both seem to be overlapping as seen in constant

utilization.

Figure 7.14. Temperature Plot for different Fan duty cycle for server 20.
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Figure 7.15. Power Plot for different Fan duty cycle for server 20.
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CHAPTER 8

Conclusion and Future Work

8.1 Conclusions

With the introduction of higher diameter, there was quite a significant reduction

in the fan number and keeping adequate flow through the system. The higher diameter

fans normally operate at 40 percent less power for the corresponding flow rate when

compared to the 60 mm fan diameter. The servers at the centers have higher die

temperature compared to the servers at the extremities. A maximum difference of

+5 degree C is seen at highest CPU utilization with the variation in fan duty cycle.

Increase in flow rate does reduce the die temperature but only until a threshold

limit. This is due to the fact that the heat transfer is constrained by the inlet temper-

ature just as in the case of a parallel flow heat exchanger. The actual power saving

greatly depends on the fan control algorithm which defines a target die temperature.

8.2 Future Work

It will be interesting to see the behavior of other higher fan diameter and see the

effects on the motherboard components. Since the fans are powered and controlled

externally, it will be interesting to see the behavior of introduction with the fan control

algorithm .Since the fan control algorithm is based on fan die temperature.
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