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Abstract 

FIRST PRINCIPLES COMPUTATIONAL MODELING OF THE SURFACE 

PROPERTIES OF URANIUM DIOXIDE 

 

Megan Hoover, MS 

 

The University of Texas at Arlington, 2014 

 

Supervising Professor: Qiming Zhang 

The interaction of uranium dioxide (UO2) with environmental elements occurs at 

its exposed surface and a fundamental understanding of this interaction process begins 

at the atomic scale. In this regard, atomic scale modeling of the properties of clean and 

adsorbate-covered uranium dioxide (UO2) surfaces can be used to elucidate UO2 surface 

mechanisms such as corrosion and the formation of complex species via environmental 

gas adsorption. In this thesis, structural and electronic properties of clean and adsorbate-

covered low index UO2 surfaces were modeled using regular and hybrid density 

functional theory. Specifically, the properties of the clean (111) and (110) surfaces were 

modeled with hybrid density functional theory. To gain some insight into the surface 

oxidation of UO2, we performed preliminary modeling studies on the interaction of atomic 

oxygen with the UO2 (111) surface using density functional theory and hybrid density 

functional theory. 

For the clean surface, the evolution of the work function, surface energy, 

incremental energy, and band gap with respect to the system size was studied. We 

observed that at five formula units and beyond the surface properties of UO2 converge. 

The estimated work function, surface energy, and band gap of the (111) surface were 3.5 

eV, 0.97 J/m2, and 1.2 eV respectively; the corresponding values for the (110) surface 



 

 v 

were 2.2 eV, 1.76 J/m2, and 0.65 eV respectively. The localization of the 5f electron 

states is pronounced at the top surface layer while bulk-like behavior is exhibited at and 

below the subsurface layer. The Mott-Hubbard type insulating behavior in the bulk is 

retained in the surfaces, albeit with a smaller band gap. 

The adsorption of O in the UO2 (111) surface indicates that UO2 oxidation is a 

stable process. The top site is the preferred adsorption site with adsorption energy of 

5.37 eV. The presence of the adsorbate results in the change of the electronic work 

function by 2.56 eV, implying charge transfer from U to O. The analysis of the electronic 

density of states indicates hybridization between the O adsorbate 2p electron states and 

the neighboring U 5f electron states. Furthermore, the presence of the adsorbate did not 

alter the Mott-Hubbard insulating behavior seen in the bulk crystal and clean surface. 
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Chapter 1  

Introduction 

 
Uranium dioxide (UO2) commonly known for extensive applications in military and 

commercial nuclear technology, particularly as a nuclear fuel, has another side that 

attracts scientific attention and environmental concerns. The primary concerns that arise 

come from the corrosion of UO2 surfaces and potential release of UO2-based materials 

into the biosphere and the impact to the ground water system and atmosphere. Corrosion 

and weathering of UO2 upon the exposure to environmental elements lead to the 

breakdown of the material.1-5 In fact, the oxidation of UO2 leads to a volume expansion up 

to 38%; therefore the corrosiveness of UO2 could impact the integrity of fuel rods in 

nuclear reactors and nuclear waste storage facilities.1, 6-8 From an environmental 

perspective, it is possible for tiny particulates of uranium oxides to escape into the 

environment during mining of uranium ore, milling, and the final and reprocessing stages 

in nuclear fuel preparation before use in a reactor. The use of depleted uranium 

munitions as well as oxidative corrosion can result in the dispersal of large quantities of 

uranium oxide particles into the environment.4 The presence (of oxide particulates and 

other complexes) in the biosphere, even at very low concentrations, could lead to 

unacceptable public health consequences.9  

Currently, there are over 200 mineral species containing U.10 The radiation 

signature of uranium’s decay products allows the deposits to be recognized and mapped 

from the air, making it much easier to find than other minerals. Uranium in the Earth’s 

crust and oceans is more abundant than gold and mercury, and almost the same as tin.11 

The life cycle of uranium (Figure 1) from a mineral form into fuel for a nuclear reactor is 

quite intricate. 
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Figure 1: The Nuclear Fuel Cycle.12 

 
First, uranium is mined, either by underground mining, open pit mining, or in situ 

leach (ISL) mining (the USA calls it in situ recovery or ISR). It is important to point out, 

although uranium itself is barely radioactive, the ore that is mined and crushed contains 

more radioactive elements such as radon and radium in the ore due to the radioactive 

decay of uranium over a few millions of years. Since radon, a radioactive inert gas, is 

airborne, precaution is needed to protect the workers from exposure, especially 

inadequately ventilated mines. Underground mining is used when the deposits are deep 

underground, whereas open pit mining is used when the deposits are close to the 
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surface. Safeguards should be taken when extracting the ore via underground mining, 

like a ventilation system, which prevents airborne radiation exposure into the 

atmosphere.13  

The environmental impact from underground mining compared to open pit mining 

is less since there is not as much ground disturbance. The shafts and tunnels needed for 

underground mining can reach as deep as 600 meters below the surface. With ISL 

mining, weakly acidified or alkaline groundwater that is rich in oxygen is circulated within 

an enclosed underground aquifer. This underground aquifer holds the uranium ore in 

porous material such as gravel or sand. When it is ready to be accessed, a leaching 

solution dissolves the uranium before it is pumped to the treatment plant where uranium 

is recovered as a precipitate.13, 14 

At the mill site, the uranium ore is ground to a fine substance, leached in sulfuric 

acid, allowing the separation of the uranium from waste rock, also called the tailings. This 

leach solution goes through a few more processes before it can be dried and heated. The 

final product is a uranium oxide (U3O8) concentrate, sometimes referred to as “yellow 

cake,” which contains more than 80% of the uranium oxide concentrate. Note that the 

original uranium ore deposits contain around 0.1% uranium. This product is packed and 

sealed for shipment. ISL mills (Figure 2) follow a similar process minus the grinding into a 

fine substance part. 13 



 

 4 

 

 
Figure 2: Pictorial representation of the ISL process.  

(Image courtesy Heathgate Resources)15 

 
In a uranium purification and conversion plant, there are two ways to enrich 

uranium on a commercial scale - diffusion process and centrifuge process. Both of these 

processes use uranium hexafluoride (UF6) as the feed material.16, 17  

In the diffusion process, it forces UF6 gas under pressure through a string of 

porous membranes or what is called diaphragms. The UF6 gas molecules (with U234 and 

U235 atoms) are lighter therefore diffusing more quickly than the heavier UF6 gas 

molecules containing U238. Some 1400 stages are needed before UF6 contains enough 

U235 to be used in a reactor.16, 17 

In Figure 3 a bank of centrifuges is depicted. The centrifuge process takes the 

UF6 gas and feeds it through a series of vacuum tubes, each containing a rotor. The 
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rotors are then spun quickly, 50,000-70,000 rpms, heavier molecules with U238 increase 

in concentration to the outer edge of the cylinder and the lighter U235 molecules are 

concentrated near the center. Slightly enriched U235 is withdrawn and fed into the next 

higher stage, whereas the slightly depleted stream is recycled back into the next lower 

stage. For the centrifuge process, only 10 to 20 stages are needed, unlike in the diffusion 

process. The enriched UF6 is converted into UO2, made into fuel pellets, and encased 

into metal tubes, which form the fuel rods. During the enrichment process it is important 

that UF6 is not exposed to moisture, or it forms an extremely corrosive material called 

hydrofluoric acid.16, 17 

 

 

 
Figure 3: A bank of centrifuges at a Urenco plant.17 

 
The amount of high level waste (HLW) stored in the world is about 270,000 tons. 

Approximately 90% of the HLW is stored in pools at the reactor sites and the remaining in 
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dry storage casks. Each year 12,000 tons of HLW is produced and only 3,000 tons get 

reprocessed.18, 19 There are 434 nuclear reactors in operation worldwide. There are 72 

under construction, another 173 on order or planned, and 309 proposed.20, 21 Several 

countries are considering a geological depository for the future of HLW storage, but as of 

today, there is not a geological depository for HLW in the world.18, 19  

There are 100 nuclear power plants in 31 different states in the United States, 

which produce 20% of the U.S. electricity.22 Approximately 70% of the nuclear reactors 

could be taken offline by 2035, and all by 2050 if their licenses terminate due to required 

safety upgrades. Additional factors that could influence the decision to decommission the 

nuclear reactors are costly repairs and the competition of cheap natural gas.  

The United States’ contribution to HLW is nearing 70,000 metric tons. Each year 

the U.S. adds approximately 2,000-2,300 metric tons.23, 24 The U.S. like many other 

countries stores HLW in spent fuel pools and dry casks. Of the 70,000 metric tons of 

HLW, 78% is in pools, with the remaining 22% in dry casks.25 

Spent fuel pools are located inside the plant’s protected area with thick 

reinforced-steel concrete walls, lined with stainless steel. Figure 4 is an example of a 

storage pond for used fuel. The pools are built to code for seismic activity and other 

natural phenomena. Above the tops of the fuel is at least 20 feet of water. This water 

helps keep the temperature regulated and protects the fuel rods if debris fell into the 

pool.26 The spent fuel will stay inside the pools for at least 5 years before transferred into 

a dry cask.25 It is important to note, water is crucial for nuclear reactors, because without 

water it would cause chaos to the cooling of these plants. In drought states, this could 

pose a problem if the reactor sites do not have their own water source and must pull from 

a water source cities use for its residents. 
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Figure 4: Storage pond for used fuel at the Thermal Oxide Reprocessing Plant at the 

UK's Sellafield site. (Sellafield Ltd)18 

 
Dry casks surround the cooled spent fuel with inert gas inside a container or 

cask. These casks (cf. Figure 5) are steel cylinders sealed by bolting or welded shut. 

Then additional steel, concrete, and other material is used to encompass the dry casks to 

shield the radiation from workers and the public.27 The dry casks are built to be resistant 

to natural phenomena, projectiles, and temperature extremes.  
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Figure 5:  A spent-fuel-storage cask that can hold about 12 tons of spent fuel.28 

 
Whether the spent fuel is stored in a pool or dry cask, many concerns can arise, 

from the leakage of nuclear waste into ground water or the atmosphere and hundreds of 

years of natural phenomena possibly leading to a breakdown of the structural integrity of 

the dry casks. Whether a permanent resting place for HLW is needed or a place where 

the waste is retrievable, we need to be responsible and take in all the factors if geological 
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depository is the direction to take. The alternative is to advance our knowledge in 

technology such that the HLW can be utilized as fuel inside a nuclear reactor.  

In this thesis work, a theoretical approach is taken to understand the surface 

properties of UO2 using hybrid Density Functional Theory (DFT). Significant experimental 

efforts have been made to understand the processes and mechanisms involved with the 

interactions of UO2 and other nuclear materials with the environment.4, 29-35 However, 

difficulties encountered in experimental studies can be attributed to the hazardous nature 

of these materials. In this regard, theoretical studies can supplement experimental efforts 

to understand the mechanisms via which UO2 materials interact with the biosphere. The 

theoretical approach to tackling the interactions of UO2 with common environmental 

species (e.g. water and oxygen gas) begin at the atomic and molecular scales. It is 

important to note, in general, the interactions of materials with other species are initiated 

at the material’s surface. Specifically, the interactions of UO2 with environmental species 

begin on its surfaces. For example, to model the mechanisms through which other oxides 

of uranium form, one could begin with the adsorption and dissociation of molecular 

oxygen or water on UO2. The implication here is that a thorough understanding of the 

properties of UO2 surfaces is a necessary step to understand the surface interactions 

with environmental species.   

The physical and chemical properties of the actinides—the group of elements in 

the last row of the periodic table—to which uranium belongs, are largely dictated by their 

5f electrons. The chemical complexities of the 5f electrons, particularly in condensed 

phases, require an accurate, parameter-free, first principles method. Experimental 

studies have shown UO2 to be an anti-ferromagnetic insulator below 30.8 K otherwise it 

is paramagnetic.36-41 Experimental works also indicate that UO2 is a Mott insulator with a 

band gap of 2.1 eV.42-47 However, the de facto theoretical method for modeling materials, 
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namely Density Functional Theory (DFT)48, 49, within the local density approximation 

(LDA)50, 51 or generalized gradient approximation (GGA)52 to the exchange-correlation 

functional, predicts UO2 to be a ferromagnetic conductor.53-56 The shortcomings of DFT-

LDA or DFT-GGA to describe UO2 can be remedied by hybrid density functional theory 

(hybrid DFT)57-59, DFT plus the Hubbard U (DFT+U)60 method, self-interaction correction 

(SIC)61, or DFT plus dynamical mean-field theory (DFT+DMFT)62, 63. A plethora of 

calculations employing these methods have succeeded in sufficiently describing the 

properties of bulk UO2,46, 53, 54, 64-89 particularly its magnetic character and electronic band 

gap.  

Although the DFT+U and DFT+DMFT methods work for UO2, they require the 

introduction of material-specific parameters. For example, in most DFT+U calculations for 

UO2, the value of the parameter U is continuously adjusted until the band gap matches 

the experimental value. By doing so, the integrity of an important property of the system 

(e.g. lattice constant) can be compromised. On the other hand, hybrid DFT is a fully first 

principles method since it differs from DFT-LDA and DFT-GGA only in the formulation of 

the electron exchange interaction. This work is thus focused on the application of hybrid 

DFT to model the properties of clean and adsorbate-covered low index UO2, namely the 

(110) and (111) surfaces and the interaction of atomic oxygen with the (111) surface. All 

calculations were done with spin-orbit coupling. The goal is to study the variation in 

surface properties with the thickness of each surface structure and predict important 

surface properties such as the electronic work function and surface energy. We shall 

summarize the previous experimental and theoretical studies on UO2 surfaces. 

 Regarding experimental studies, Hall and Mortimer reported experimental 

surface energies, γ = 0.85−1.40×10−4T  Jm-2 (273< T < 3123 K) , of UO2, albeit with a 

large uncertainty of 70%.90 Other high temperature experimental data yielded surface 
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energies ranging from 0.48 Jm-2 at 1450 K to 1.032 Jm-2 at 1375 K.91, 92 Experimental 

measurements by Page and Wooley yielded a work function of 3.5 ± 0.5 eV for UO2.93  

Only a few first principles DFT-based studies have been done on clean UO2 

surfaces. 88, 94-97 There are also a few calculations in which empirical94, 98 and semi-

empirical99 methods were employed. Regarding DFT-based works, Chaka and co-

workers88 used DFT-GGA and ab initio thermodynamics to delineate the initial stages of 

surface and subsurface oxidation of UO2 at the (111) surface as a function of 

temperature and oxygen pressure. Weck et al.95 used GGA+U to study the DFT 

properties of the (111) UO2 surface and the work is in good agreement with experimental 

values for the surface energy and work function. Evarestov et al.96 studied the properties 

of UO2 (111) surface with 9, 15, and 21 atomic planes using Hartree-Fock theory and 

DFT with linear combination atomic orbitals; they computed the surface energies and 

other surface properties for antiferromagnetic surface structures. Rák et al.97 used the 

DFT+U (with several values of U employed) to calculate the properties of low index 

surfaces of UO2 from 2-6 formula units. However, their work was focused on the 

ferromagnetic spin configuration, even though UO2 is anti-ferromagnetic. Rabone et al.100 

used DFT+U with mixed Gaussian/plane waves basis to study low index UO2 surfaces. 

Their work resulted in a novel method that can be employed to bypass metastable 

surface states. Skomurski et al.94 used empirical and DFT-based quantum mechanical 

methods to study low index surfaces of UO2 and observed the (111) surface had the 

lowest surface energy.  

As mentioned earlier, the stability of UO2 waste disposal conditions in the long-

term is of crucial importance since its corrosion can yield a wide range of complexes, 

which could result in serious health and environmental consequences. The corrosion of 

UO2 is initiated when the UO2  surface is oxidized by moist air (water) or dry air (molecular 
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oxygen). Understanding the atomic scale processes, which dictate the oxidation 

mechanism, begins with the molecular scale modeling of reactions such as  

UO2(s)+ H2O(l)! UO3(s)+ H2(g) 

3UO2(s)+ O2(g)! U3O8(s) 

2UO2(s)+ O2(g)! 2UO3(s) 

As simple as these reactions seem, experimental works2, 101-122 indicate that the 

oxidation process is quite complicated because the formation of the intermediate oxides 

UO2+x is not well understood. In an effort to gain some fundamental atomic scale 

understanding of the oxidation process, we studied atomic adsorption on the UO2 (111) 

surface. We summarize below, prior theoretical modeling of atomic and molecular 

adsorptions on the UO2 surfaces. 

Boettger, et al.123 did linear combinations of Gaussian-type orbitals-fitting function 

(LCGTO-FF) to investigate the cohesive properties of clean and hyroxylated UO2 (111) 

surfaces within DFT-GGA.  Chaka, et al.88 did GGA-DFT and ab initio thermodynamics to 

determine degree of oxidation of the uranyl 7 formula unit UO2 (111) surface as a 

function of temperature and oxygen pressure. Skomurski, et al.124 did quantum 

mechanical DFT, as implemented in CASTEP, adsorption of molecular water on a 4 

formula unit UO2 (111) slab with half-monolayer coverage, single and double sided full 

monolayer coverage. Tan, et al.125 did atomic scale computer simulation using MARVIN. 

They did low index relaxed surface hydroxide surfaces with 50% and 100% coverage. 

Weck, et al.95 did GGA+U AFM relaxed UO2 (111) half-monolayer coverage of molecular 

water, dissociated water, and atomic oxygen. That study also did full monolayer coverage 

of molecular water and co-adsorbed atomic oxygen. Rák, et al.97 did DFT+U adsorption 

of water molecules in dissociated configurations on a 6 formula unit relaxed UO2 low 

index slabs. 
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The computational modeling presented in this thesis are in two parts: (i) We have 

used periodic slab model representations of the UO2 (110) and (111) surfaces to model 

the clean surface properties and electronic structure using all-electron hybrid DFT. 

Specifically we examined the convergence of the surface properties with respect to 

system size. The clean surface properties of interest were the slab incremental energies, 

surfaces energies and work functions. We also probed electronic properties such as the 

band gap and U 5f electron localization/delocalization behavior at the surface.  (ii) We 

used density functional theory and hybrid DFT to probe the adsorption of atomic oxygen 

on the UO2 (111) surface. This is a simplified version of the precursor to UO2 oxidation 

and preliminary results from on-going calculations will be presented. Specifically, we will 

present a few results on the strength of the binding of O to the surface, the preferred 

adsorption site, and the adsorbate-induced effects on the electronic work function and the 

electronic structure.  

The remainder of this thesis is organized as follows. In chapter 2, density 

functional theory and the computational formulism will be described. In chapter 3, the 

results of the UO2 surface properties using hybrid DFT will be presented. Chapter 4 will 

touch on the ongoing work of adsorption of atomic Oxygen on the 5 formula unit UO2 

(111) slab. Finally in chapter 5, a summary of the work will be presented.  
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Chapter 2  

Theory and Computational Formalism 

 
2.1 Density Functional Theory 

Since the seminal work on density functionala theory (DFT) by Hohenberg, Kohn 

and Sham,48, 49 many electronic structure calculations for solids, liquids, and gases have 

employed DFT as a method of choice. In this chapter we describe the density functional 

method for electronic structure calculations. We first present, albeit briefly, the underlining 

concepts of DFT. In a nutshell DFT provides an elegant way of reducing the complex 

many electron system problem via the total electron density, there by  significantly 

reducing the computational cost in comparison to the traditional ab initio theories such as 

Hartree-Fock126, 127 (HF) theory, while retaining the computational accuracy. In principal, 

DFT is an ‘exact’ theory and is applicable to any interacting system with an external 

potential. The holy grail of DFT is the exact representation of the exchange-correlation 

functional. Exchange correlation functionals based on the local density (LDA), semi-local 

density (GGA), and recently exchange correlation functionals with dynamic effects (meta-

GGA) have been developed for a wide variety of systems. There is also a class of 

exchange correlation functionals in which a fraction of approximate DFT exchange is 

replaced with exact HF exchange; these are the so called hybrid exchange correlation 

functionals. In the following we will present a short description of DFT based on the 

reviews of Lieb128, Parr and Yang129, 130, Capelle131 and Nagy and Andrejkovics132-134. 

 

                                                
a In very simple terms, a functional maps a function to another function. A functional is 
distinguished from a function by [ ] brackets. A functional f : A→ B  is defined as f y x( )!" #$∈ B , 

where y x( )∈ A . In DFT the energy is the functional of the electron density.  
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2.1.1 Many Electron Hamiltonian 

Within the Born-Oppenheimerb approximation135, the many electron Hamiltonians 

are defined as: 

H = T +Vee +Vne      (2.1) 

where T  is the kinetic energy operator, Vee  is the electron-electron repulsion operator, 

and Vne  is the electron-nuclei interaction operator. In atomic unitsc, these operators are 

defined as: 

T = − 1
2

∇i
2

i

N

∑       (2.2) 

Vee =
1
riji< j

N

∑       (2.3) 

Vne =
1

ri − RII∈nuclei
∑

i∈electron
∑ .    (2.4) 

The goal of DFT is to determine the ground state energy E  of a many electron 

system by solving the time independent Schrödinger equation, HΨ = EΨ , without 

explicitly knowing Ψ , where Ψ  is the many electron wave function and E  is the 

corresponding eigenvalue. This is achieved by expressing E  as a functional of the 

electron density ρ r
!
( )  ( r

!
 is an arbitrary point in space). For a system of N electrons, we 

define ρ r
!
( )  as: 

                                                
b The approximation states that the electronic mass is greatly smaller (1/1821) than the mass of the 
nucleus. Hence their wave functions can be decoupled. 
c In atomic units, e = ! =me =1 , where e  is the electronic charge, !  is Plank’s constant, me  is 

the electron mass, the unit of energy is given in Hartrees (H), 1 a.u. (energy) =1H = 27.2116 eV , 
and the unit for distance is in Bohrs, 1 a.u. (distance) =1 Bohr = 0.529  Å. 
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ρ r
!
( ) = N Ψ* x

!
1, x
!
2,…, x
!
N( )∫ Ψ x

!
1, x
!
2,…, x
!
N( )dx1
"!"
dx2
"!"
…dxN
" !"

 .  (2.5) 

Here Ψ  is assumed to be normalized to unity; and xi
!"

’s include both spin and spatial 

variables, in equation (2.5), that are integrated over the N spatial and spin coordinates. 

Once the electronic density is known in DFT, all ground state electronic properties can in 

principle be computed. ρ r
!
( )  satisfies the following constraints: 

N = ρ r
!
( )dr
!

∫ .      (2.6) 

Another quantity of key importance in DFT is the external potential, v r
!
( ) , felt by 

the electrons due to the presence of the nuclei. The theorems to follow signifies 

importance of v r
!
( ) . 

 
2.1.2 Hohenberg-Kohn Theorem 

The foundation of modern DFT rests on two theorems by Hohenberg and Kohn.48 

Here we will state the theorems and the reader is referred to the original paper for the 

proofs of the theorems. 48  

 

Theorem I: The external potential v r
!
( )  

is (to within a trivial additive constant) uniquely 

 determined by the ground state electron density ρ r
!
( ) . 

Theorem II: A universal function of the density ρ r
!
( )  for the energy E ρ[ ]  can be 

 defined for all electron systems. Furthermore, for any trial electron density !ρ r
!
( )  

 associated with some external potential v , the ground state electron density 
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 ρ r
!
( )  minimizes E !ρ[ ]  and the corresponding minimum energy is the ground 

 state energy. 

 

The first theorem guarantees the existence of a bijection from ρ r
!
( )→ v r

!
( ) . The 

second theorem suggest that the energy functional, E ρ[ ] , is sufficient to determine all 

the ground state properties. 

In DFT the total energy functional is written as, 

Ev ρ[ ] = T ρ[ ]+Vne ρ[ ]+Vee ρ[ ]      (2.7) 

= ρ r
!
( )v r

!
( )dr
!
+FHK ρ[ ]∫      

FHK ρ[ ] = T ρ[ ]+Vee ρ[ ] .      

Here Vee  includes both the classical and non-classical (for example, Coulomb and 

exchange interactions) contributions and FHK  is the Hohenberg-Kohn functional, which 

does not depend on the external potential. If the exact form of the functional FHK  is 

known, then equation (2.7) in principle is exact. 

The variation of the total energy with the constraint that the total electrons are 

fixed, results in, 

δ Ev !ρ[ ]−µ !ρ r
!
( )dr
!
− N∫{ }= 0  .   (2.8) 

This leads to the Euler-Lagrange equation 

µ =
δEv !ρ[ ]
δ !ρ r
!
( )

= v r
!
( )+ δFHK

δ !ρ r
!
( )

 .   (2.9) 

In the above equation the Lagrange multiplier µ  is the chemical potential. 
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2.1.3 The Kohn-Sham Method 

The exact form of the Hohenberg-Kohn functional, FHK ρ[ ] , is not known. 

FHK ρ[ ] = T ρ[ ]+Vee ρ[ ]  .    (2.10) 

The first road block in determining the functional is how to compute the kinetic energy 

functional. The Kohn-Sham method provides a simple way to compute a portion of the 

kinetic energy functional and the remaining component is determined by other means. 

The Kohn-Sham method is briefly described below. 

Let us consider a system of non-interacting electrons moving independently in a 

common local potential v , where the electronic density ρ r
!
( )  is the same as the 

interacting electronic system. The Hamiltonian is: 

Hs = −
1
2
∇i
2#

$
%

&

'
(

i

N

∑ + v ri
!
( )

i

N

∑ .    (2.11) 

In the above Hamiltonian there is no electron-electron repulsion term. For this system we 

can write the non-interacting wave-function as the Slater127 determinant: 

Ψ =
1
N!
det ψ1ψ2...ψN[ ]     (2.12) 

where ψi  are the N lowest eigenstates of the one-electron Hamiltonian h : 

hψi = −
1
2
∇i
2 + v ri

!
( )#

$%
&

'(
ψi = εiψi .    (2.13) 

The Kohn-Sham kinetic energy of this non-interacting system, 

TKS ρ[ ] = Ψ −
1
2
∇i
2$

%
&

'

(
)

i=1

N

∑ Ψ = ψi −
1
2
∇i
2 ψi

i

N

∑   (2.14) 

while the density of the non-interacting system 



 

 19 

ρ r
!
( ) = ψi xi

!"
( )

2

i

N

∑      (2.15) 

is equal to that of an interacting one. 

The kinetic energy functional T ρ[ ]  in equation (2.10), as mentioned before, is 

unknown, simply take the kinetic energy functional TKS ρ[ ]  of the non-interacting system 

instead of T ρ[ ] . Let the difference between these two functional be ΔT = T −TKS , and 

substituting this in equation (2.10): 

FHK ρ[ ] = TKS ρ[ ]+Vee ρ[ ]+ΔT ρ[ ] .   (2.16) 

The last two terms on the right hand side of equation (2.17) represent the electron-

electron interaction which can be rewritten as the Coulomb and exchange-correlation 

terms, respectively: 

Vee ρ[ ]+ΔT ρ[ ] = J ρ[ ]+ non-classical e - e interaction + ΔT ρ[ ]
= J ρ[ ]+Exc ρ[ ]

.  (2.17) 

Exc ρ[ ] = ΔT ρ[ ]+ non-classical e - e interaction  is the exchange correlation functional 

and the accuracy of DFT depends on its representation. To be more specific, if Exc ρ[ ]  is 

exactly known then the DFT ground state energy is exact. Later on we will discuss 

approximations of Exc ρ[ ] . 

Use equation (2.17) and substitute it into equation (2.16): 

FHK ρ[ ] = TKS ρ[ ]+ J ρ[ ]+Exc ρ[ ]    
(2.18) 

Using the above function the total energy of equation (2.17) can be written as: 

E ρ[ ] = TKS ρ[ ]+ J ρ[ ]+Exc ρ[ ]+ ρ r
!
( )v r

!
( )dr
!

∫ .  (2.19) 

The variation of equation (2.19) give the Euler-Lagrange equation: 
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µ =
δE ρ[ ]
δρ

=
δ
δρ

ρ r
!
( )v r

!
( )dr
!
+
δTKS ρ[ ]
δρ

+
δJ ρ[ ]
δρ

+
δExc ρ[ ]
δρ

∫    

= v r
!
( )+ δTKS ρ[ ]

δρ
+
δJ ρ[ ]
δρ

+
δExc ρ[ ]
δρ

            (2.20) 

= veff r
!
( )+ δTKS ρ[ ]

δρ
              (2.21) 

where the Kohn-Sham effective potential is defined by: 

veff r
!
( ) = v r

!
( )+ δJ ρ[ ]

δρ
+
δExc ρ[ ]
δρ

      

= v r
!
( )+

ρ !r
!"
( )

r
!
− !r
!" d !r
!"
+ vxc r

!
( )∫         (2.22) 

here we also defined the exchange-correlation potential as: 

vxc r
!
( ) = δExc ρ[ ]

δρ
     (2.23) 

From here, rewrite equation (2.19) in terms of one electron orbitals: 

E ρ[ ] = ψi
* −

1
2
∇2#

$
%

&

'
(ψidr
!
+ J ρ( )+Exc ρ[ ]+ v r

!
( )ρ r

!
( )dr
!

∫∫
i

N

∑    (2.24) 

and the electron density is, as in equation (2.15): 

ρ r
!
( ) = ψi

2

i

N

∑        

So, in equation (2.24) the energy is expressed in terms of N orbitals. 

Now, taking the variation of energy in equation (2.24) with respect to the one-

electron orbital ψi , along with the constraint that these orbitals are orthonormal to each 

other: 



 

 21 

ψi
*ψ jd x
!
= δij∫       (2.25) 

We get, 

δ E ρ[ ]− εij ψi
* x
!
( )ψi x

!
( )dx
!

∫
j

N

∑
i

N

∑
$

%
&
&

'

(
)
)
= 0    (2.26) 

In equation (2.26) εij  are the Lagrange multipliers. Let us now consider the variation in 

the energy E ρ[ ]  given by the equation (2.24), 

δE ρ[ ] = δ
δψi

* ψi
* −

1
2
∇2#

$
%

&

'
(ψidr
!

∫
i

N

∑ +
δJ
δψi

* +
δExc

δψi
* +

δ
δψi

* v r
!
( ) ψi

2

i

N

∑
#

$
%

&

'
(dr
!

∫
+

,
-
-

.

/
0
0
δψi

*   (2.27) 

Using chain rule for functional derivative, the first term in the right hand side gives, 

δ
δψi

* ψi
* −

1
2
∇2#

$
%

&

'
(ψidr
!

∫
i

N

∑ =
∂ψi

*

∂ψi
* −

1
2
∇2#

$
%

&

'
(ψi +ψi

* ∂
∂ψi

* −
1
2
∇2#

$
%

&

'
(ψi

,
-
.

/
0
1

   

= −
1
2
∇2ψi       (2.28) 

where derivative in the second term is zero. Similarly the last term in the variation of 

energy in equation (2.27) gives, 

δ
δψi

* v r
!
( ) ψi

2

i

N

∑
"

#
$

%

&
'dr
!

∫ = v r
!
( )ψi     (2.29) 

From equation (2.26), for any arbitrary variation of δψi
* , we get using equations (2.28) 

and (2.29), 

heffψi = −
1
2
∇2 +

δJ ρ[ ]
δρ

+
δExc ρ[ ]
δρ

+ v r
!
( )

#

$
%

&

'
(ψi = εijψ j

j

N

∑     

⇒ heffψi = −
1
2
∇2 + veff r

!
( )$

%&
'

()
ψi = εijψ j

j

N

∑     (2.30) 
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where veff r
!
( )  is defined by equation (2.22). In equation (2.30) the Hamiltonian heff  is a 

Hermitian operator, hence εij  is a Hermitian matrix which can be diagonalized by unitary 

transformation, which leads to the Kohn-Sham equations: 

−
1
2
∇2 + veff r

!
( )#

$%
&

'(
ψi = εiψi     (2.31) 

Equation (2.31) (or equation (2.30)) is the central equation in the application of density 

functional theory. These equations are usually solved by self-consistent methods which 

can be represented by the flow-chart in Figure 6. 

 

Figure 6: Kohn Sham self-consistent loop.  

 
The solution of Kohn-Sham equation is in principle exact, but as can be seen 

from the above discussion of the Kohn-Sham procedure, it does not give any prescription 

for obtaining the exchange-correlation functionals. Depending on the system at hand, 

 Solve:  
Construct: 

 

Solve: 
   

Calculate total energy or other physical quantities with the final 

No 

Yes 
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different levels of approximations were made to deal with this functional. In the following 

we will describe the local and generalized density approximations to these functionals.  

 
2.1.4 Approximations to the Exchange Correlation Functional 

The well-known approximations to Exc ρ[ ]  are the local density approximation 

(LDA) and the generalized-gradient approximation (GGA). We describe briefly below the 

under lying concepts of each approximation. Later on we will also describe hybrid density 

functions which is closely tied to this work. 

Within LDA Exc ρ[ ]  is constructed based on the assumption that the exchange 

correlation energy per electron εxc ρ( )  at point r
!

 in the electron gas is the same as that 

of an electron gas with uniform density. εxc ρ( )  can be further broken into two parts: 

εxc ρ( ) = εx ρ( )+εc ρ( )  ,    (2.32) 

where εx ρ( )  is the exchange part and εc ρ( )  is the correlation part. For a homogeneous 

electron gas εx ρ( )  has an analytic form136 given by  

εx
LDA ρ( ) = −Cxρ

1/3 r
!
( ),     Cx =

3
4

3
π

"

#
$

%

&
'

1/3

   (2.33) 

Within LSDA, it can be shown that 

εx
LSDA ρα ,ρβ( ) = 21/3Cx ρα r

!
( )( )

4/3
+ ρβ r

!
( )( )

4/3!
"
#

$
%
& ,  (2.34) 

where ρα ,ρβ  respectively denote the electron up spin and down spin densities.130 LSDA 

is particularly useful for systems with non-zero net spin and non-collinear spins. 

The correlation part εc ρ( )  cannot be derived analytically. However, it has been 

calculated numerically with high accuracy using quantum Monte Carlo simulations by 
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Ceperly and Alder.50 These numerical values have been fitted to derive analytic forms for 

εc ρ( )  by Vosko et al.51 

LDA assumes a homogeneous electron gas approximation. However, for 

systems with rapidly changing densities, this approximation may not be valid. In such 

situations the first step to improve upon the LDA is to take into account the spatial 

change in electronic density, i.e. the gradient density, ∇ρ r
!
( ) , to take into account the 

non-homogeneity of the true electron density. This method is named as the gradient 

expansion approximation (GEA) commonly known as the generalized-gradient 

approximation (GGA). This can be done by a Taylor series expansion of the exchange-

correlation functional, 

Exc
GEA ρα ,ρβ

!" #$= ρ r
!
( )εxc ρα ,ρβ( )dr

!
∫ + Cxc

σ , &σ ρα ,ρβ( )∇ρα
ρσ
2/3

∇ρβ

ρ &σ
2/3 dr
!

∫ +...
σ , &σ

∑   (2.35) 

The coefficient Cxc
σ , !σ  in equation (2.35) was found to be proportional to 1

ρ 4/3
. 

Unfortunately, GEA did not give a systematic improvement to LDA approximation. The 

reason is that the exchange correlation interaction was not found physically meaningful in 

this definition. In addition, higher order corrections of ∇ρ  are exceedingly difficult to 

calculate. However, a more sophisticated approach to include the gradient of densities 

was proposed by Perdew and others137-139, the generalized gradient approximation 

(GGA), which defines the exchange-correlation functional in the following manner, 

Exc
GGA ρα ,ρβ

!" #$= f ρα ,ρβ ,∇ρα ,∇ρβ( )dr
!

∫    (2.36) 

In practice, Exc
GGA  is divided into its exchange and correlation contributions, 

Exc
GGA = Ex

GGA +Ec
GGA      (2.37) 

and the approximations for the functionals are usually made individually. 
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There are several flavors of GGA functionals in literature.137-139 In this work all 

DFT (and hybrid DFT calculations which will be discussed below) were based on the 

PBE96 formulation of the GGA functional.138 

 
2.1.5 Hybrid Density Functional Theory 

In narrow band systems with localized d and f electrons, such as the transition 

metal, rare-earth and actinide compounds, where strong electron correlations are 

predominant, DFT does not perform well. This is due in part to the so called ‘self-

interaction error’ (SIE), a term arising from the mean-field coulomb interaction of an 

electron density with itself, a consequence of the partial cancellation of the Hartree self-

repulsion energy by the self-exchange energy.140 On the other hand, the Hartree–Fock 

(HF) theory provides an exact treatment of the exchange functional and produces no self-

interaction error because the Hartree self-repulsion energy is exactly cancelled by the 

Fock exchange interaction but it is deficient in describing chemical bonding, neglects the 

correlation between electrons and represents solids poorly due to the nonlocal nature of 

the exchange potential.  

By combining DFT and Hartree-Fock (HF) theories, the strengths of each could 

be exploited to obtain a proper description of highly correlated chemical systems while 

also being computationally inexpensive.58 This approach led to the design of the Hybrid 

density functional theory (HYB-DFT)57, 58, 141, in which the exchange-correlation functional 

is represented as a combination of the exact non-local HF exchange with the 

approximate local DFT exchange and retaining the DFT correlation functional. Hence, the 

self-interaction error in DFT functional is reduced due to the addition of HF exchange and 

consequently, significant improvements compared to LDA/GGA in electronic structure 

properties, for example, band gaps and magnetism of localized d and f electron systems, 

can be expected. 
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In its simplest form, a hybrid XC functional, Exc
HYB containing a fraction, λ , of HF 

exchange is expressed by: 

Exc
HYB = λEx

HF + 1−λ( )Ex
DFT +Ec

DFT      

where the subscripts x and c denote the exchange and correlation terms, respectively. 

Several different types of hybrid density functional have been developed over the years. 

In addition to the B3LYP hybrid functional mentioned previously, other widely used hybrid 

functionals are the PBE0142 and HSE59. In this work, the hybrid DFT approach that was 

adopted is known as the exact exchange for correlated electrons (EECE) method. In 

short the hybrid DFT is implemented only for the f electrons because they dictate the 

magnetic and electronic properties of UO2. 

 
2.2 Computational Approach 

We have performed regular DFT and hybrid DFT calculations using the 

WIEN2k143 code. The regular DFT calculations were performed with the generalized 

gradient approximation (GGA) to DFT with the Perdew-Burke-Ernzerhof exchange-

correlation functional of 96 (PBE96). All hybrid DFT calculations were performed with the 

PBE96 correlation, 75% PBE96 exchange, and 25% Hartree-Fock exchange (exchange 

swap used carried out only for the U 5f electrons inside a muffin tin sphere). WIEN2k is a 

full-potential linearized/augmented plane waves + local orbitals (L/APW + lo method). Full 

potential in WIEN2k implies no shape approximation to the potential or density and uses 

DFT for the treatment of electron exchange and correlation. Based on Slater’s 

augmented plane wave (APW) method144, the unit cell is divided into non-overlapping 

atom-centered muffin tin spheres Sα  with radius RMT
α  and an interstitial region I , where 

α  is the atomic index. The Kohn-Sham wave function is expanded in terms of atomic-like 

orbitals inside the muffin tin spheres and plane waves in the interstitial region. Two types 
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of basis functions are implemented in WIEN2k. These are the LAPW basis functions and 

APW+lo basis functions, each with local orbitals (LO) extension, which, as will be explain 

later, is not the same as lo. The difference between the LAPW and APW+lo methods 

arises from the linearization of the basis functions inside the atomic spheres. We briefly 

describe the underlying formalism below.143 

 
2.2.1 Linear Augmented Plane Wave Method: LAPW 

In the LAPW method, originally proposed by Anderson145, the energy of the radial 

solution to the Schrödinger equation ul
α !r ,E( )  is expanded by performing a Taylor series 

expansion up to a linear term about a fixed energy El : 

ul
α !r ,E( ) = ulα !r ,El( )+ E −El( )ulα

•

!r ,El( )+O E −El( )2( )   (2.38) 

where ul
α
•

!r ,El( ) =
∂ul

α !r ,E( )
∂E

E=El

 and !r
!"
= r
!
− r
!
α , with r

!
α  being the position of the atom 

α  in the unit cell. 

The LAPW basis function is then written as 

φk!n r
!
( ) =

1
V
eik
!
n⋅r
!

r
!
∈ I

Alm,k!nul
α #r ,El( )+Blm,k!n ul

α
•

#r ,El( )
$

%
&

'

(
)Ylm #̂r( )

lm
∑ #r < RMT

α

+

,

-
-

.

-
-

   (2.39) 

where Ylm  are the spherical harmonics, V  is the volume of the unit cell, and k
!
n = k
!
+K
"!

n  

with k
!

 being the wave vector in the first Brillouin zone and K
!"

n  being the reciprocal lattice 

vectors. The expansion coefficients Alm,k!n  and Blm,k!n , which are functions of k
!
n , are 

obtained by requiring the value and slope of the basis function inside the sphere to match 
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the plane wave at the boundary of the sphere, where a particular energy El  is chosen for 

each l . In certain materials, it is difficult to find a single El  that will provide a good 

description for atoms with a high-lying core state (semi-core state) and a high-lying 

valence state that have different principal quantum numbers n  but the same orbital 

quantum number l . For this, another type of basis function, known as a local orbital (LO), 

is added to the LAPW basis function.146 

An LO (which is k
!
n -independent) consists of a linear combination of two radial 

functions at two different energies E1,l  and E2,l  and one energy derivative at one of these 

energies and is given by 

φLAPW
LO r

!
( ) =

0 r
!
∈ I

Alm
LOul

α "r ,E1,l( )+BlmLOulα "r ,E2,l( )+Clm
LO ul

α
•

"r ,E1,l( )
#

$
%

&

'
(Ylm "̂r( ) "r < RMT

α

)

*
++

,
+
+

 (2.40) 

The coefficients Alm
LO,  Blm

LO,  and Clm
LO  are obtained by requiring the value and derivative of 

the LO to vanish at the boundary of the sphere and is normalized. 

 
2.2.2 Augmented Plane Wave Plus lo Method: APW+lo 

It was shown by Sjöstedt, Nordströrm, and Singh146 that the standard method in 

LAPW requiring that the plane waves of the interstitial region match in value and slope to 

the solution inside the muffin tin sphere is not the most resourceful way to linearize 

Slater’s APW. Therefore, they proposed the APW+lo method, for which linearization is 

achieved by adding a local orbital (lo) to Slater’s original APW. To clarify, the APW+lo 

basis function is defined in two parts. The first part of the APW+lo basis function is 

Slater’s original APW: 
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φk!n r
!
( ) =

1
V
eik
!
n⋅r
!

r
!
∈ I

alm,k!nul
α #r ,El( )Ylm #̂r( )

lm
∑ #r < RMT

α

%

&
'
'

(
'
'

   (2.41) 

where alm,k!n  are obtained by matching only the value of the inside the sphere with the 

plane wave outside the sphere at the surface of the sphere. The second part of the 

APW+lo basis function is the lo part which is defined as: 

φ lo r
!
( ) =

0 r
!
∈ I

blmul
α "r ,El( )+ clm ulα

•

"r ,El( )
#

$
%

&

'
(Ylm "̂r( ) "r < RMT

α

)

*
++

,
+
+
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Unlike the LAPW basis function inside the sphere given in equation (2.40), the 

coefficients blm  and clm  in the expression for φ lo does not depend on the wave vector k
!
n

. In this case, blm and clm  are obtained by requiring that lo vanishes at the boundary of 

the sphere and is normalized. Just like the LAPW basis function, it is not possible in the 

APW+lo method to use the same El  to treat two states with different principal quantum 

numbers n  but with the same orbital quantum number l  inside the sphere. Again, the 

problem is remedied by adding local orbitals (LO), which consist of a linear combination 

of two radial functions at two different energies. In the APW+lo method LO is defined as 

follows: 

φAPW+lo
LO r

!
( ) =

0 r
!
∈ I

alm
LOul
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The coefficients k
!
n -independent coefficients alm

LO  and blm
LO  are obtained by 

requiring the value of the LO to vanish at the boundary of the sphere and is normalized. It 
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should be noted in equation (2.44) that unlike the LO for the LAPW basis in equation 

(2.41), equation (2.44) contains no derivatives of the radial functions.  

For a given interstitial plane wave cut-off, the dimension of the APW+lo 

Hamiltonian matrix is slightly larger than LAPW, but APW+lo converges faster and 

reaches the same accuracy compared to LAPW with a smaller plane wave cut-off, i.e., 

the additional numerical effort is greatly compensated for by faster convergence with 

respect to the number of basis functions. Madsen, Blaha, Schwarz, Sjöstedt, and 

Nordströrm147 have demonstrated that using a mixed basis set of LAPW/APW+lo for 

different angular momentum, l  of radial functions centered on the same atom yields a 

particularly accurate and efficient description. For our group’s work on Pu metal for 

example, we have used APW+lo basis (with the addition of LOs to appropriate semi-core 

and valence states) to describe all s, p, d, and f (l=0, 1, 2, 3) states and LAPW basis to 

describe all higher angular momentum states in the expansion of the wave function. 

 
2.2.3 Full Potential and Spin-Orbit Interaction 

The “muffin-tin” approximation used in early band structure calculations 

approximated the potential inside the muffin tin sphere to be spherically symmetric and, 

in many implementations, the interstitial potential was set constant. This is known as the 

“shape approximation” to the potential (and subsequently the charge density). WIEN2k 

relaxes the shape approximation by adding non-spherical terms to the potential inside the 

muffin-tin and expanding the potential in the interstitial region as a Fourier series, and 

therefore makes no “shape approximation” to the potential or charge density. Core states 

are treated at the fully relativistic level while valence states are treated at the scalar (no 

spin-orbit interaction) or fully relativistic level (spin-orbit interaction included). Spin-orbit 

effects are treated perturbatively using the scalar relativistic eigenstates as the basis 
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within a given energy window, where all eigenstates with energies below a chosen 

energy cutoff were included, with the so-called p1/2  extension, which accounts for the 

finite character of the wave function at the nucleus for the p1/2  state.148 
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Chapter 3  

Hybrid Density Functional Study of the  

UO2 (111) and (110) Surfaces 

 
This chapter is focused on the hybrid DFT description of the UO2 (111) and (110) 

surface properties. The (111) and (110) surfaces were employed because they are the 

most stable surfaces for FCC metals and UO2 has an FCC structure. The surface 

properties of interest are the total energies, incremental energies, surface energies, and 

work function. The convergence of the surface properties will be gauged via the variation 

with respect to the number of UO2 formula units. We will also exam the electronic 

properties such as the electronic band gap, the localized nature of the U 5f electronic 

states, and the U 5f – O 2p hybridizations. Due to the importance of spin-orbit coupling in 

the actinides, calculations were performed with the inclusion of spin-orbit coupling. 

Convergence could not be achieved for the scalar relativistic calculations (i.e. non spin-

orbit coupling calculations (NSO)). The reader is referred to Appendix A for the summary 

of NSO results. It can be seen that NSO UO2 (110) and (111) total slab energies Etot (N )  

show a good trend and convergence in Figure 25 in Appendix A. However, no 

convergence is seen for the slab incremental energy ΔEN , surface energy γ , work 

function Φ , and the electronic band gap Δgap (N )  (Appendix A). This reiterates the 

importance of including SOC into UO2 surface calculations. 

The remainder of this chapter is organized as follows. First, we will elucidate the 

computational parameters, followed by the construction of the surface slab models. Then 

the results and discussions will be presented. Furthermore our results will be compared 

to past theoretical and experimental data. 
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3.1 Computational Details 

The all-electron hybrid DFT-GGA calculations were based on the full-potential 

(linearized) augmented plane-wave plus local basis (FP-L/APW+lo) method as 

implemented in the WIEN2k code.143 The parameters for the calculations are as follows. 

The wave functions in the muffin tin spheres were expanded up to lmax =10 . The radii of 

the muffin tin spheres were RMT (U) = 2.3 a.u.  for U and RMT (O) =1.6 a.u.  for O. The 

quality of the APW+lo basis set was determined by RMT
minKmax = 8.0 , where RMT

min
 is the 

smallest muffin-tin sphere and Kmax  is the truncation of the modulus of the reciprocal 

lattice vectors. In the WIEN2k implementation of hybrid DFT149, 150, a fraction, α , of DFT 

exchange is replaced by Fock exchange but only to a restricted subspace formed by the 

correlated electrons, which in this work are the U 5f electrons. Following the 

recommendation in previous literature, we used α = 25% , though in principle, one can 

use a larger value.71 Spin-orbit coupling was included via a second variational method, 

where the scalar relativistic eigenstates with energies below 5 Ry were used as basis 

functions. Relativistic p1 2  orbitals were also included to account for the finite character of 

the wave functions at the nucleus. 

 
3.2 Bulk properties 

Bulk UO2 has a CaF2 structure. The bulk structure is constructed by transforming 

the cubic unit cell, a× a× a( ) , into a tetragonal unit cell, a
2
×
a
2
× a

"

#
$

%

&
' , where a  is the 

lattice constant. This work has already been published in Li, et al.71 but before starting the 

surface calculations some bulk calculations were preformed to verify their validity. In this 

work we verified the lattice constant and bulk modulus with an antiferromagnetic 
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arrangement. As an example we depict in Figure 7 the optimized crystal volume with the 

inclusion of spin-orbit coupling. The computed data was fitted to the Murnaghan equation 

of state (EOS) given by  

E V( ) = E0 +
B0V
B0
'

V0 V( )B0
'

B0
' −1

+1
"

#

$
$

%

&

'
'
−
V0B0
B0
' −1

    (3.1) 

where E  and V  is the total energy and volume respectively, E0  and V0  is the 

equilibrium total energy and equilibrium volume respectively, B0  is the bulk modulus 

computed at the equilibrium volume, and B0
'  is the pressure derivative of the bulk 

modulus computed at the equilibrium. B0  and B0
'  are defined as:  

B0 = −V
dP
dV V=V0  , 

B0
' =

dB
dP V=V0

 

From equation (3.1) we obtained the pressure as P V( ) = − dE
dV

. 
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Figure 7: Energy versus Volume optimization Hybrid DFT SOC calculations. The P-V plot 

was obtained from the Murnaghan EOS. The equilibrium volume is V0 = 83.58Å
3 . 
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Clearly the equilibrium volume obtained from the EOS fit is V0 = 83.58 Å3 . This 

yields an equilibrium lattice constant a0 ≡ 2V0( )
1
3 = 5.507Å . This lattice constant is in 

agreement with previous calculation by Li, et al.71 (5.507Å)  and the experimental data 

by Schoenes45 (5.470Å) . Similarly the zero pressure bulk modulus, B0 =196 GPa , is in 

good agreement with Li, et al.71 (B0 =199 GPa)  and fair agreement with Idiri, et al.151 

(B0 = 207 GPa) . As expected the graph at the bottom panel of Figure 7 shows that the 

equilibrium volume occurs exactly at zero pressure. 

In the formal ionic limit, the U valence is +4 and the O valence is -2, implying a U  

5f 2 valence. Since the properties of elemental actinides and actinide compounds depend 

significantly on the nature of the 5f electrons in UO2. In addition we are interested in the 

degree of hybridization between O valence and U valence. In Figure 8, we depict the 

single particle Kohn-Sham electronic Density of States (DOS) and energy dispersion (i.e., 

band structure). Clearly, the valence states close to the Fermi level are dominated by U 

5f states. While the lower sub-bands are dominated by the O 2p states, with the U 6d 

states delocalized over the relevant valence region. The valence bands near the Fermi 

level are sufficiently flat, implying that the U 5f states are fairly localized; this can be seen 

in the DOS curve for the U 5f states. The nature of the bands confirm experimental 

assertions that bulk UO2 is a Mott-Hubbard type insulator since the band gap is 

associated with a U 5f −5f transition and the valence O 2p band lies below the U 5f band. 

The computed band gap from the band structure is 1.4 eV and it is an indirect gap 

(Γ→ R) . This is smaller than the experimental band gap of 2.1 eV. In principle, we could 

achieve a similar band gap by using a higher fraction of Hartree-Fock exchange, say 40% 

(see Ma et al.71). Therefore, we deem the presence of the gap to be more important than 
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the actual value of the gap. Past theoretical studies have suggested that the U−O bond is 

partially ionic and partially covalent, though their respective degrees are not clearly 

known.84 From Figure 8, it can be seen that the overlap, although small, between the U 

5f, 6d states and the O 2p states is a signature of covalency. 

To further probe the degree of ionicity or covalency in the U−O chemical bond, 

we computed the difference charge density Δρ r( ) : 

Δρ r( ) = ρ UO2( )− ρ U( )− ρ O2( )     (3.2) 

where ρ UO2( )  is the total electron charge density of UO2, ρ U( )  is the total charge 

density of the U atoms (the anti-ferromagnetic spin structure was preserved), and ρ O2( )  

is the total charge density of the two O atoms. We must point out that ρ UO2( )  and ρ U( )  

were computed with hybrid DFT (since the Fock exchange was applied only to the U 5f 

electrons), while ρ O2( )  was computed with regular GGA-DFT. Furthermore in the 

computation of ρ U( )  and ρ O2( ) , the U and O atoms were fixed at exactly the same 

positions as they were in the UO2 crystal.  

The difference charge density plot is shown in Figure 9. We employed the 

visualization software VESTA to generate the picture.152 Regions of excess charge 

around O can be seen, implying charge transfer from U to O. Around the U ions, regions 

of partial excess charge and partial charge depletion can be seen. The shape of the 

density around O is clearly a p-like character, while that of U indicates an admixture of U 

5f and 6d states. Overall, the plot indicates there is very little charge density between the 

atoms. Thus the U−O chemical bond is significantly ionic in character, consistent with the 

observations in the electronic DOS and band structure. 
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Figure 8: Electronic density of states and band structure of the bulk UO2 crystal. The 

dash line denotes the Fermi level. 
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Figure 9: Depiction of the difference charge density plot, Δρ r( ) . The yellow regions 

denote excess build-up, while the cyan regions denote charge deficiency. The U and O 

atoms are colored grey and red respectively. The iso-level surface is 0.02 e/a.u.3. 
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3.3 Surface properties 

The (110) and (111) surfaces were represented by periodic slabs of N stacked 

formula units (N=1-7) with a 1x1 surface unit cell (cf. Figure 10 (a) and (b) for the (110) 

and (111) slabs) and a large vacuum region of 20 Å to avoid any interaction between the 

faces of the slab. The slabs were constructed by cleaving the bulk structure in the proper 

direction, i.e. the (110) and (111) directions. We must mention that the (110) slabs were 

non-dipolar, with each formula unit lying in a single layer (cf. Figure 10 (a) and (b) for the 

(110) slab). For the (111) surface, several slab facial terminations are possible and a net 

non-zero dipole along the surface may exist based on how the slab faces are terminated. 

If the net dipole along the surface is not zero, the surface energy will diverge. Following a 

prescription by Tasker153, we terminated the faces of the (111) slab with O; this way the 

net dipole along the surface direction was zero (cf. Figure 10 (a) and (b) for the (111) 

surface). Furthermore, test calculations have shown that the anti-ferromagnetic (AFM) U 

spin arrangements, consisting of alternating spin-up and spin-down U atoms along the c-

axis is the most energetically favorable. Hence all calculations were performed using an 

AFM spin configuration. The Brillouin zone was sampled by k-point meshes of 5x7x1 for 

the (110) surface and 7x7x1 for the (111) surface. Mesh densities were checked to 

ensure total energies were sufficiently accurate. The total energy and charge density 

convergence criteria were 0.01 mRy and 0.0001 respectively. Calculations were done 

with the inclusion of SOC for both surfaces. All slabs were fixed at the bulk positions. 

Slab relaxations were not performed since recent results by Evarestov et al.96 and 

Tasker98 have shown that relaxation effects on the properties of UO2 surfaces are quite 

small. 
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(a)  

 

 

 

 

 

(b) 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 10: (a) Top view and (b) side view depiction of the (110) and (111) seven layer 

slabs. The slabs have inversion symmetry about the center of the bulk layer. U atoms are 

colored grey and O atoms are colored red.  

(111) side view 

←Top layer 

← Layer 2 

←Layer 3 

← Bulk layer 

(110) side view 

←Top layer 

←Layer 2 

←Layer 3 

←Bulk layer 

(111) top view (110) top view 
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Table 1: Surface properties of UO2 (110) SO AFM films. Etot (N )  is the total energy, ΔEN  

is the slab incremental energy, γ  is the surface energy, Φ  is the work function, and Δgap  

is the band gap of the N-layer slab. Etot (N )  and ΔEN  have been shifted by +56468 Ry. 

N Etot(N) 
(Ry/f.u.) 

ΔEN 
(Ry) 

γ  
(J/m2) 

Φ  
(eV) 

Δgap(N) 
(eV) 

1 0.7037479  2.04 3.49 0.70 

2 0.4557089 0.2076699 1.55 (0.8597) 2.85 1.22 

3 0.4110026 0.3215899 1.64 (1.0194,1.1397) 2.15 0.55 

4 0.3862900 0.3121524 1.69 (0.8594,1.0197) 2.23 0.64 

5 0.3718005 0.3138424 1.74 (0.8394,1.0797) 2.20 0.60 

6 0.3618458 0.3120726 1.79 (0.7394,1.0597) 2.22 0.65 

7 0.3549599 0.3136445 1.84 2.21 0.65 

Bulk 0.3187097    1.41 

Fitted Bulk 0.3031510     

Semi-infinite   1.76   
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Table 2: Surface properties of UO2 (111) SO AFM films. Etot (N )  is the total energy, ΔEN  is the slab incremental energy, γ  is the 

surface energy, Φ  is the work function, and Δgap  is the band gap of the N-layer slab. Etot (N )  and ΔEN  have been shifted by 

+56468 Ry.  

 
 

N Etot(N) 
(Ry/f.u.) 

ΔEN 
(Ry) 

γ  
(J/m2) 

Φ  
(eV) 

Δgap(N) 
(eV) 

1 0.4336196  0.99 3.16 0.65 

2 0.3684415 0.3032634 0.91 (0.5994,0.7297) 3.45 1.10 

3 0.3533252 0.3230926 0.98 (0.9596, 0.5194,0.7497) 3.44 1.00 

4 0.3447609 0.3190680 1.03 (0.4694,0.7997) 3.43 0.85 

5 0.3368152 0.3050322 0.95 (0.8988,0.9696, 0.3394,0.7697) 3.45 1.01 

6 0.3329225 0.3134592 0.95 (0.9288,0.2794,0.7897) 3.50 1.18 

7 0.3306808 0.3172304 0.98 (0.8988,0.9796, 0.78-0.7695) 3.50 
(3.5-3.695,3.593) 1.18 

Bulk 0.3187097    1.41 

Fitted 
Bulk 0.3138877     

Semi-
infinite   0.97   
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The key properties of the (110) and (111) surfaces are respectively summarized 

in Table 1 and Table 2. Reported in each table are the total energy Etot (N )  per N-

formula unit for each unit slab, slab incremental energy ΔEN , surface energy γ , work 

function Φ , and the electronic band gap Δgap (N ) . 

To better facilitate the discussions, we plotted the aforementioned quantities 

versus N (Figure 11-Figure 16). 

 
3.3.1 Surface Calculations on the (111) and (110) Slabs with SOC 

According to Figure 11, the slab total energy per formula unit, Etot (N ) , for each 

surface decreases with respect to layer thickness N and exhibits rapid convergence 

toward the bulk energy. On the basis of Etot (N ) , it is obvious to see the (111) surface is 

lower in energy, and thus more stable than the (110) surface. 

The slab incremental energy, ΔEN , which is depicted in Figure 12, is defined as 

ΔEN = Etot (N )−Etot (N −1)    (3.3) 

ΔEN  is interpreted as the change in total energy as more “bulk” is added; in the limit of 

infinite N, ΔEN should converge exactly to the bulk total energy. Examining the plot of 

ΔEN  for the (111) surface in Figure 12, there is sufficiently large oscillations up to N=5 

and slight weakening thereafter. This is the so-called Quantum Size Effect (QSE), which 

is the dependence/oscillations of thin film properties on its characteristic geometric 

dimensions. For the (110) surface, QSE is small as the fluctuations in ΔEN  is small for 

N=3 and beyond.  
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Figure 11: Variations of the energy per formula unit (that is, per UO2) of the (111) and 

(110) SO surfaces as a function of slab thickness. The dashed line denotes the energy 

per formula unit for the bulk crystal. 
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Figure 12: Variations of the incremental energies of the (111) and (110) SO slabs as a 

function slab thickness. 
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The surface energy, γ , is one of the most important quantities for characterizing 

the stability of a surface. Given a set of surfaces along different orientations, the most 

stable surface is the one with the lowest γ . Formally, γ  is defined as the work done to 

cleave a surface of area A along a given orientation and it is computed as  

γ =
1
2A

Etot (N )− NEB[ ]      (3.4) 

where Etot (N )  is the total energy of a N-layer slab and EB  is the total energy per formula 

unit of the bulk crystal. The factor 1/ 2  accounts for the two faces of the slab. Equation 

(3.4) is exact if N is sufficiently large and the energies required are known to infinite 

precision. The textbook way of computing γ  is to compute Etot (N )   and EB  separately 

and substitute them into equation. It has been shown that if the calculations of Etot (N )  

and EB  are not entirely consistent with each other (e.g. the bulk and surface calculations 

have different plane-wave basis elements and different k-mesh densities), γ  will diverge 

linearly with increasing N.154-156 A more reliable, and perhaps self-consistent, approach 

for determining γ  is as follows: (i) Re-write equation (3.4) as 

Etot (N ) = NEB + ℓ      (3.5) 

where 

ℓ = 2Aγ      (3.6) 

(ii) Perform slab calculations for different values N to obtain a set of slab energies 

Etot (N ) . Finally, a linear least square fit (cf. Figure 13) with Etot (N )  as the dependent 

variable and N as the independent variable via equation (3.5) yields EB  as the slope and 

ℓ  as the intercept on the Etot (N )  axis. In essence, this simple scheme yields a value of 

EB  that is internally consistent with slab energies as opposed to using a value of EB  
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from a separate bulk calculation. Once the fitted EB  is obtained, γ  is computed for each 

N using equation (3.4). Using the value of ℓ  from the fit, equation (3.6), γ = ℓ 2A , is 

interpreted as the surface energy of the slab with “semi-infinite thickness.” The scheme 

outlined above was used to compute the slab surface energies.  

 

 

 
Figure 13: Linear least square fit with Etot (N )  as the dependent variable and N as the 

independent variable via equation (3.5) yields EB  as the slope and ℓ  as the intercept on 

the Etot (N )  axis.   
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Reported in Table 1 and depicted in the bottom panel of Figure 14, the surface 

energies for each N-layer slab for the (110) surface along with the semi-infinite surface 

energy. The monolayer has the largest surface energy but as more layers are gradually 

added, the surface energies show convergence. At N=5 and beyond, the variations in 

successive surface energies is quite small. Thus a slab of at least 5-layer thickness is 

sufficient for an accurate determination of the (110) surface energy. The semi-infinite 

surface energy is predicted to be 1.76 J/m2 (cf. Table 1). The (111) surface energies are 

reported in Table 2 and the associated plot in upper panel of Figure 14. The surface 

energies exhibit very small QSE for the few N-layer slabs up to N=4, and the oscillations 

are further reduced at N=5 and beyond. As was the case for the (110) surface, a slab of 

at least 5-layer thickness is sufficient for the accurate determination of the surface 

energy. The semi-infinite surface energy is predicted to be 0.97 J/m2. We have also 

compared our results to previous work88, 94-97 in Table 1 and Table 2. For the (110) 

surface energies in Table 1, we note a disagreement between our results and prior 

works94, 97, particularly the work of Skomurski et al.94 The source of discrepancy could be 

due to the fact that (i) DFT-GGA, which cannot describe UO2, was employed by 

Skomurski et al.94, while DFT+U was employed by Rák et al.97 and (ii) the authors 

employed a ferromagnetic magnetic spin-configuration instead of an anti-ferromagnetic 

spin configurations. Regarding the (111) surface energies in Table 2, we see a good 

agreement of our results with that of Chaka et al. 88 and Evarestov et al.96, while they 

disagree with the other results (Skomurski et al.94, Weck et al.95 and Rák et al.97). 

Evarestov et al.96 make a good point that the rather low surface energies calculated by 

Skomurski et al.94 are due to the fact that the proper bulk energy was not employed. 
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Figure 14: Variations of the surface energies of the (111) and (110) SO slabs as a 

function of slab thickness. The dashed line denotes the surface energy of a slab of semi-

infinite thickness. 
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The work function, Φ , is the smallest energy required to remove an electron 

deep inside the bulk crystal through the surface and far away from the surface on the 

microscopic scale but close to the macroscopic scale at temperature of 0 K. Φ  is 

computed as 

Φ =Vvacuum −EF      (3.7) 

where Vvacuum  is the Coulomb electrostatic potential energy in the middle of vacuum and 

EF  is the Fermi level. In Table 1 the work functions for the (110) films are listed and the 

corresponding plot is presented in the bottom panel of Figure 15.Clearly, large QSE can 

be seen up to N=4 followed by rapid convergence.  A close examination of the actual 

values in Table 1 reveal that for N=4 and beyond the work functions are all within 

hundredth of eV of each other. For the (111) film (cf. upper panel of Figure 15 and Table 

2), a similar picture is seen. The average value of Φ  for N=4 and beyond is used as the 

representative value for each surface. The average work function for (110) and (111) 

surfaces are 2.2 eV and 3.5 eV respectively, with the (111) surface work function being in 

good agreement with experimental measurements93 and prior theoretical work.95 To the 

best of our knowledge, our work is the first to provide information on the variations in the 

work function with respect to system size. Intuitively, the work function of (110) surface is 

expected to be lower than the (111) surface, due to the fact (110) surface is less stable. A 

low work function implies electrons can easily escape from the bulk region of UO2, and 

react with impurities at the surface. To be more specific, the UO2 (110) surface will 

interact more strongly (high surface activity) with common environmental gases such 

oxygen gas and water than the (111) surface.	  
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Figure 15: Variations of the electronic work function of the (111) and (110) SO slabs as a 

function of slab thickness. 
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The trends in the band gaps for each surface are depicted in Figure 16. It can be 

seen from the figure that the surface band gaps are smaller than the bulk band gap. This 

is expected due to incomplete atomic coordination at the surface. For both surfaces, the 

QSE in gap oscillations is reduced after N = 4. The estimated band gaps for (110) and 

(111) surfaces are 0.65 eV and 1.1 eV respectively.  

The projected DOS was computed for each layer/formula unit of the thickest slab 

(seven-layer slab). The localization behavior of the 5f electron states at and away from 

the surface, retain a Mott-Hubbard insulating behavior. In Figure 17 and Figure 18, the 

layer-resolved projected density of states is shown for (110) and (111) surfaces 

respectively. Clearly the top layer plots in Figure 17 and Figure 18 show that the U 5f 

band becomes narrower and withdrawn from the Fermi level by ≈ 1 eV. Thus the U 5f 

electron states become localized at the surface, resulting in a larger band gap compared 

to the other layers. The O 2p bands in the top layer exhibit some localization as well. In 

both figures, we see that the second, third, and bulk layers mimic each other and 

collectively show the same behavior as the bulk crystal (cf. Figure 8). Except for the 

relatively small band gaps in comparison to the bulk band gap, we see that the slabs 

behave as a Mott-Hubbard insulator. 
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Figure 16: Plots of the SO surface electronic band gaps as a function of slab thickness. 

The dashed horizontal line denotes the band gap of the bulk crystal. 
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Figure 17: Angular-momentum resolved electronic density of states of each unique 

O−U−O formula unit of the (110) SO slab with 7 formula units (cf. Figure 10 (b) for the 

(110) surface).  
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Figure 18: Angular-momentum resolved electronic density of states of each unique 

O−U−O formula unit of the (111) SO slab with 7 formula units (cf. Figure 10 (b) for the 

(111) surface).  
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Chapter 4  

Preliminary Oxygen Adsorption Calculations on the 

UO2 (111) surface  

 
This chapter is focused on the interaction of atomic oxygen with the UO2 (111) 

surface. The (111) surface was used because, as shown in Chapter 3, it is the most 

stable UO2 surface. In principle, different surfaces react differently towards the same 

adsorbate. Hence one can probe the adsorption of the adsorbate with different surfaces 

to fully access the interaction process. For UO2 in particular, one has to probe the 

adsorbate interaction with flat surfaces such as (100), (110), and (111) and stepped-

surfaces such as the (211) and (221) surfaces. Unfortunately, limited computational 

resources did not permit us to extensively probe the adsorbate interaction with the 

surfaces. 

 O adsorption on UO2 (111) is a somewhat simplified version for probing UO2 

surface oxidation. Specifically, the attachment of O to the UO2 surface stemming from O2 

or H2O dissociation is one of several intermediates steps in the UO2 oxidation process. 

Our goal here is to use DFT and hybrid DFT to investigate the preferred adsorbate 

configuration, the nature of the binding of the adsorbate to the surface and the adsorbate-

induced changes in the surface structural and electronic properties.  

The remainder of this chapter is organized as follows. First, we will describe the 

computational scheme. As mentioned earlier, these studies are preliminary so we will 

highlight the key results and discuss them. 

 



 

 58 

4.1 Computational Details 

All calculations were performed using WIEN2k.143 The muffin tin radii ( RMT ) for O 

and U were 1.0 a.u. and 2.25 a.u. respectively. The RMT  used for the clean surface 

calculations in Chapter 3 were larger than the ones employed for the adsorption 

calculations. The reason being, the atoms tend to be closer than usual during the 

structural relaxation process. Therefore the RMT ’s were chosen to be small enough to 

avoid the spheres from overlapping during the relaxation process. A 4x4x1 k-point mesh 

was used to sample the Brillouin zone. The plane wave kinetic energy cutoff for the 

expansion of the wave function in the interstitial region was determined by RMTK MAX = 4   

(K MAX
2  is the plane-wave kinetic energy cutoff in Ry).  

The adsorption calculations were carried out using the 5 layer UO2 (111) surface 

with a 3 × 3 − R30!  surface unit cell. This resulted in an O adsorbate coverage of 1/3 

monolayer (ML). Three high symmetry initial adsorption sites we considered: (i) one-fold 

top site (refer to Figure 19); (ii) two-fold bridge site (refer to Figure 20); (iii) three-fold 

hollow site (refer to Figure 21) also known as the center site. To preserve inversion 

symmetry and therefore to avoid the creation of artificial dipoles, the adsorbate was 

placed on both faces of the slab. To save computational time the clean slab was fully 

relaxed. Then the adsorbate was initially placed at the fully relaxed slab. The slab atomic 

positions were then held fixed and only the adsorbate was allowed to relax. All structural 

relaxations were carried out at the DFT level and the optimized structures were used as 

an input for a single point hybrid DFT (with 25% HF exchange) run to account for the 

correlation effects in uranium oxide systems. The relaxations were terminated when the 

maximum Hellman-Feynman force on each atom along each coordinate direction was 

less than 2 mRy/a.u.. The adsorption energy per adsorbate was computed as:  
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Eads =
1
2
Eslab + 2Eadsorbate −Eslab+2adsorbate[ ] ,     

where Eslab  is the total energy of the fully optimized clean slab, Eadsorbate  is the atomic 

energy of the adsorbate, Eslab+2adsorbate  is the total energy of the fully optimized slab-with-

adsorbate. With this definition of the adsorption energy, Eads > 0  implies binding is 

favorable (i.e. the presence of the adsorbate results in a lower energy state), otherwise it 

is unstable. Eadsorbate  was computed by placing the O atom in a big FCC cell of length 25 

Bohr. 
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Figure 19: Atomic O initially placed at the top site of the 5 layer UO2 (111) 

3 × 3 − R30!  surface. The O adsorbate coverage is 1/3 ML. 

  



 

 61 

 

 
Figure 20: Atomic O initially placed at the two-fold bridge site of the 5 layer UO2 (111) 

3 × 3 − R30!  surface. The O adsorbate coverage is 1/3 ML. 
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Figure 21: Atomic O initially placed at the three-fold hollow site of the 5 layer UO2 (111) 

3 × 3 − R30!  surface. The O adsorbate coverage is 1/3 ML. 
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4.2 Results and Discussion 

Listed in Table 3 are the adsorption energies and equilibrium geometric 

parameters of the adsorbate relative to the surface. These adsorption energies were 

computed at the DFT level of theory. From the adsorption energies, we observe that the 

one-fold coordinated top site is preferred by the O adsorbate with an adsorption energy of 

5.37 eV, followed by the two-fold bridge site (2.70 eV), with the three-fold hollow site 

having the least adsorption energy of 2.58 eV. These adsorption energies are indicative 

of chemical adsorption. The nature of the local one-fold coordinated structure at the top 

site closely resembles the uranyl di-oxo cation. The U-O bond distance for the bridge and 

hollow sites are longer than the bulk bond distance, while the top site U-O distance is 

shorter. The trend in the adsorption energy indicates that a high coordination number for 

the O adsorbate does not necessarily imply it is the most stable. The trend that we see 

here, Eads (top)> Eads (bridge)> Eads (hollow) , is opposite the case of O adsorbed on pure 

U metal, where the higher coordinated sites are the most stable. The corresponding trend 

in the U-O adsorbate distances are, rU−O (top)< rU−O (bridge)< rU−O (hollow) , which is 

opposite the adsorption energy trend. 

 

Table 3: Equilibrium energetic and geometry parameters of the optimized slab adsorbate 

configurations. 

Initial Site Eads  (eV) Coord. # U-O adsorbate distances (Å) 

Top 5.37 1 1.86 

Bridge 2.70 2 2.50, 2.60 

Hollow 2.58 3 2.68, 2.71, 2.73 
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In Table 4 we have listed the U spin magnetic moments for each atomic layer for 

the clean and adsorbate covered slabs. For the bulk layer, minor changes in the spin 

moments in the adsorbate slab systems can be seen compared to the clean slab. For the 

subsurface layer moments (µ2), we see sufficient changes for the bridge and hollow sites. 

This implies that some of the U 5f are transferred to the incoming adsorbate O and some 

of the local oxide O. For the top most layer (µ1), a large reduction of 1.73 µB - 0.20 µB 

=1.53 µB in one of the top site U atoms can be seen, while there is a small reduction in all 

the other U atoms at each site. The large moment reduction at the top site is a signature 

of significant electron transfer from U to the incoming O adsorbate.  

 
Table 4: The U spin magnetic moments inside a muffin tin sphere for the bulk layer, 

subsurface layer (µ2), and top layer (µ1). δφ = φslab+adsorbate −φslab  is the change in work 

function due to adsorption, where the work function of the clean slab is δφ  =3.46 eV.  

 Bulk Layer (µB) µ2 (µB) µ1 (µB) µint (µB) δφ  (eV) 

Bare 1.46, 1.46, 1.46 -1.52, -1.52, -1.52 1.73, 1.73, 1.73 0.76  

Top 1.54, 1.69, 1.69 -1.65, -1.72, -1.72 0.20, 1.61, 1.75 0.31 2.56 

Bridge 1.50, 1.50, 1.50 -1.48, -1.48, -1.50 1.47, 1.52, 1.70 1.19 1.41 

Hollow 1.48, 1.48, 1.65 -1.64, -1.65, -1.50 1.28, 1.33, 1.44 -0.41 1.86 

 
 

To further probe the charge transfer process we examined the adsorbate induced 

changes in the electronic work function, and the difference charge density. The work 

function changes (δφ = φslab+adsorbate −φslab ) are positive at all sites, implying the existence 

of a U-O dipole. The direction of the dipole will start from the O adsorbate and point 

inward into the surface. The existence of the dipole implies charge transfer from U to O. 
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Representative difference charge density plots are shown in Figure 22 and 

Figure 23 for the top site and bridge site respectively. We computed the difference 

charge density Δρ r( ) : 

Δρ r( ) = ρ slab+ ads( )− ρ slab( )− ρ ads( )     (4.1) 

where ρ slab+ ads( )  is the total electron charge density of the slab-with-adsorbate 

system, ρ slab( )  is the total charge density of the slab without the adsorbate, and 

ρ ads( )  is the total charge density of the O adsorbate without the slab. In the 

computation of ρ slab( )  and ρ ads( ) , the U and O atoms were kept at exactly the same 

positions as they were in the slab-with-adsorbate system. Clearly in Figure 22 (top site 

plot), there is excess charge build up (yellow region) around the O adsorbate (blue atom) 

and some charge depletion around the U atom. This is an indication of an ionic bond 

between U and O. There is also some charge build-up along the U- adsorbate O bond, 

implying some covalent bonding character. Figure 23, which depicts the adsorbate-U 

interaction at the bridge site, is similar to Figure 22 in the sense that the U- adsorbate O 

bond has significant covalent character. 

The electronic spectrum was probed with the Gaussian-broadened single particle 

Kohn-Sham energy density of states (DOS). The energy eigenvalues correspond to a 

hybrid DFT Hamiltonian using the regular DFT. In Figure 24 we show the plot for the 

clean slab and the most stable top site. For each plot, we have shown the total DOS, U 5f 

partial DOS, U 6d partial DOS, and O 2p partial DOS. The nature of the gap for the clean 

slab indicates a Mott-Hubbard type insulating behavior since it is associated with a U 

5f−5f transition and the valence O 2p band lies below the U 5f band. The computed 

band-gap for the clean slab was 1.1 eV, which is in agreement with the results for the 
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systematic slab calculations in Chapter 3. A couple of distinct features can be seen in the 

lower panel of the for the slab-adsorbate system at the top site. First, the presence of the 

adsorbate increases the valence electron population, and as a result, the band gap 

reduces to 0.7 eV. The reduction in the band gap is not surprising since the presence of 

the adsorbate increases the valence electron population, resulting in a shift of the Fermi 

level towards the unoccupied region. In comparison to the clean slab DOS, we see that 

the O adsorbate introduces impurity states which are in the -3 eV to -1 eV energy range; 

these states do overlap with the U 5f states. It is interesting, however, that even in the 

presence of the adsorbate the Mott-Hubbard type insulating behavior seen in the bulk 

and clean slab is still retained since the band gap is dictated by a U 5f—U 5f transition. 
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Figure 22: A depiction of the difference charge density plot, Δρ r( ) , for O top site. The 

yellow regions denote electron density build-up, while the cyan regions denote charge 

electron density deficiency. The U and O atoms are colored grey and red respectively; 

the O adsorbate is colored blue. The iso-level surface is 0.01 e/a.u.3. 

 

Figure 23: A depiction of the difference charge density plot, Δρ r( ) , for O bridge site. The 

atom color scheme and electron density color scheme is the same as in Figure 22. 
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Figure 24: Electronic density of states of the top site and bare slab. The dash line 

denotes the Fermi level. 
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Chapter 5  

Conclusion 

 
Uranium dioxide (UO2) is well known for its importance as a nuclear fuel. The 

corrosion and weathering of UO2 upon the exposure to environmental elements can lead 

to undesirable scenarios. The oxidation of UO2 can result in a volume expansion up to 

38%, implying that the corrosion of UO2 could impact the integrity of fuel rods in nuclear 

reactors and nuclear waste storage facilities. While uranium is barely radioactive, it is a 

nephrotoxine, that is, it has a toxic/poisonous effect on the kidneys when ingested. 

Therefore the release of uranium oxide particulates into the biosphere has non-trivial 

health consequences. Experimental studies of UO2-based materials are difficult due to 

their hazardous nature. In this regard, theoretical studies can supplement experimental 

efforts to understand the mechanisms via which UO2 materials interact with the 

biosphere. 

The interaction of UO2 with environmental elements occurs at its exposed 

surface. A fundamental understanding of this interaction process begins at the atomic 

scale. Computational modeling of the properties of clean uranium dioxide (UO2) surfaces 

is a necessary step to modeling and understanding UO2 surface mechanisms such as 

corrosion and the formation of complex species via environmental gas adsorption. In this 

thesis, structural and electronic properties of clean and adsorbate-covered low index UO2 

surfaces were modeled using hybrid density functional theory. Specifically, the properties 

of the clean (111) and (110) surfaces and the interaction of atomic oxygen with the (111) 

surface were modeled. It was observed that spin-orbit coupling (SOC) was necessary to 

accurately describe the clean surface properties. Thus all clean surface calculations were 

done with SOC. 
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For the clean surface, the evolution of the work function, surface energy, 

incremental energy, and band gap with respect to the system size was studied. The 

computed surface properties are in good agreement with available theoretical and 

experimental data. We observed that at five formula units and beyond the surface 

properties of UO2 converge. The estimated work function, surface energy, and band gap 

of the (111) surface were 3.5 eV, 0.97 J/m2, and 1.2 eV respectively; the corresponding 

values for the (110) surface were 2.2 eV, 1.76 J/m2, and 0.65 eV respectively. The 

localization of the 5f electron states is pronounced at the top surface layer while bulk-like 

behavior is exhibited at and below the subsurface layer. The Mott-Hubbard type 

insulating behavior in the bulk is retained in the surfaces, albeit with a smaller band gap.  

Preliminary adsorption studies of atomic oxygen on the UO2 (111) surface at a 

coverage of 1/3 ML indicates that the on-top site is the most preferred site with the 

adsorbate being closest to the surface. The adsorption was chemical in nature 

(chemisorption) with an adsorption energy of 5.37 eV and an equilibrium U-O bond 

distance of 1.86 Ǻ. The adsorption process resulted in significant electron transfer from 

the U substrate to the O adsorbate, and subsequently, the bond formation was ionic in 

nature. In turn, the ionic bond formation resulted in a surface dipole, which caused the 

electron work function to increase by 2.56 eV. Analysis of the electron density of states at 

the favorable top site indicates significant hybridization between the U 5f states and 

adsorbate O 2p states. Also, the presence of the adsorbate did not alter the Mott-

Hubbard insulating behavior seen in the bulk crystal and clean surface. Overall, the 

presence of the O adsorbate on the UO2 (111) surface significantly stabilizes the surface, 

implying that higher oxide formation in UO2, that is UO2+x, is a stable process.



 

71 

Appendix A 

NSO (110) and (111) Surface Tables and Figures 
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Table 5: Surface properties of UO2 (110) NSO AFM films. Etot (N )  is the total energy, 

ΔEN  is the slab incremental energy, γ  is the surface energy, Φ  is the work function, and 

Δgap  is the band gap of the N-layer slab. Etot (N )  and ΔEN  have been shifted by +56468 

Ry. 

N Etot(N) 
(Ry/f.u.) 

ΔEN 
(Ry) 

γ 
(J/m2) 

Φ 
(eV) 

Δgap(N) 
(eV) 

1 1.1533903  1.88 3.18 0.40 

2 0.9272943 0.7011984 1.40 2.49 0.89 

3 0.8828148 0.7938557 1.41 2.12 0.60 

4 0.8625502 0.8017566 1.46 2.20 0.66 

5 0.8531117 0.8153578 1.58 1.99 0.34 

6 0.8456115 0.8081101 1.66 2.24 0.77 

7 0.8378154 0.7910393 1.65 2.44 0.94 

Bulk 0.8018765    1.62 

Semi-infinite   1.57   
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Table 6: Surface properties of UO2  (111) NSO AFM films. Etot (N )  is the total energy, 

ΔEN  is the slab incremental energy, γ  is the surface energy, Φ  is the work function, and 

Δgap  is the band gap of the N-layer slab. Etot (N )  and ΔEN  have been shifted by +56468 

Ry. 

  

N Etot(N) 
(Ry/f.u.) 

ΔEN 
(Ry) 

γ 
(J/m2) 

Φ 
(eV) 

Δgap(N) 
(eV) 

1 0.8918656  0.75 4.00 1.8 

2 0.8424611 0.7930567 0.66 3.78 1.5 

3 0.8289645 0.8019713 0.64 3.51 1.1 

4 0.8224022 0.8027154 0.63 3.41 1.0 

5 0.8187016 0.8038992 0.64 3.56 1.0 

6 0.8168832 0.8077910 0.67 3.73 1.2 

7 0.8162231 0.8122627 0.74 3.59 1.2 

Bulk 0.8018765    1.6 

Semi-infinite   0.68   
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Figure 25: Variations of the energy per formula unit (that is, per UO2) of the (111) and 

(110) NSO surfaces as a function of slab thickness. The dashed line denotes the energy 

per formula unit for the bulk crystal. 
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Figure 26: Variations of the incremental energies of the (111) and (110) NSO slabs as a 

function slab thickness. 
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Figure 27: Variations of the surface energies of the (111) and (110) NSO slabs as a 

function of slab thickness. The dashed line denotes the surface energy of a slab of semi-

infinite thickness. 
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Figure 28: Plots of the NSO surface electronic band gaps as a function of slab thickness. 

The dashed horizontal line denotes the band gap of the bulk crystal. 
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