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Abstract 

DISTRIBUTED COOPERATIVE CONTROL OF MICROGRIDS 

 

Ali Bidram, PhD 

 

The University of Texas at Arlington, 2014 

 

Supervising Professors:  Ali Davoudi and Frank L. Lewis 

In this dissertation, the comprehensive secondary control of electric power microgrids is 

of concern. Microgrid technical challenges are mainly realized through the hierarchical control 

structure, including primary, secondary, and tertiary control levels. Primary control level is 

locally implemented at each distributed generator (DG), while the secondary and tertiary control 

levels are conventionally implemented through a centralized control structure. The centralized 

structure requires a central controller which increases the reliability concerns by posing the 

single point of failure. In this dissertation, the distributed control structure using the distributed 

cooperative control of multi-agent systems is exploited to increase the secondary control 

reliability. The secondary control objectives are microgrid voltage and frequency, and distributed 

generators (DGs) active and reactive powers. Fully distributed control protocols are 

implemented through distributed communication networks. In the distributed control structure, 

each DG only requires its own information and the information of its neighbors on the 

communication network. The distributed structure obviates the requirements for a central 

controller and complex communication network which, in turn, improves the system reliability. 

Since the DG dynamics are nonlinear and non-identical, input-output feedback linearization is 

used to transform the nonlinear dynamics of DGs to linear dynamics. Proposed control 

frameworks cover the control of microgrids containing inverter-based DGs. Typical microgrid 

test systems are used to verify the effectiveness of the proposed control protocols. 
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Chapter 1 

Introduction 

Hierarchical Control Structure of Microgrids 

 Conventional electric power systems are facing continuous and rapid changes to 

alleviate environmental concerns, address governmental incentives, and respond to the 

consumer demands. The notion of the smart grid has recently emerged to introduce an 

intelligent electric network. Improved reliability and sustainability are among desired 

characteristics of smart grid affecting the distribution level. These attributes are mainly realized 

through microgrids which facilitate the effective integration of distributed generators (DG) [1]-[6]. 

Microgrids can operate in both grid-connected and islanded operating modes. Proper control of 

microgrid is a prerequisite for stable and economically efficient operation [6]-[13]. The principal 

roles of the microgrid control structure are [12]-[22] 

 Voltage and frequency regulation for both operating modes, 

 Proper load sharing and DG coordination, 

 Microgrid resynchronization with the main grid, 

 Power flow control between the microgrid and the main grid, 

 Optimizing the microgrid operating cost.  

 These requirements are of different significances and time scales, thus requiring a 

hierarchical control structure [12] to address each requirement at a different control hierarchy. 

Hierarchical control strategy consists of three levels, namely the primary, secondary, and 

tertiary controls, as shown in Figure 1-1. The primary control maintains voltage and frequency 

stability of the microgrid subsequent to the islanding process. It is essential to provide 

independent active and reactive power sharing controls for the DGs in the presence of both 

linear and nonlinear loads. Moreover, the power sharing control avoids undesired circulating 

currents. The primary control level includes fundamental control hardware, commonly referred 

to as zero-level, which comprises internal voltage and current control loops of the DGs. The 
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secondary control compensates for the voltage and frequency deviations caused by the 

operation of the primary controls. Ultimately, the tertiary control manages the power flow 

between the microgrid and the main grid and facilitates an economically optimal operation [12]-

[13].  

 

 

Figure 1-1 Hierarchical Control Levels of a Microgrid 
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Primary Control 

 The primary control is designed to satisfy the following requirements [12]-[13], [15], [21], 

[23]: 

 To stabilize the voltage and frequency: Subsequent to an islanding event, the microgrid 

may lose its voltage and frequency stability due to the mismatch between the power 

generated and consumed. 

 To offer plug and play capability for DGs and properly share the active and reactive 

power among them, preferably, without any communication links. 

 To mitigate circulating currents that can cause over-current phenomenon in the power 

electronic devices and damage the DC-link capacitor. 

 The primary control provides the reference points for the voltage and current control 

loops of DGs. These inner control loops are commonly referred to as zero-level control. The 

zero-level control is generally implemented in either active/reactive power (PQ) or voltage 

control modes [17]. 

In the PQ control mode, the DG active and reactive power delivery is regulated on the 

pre-determined reference points, as shown in Figure 1-2. The control strategy is implemented 

with a current-controlled voltage source inverter (CCVSI). In Figure 1-2, H1 controller regulates 

the DC-link voltage and the active power through adjusting the magnitude of the output active 

current of the converter, ip. H2 controller regulates the output reactive power by adjusting the 

magnitude of the output reactive current, i.e., iq [17], [24]. 

In the voltage control mode, the DG operates as a voltage controlled voltage source 

inverter (VCVSI) where the reference voltage, *
ov , is determined by the primary control, 

conventionally via droop characteristics [17], as shown in Figure 1-3. The nested voltage and 

current control loops in the voltage control mode are shown in Figure 1-4. This controller feeds 

the current signal as a feedforward term via a transfer function (e.g., virtual impedance). To fine-
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tune the transient response, proportional-integral-derivative (PID) [25], adaptive [26], and 

proportional resonant controllers [27] are proposed for the voltage controller. 

Power quality of small-scale islanded systems is of particular importance due to the 

presence of nonlinear and single-phase loads and the low inertia of the microgrid [28]-[30]. To 

improve the power quality for a set of energy sources connected to a common bus, the control 

structure shown in Figure 1-5 is used. In this figure, )(sHLPF  denotes the transfer function of a 

low-pass filter. Each converter has an independent current control loop, and a central voltage 

control loop that is adopted to distribute the fundamental component of the active and reactive 

powers among different sources. The reference point for the voltage control loop is determined 

by the primary control. The individual current controllers ensure power quality by controlling the 

harmonic contents of the supplied currents to the common AC bus [28]. The DG’s control 

modes are usually implemented using the droop characteristic techniques [31]. 

 

Figure 1-2 PQ Control Mode With Active and Reactive Power References [17] 
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Figure 1-3 Reference Voltage Determination for Voltage Control Mode [17] 

 

Figure 1-4 Voltage and Current Control Loops in Voltage Control Mode [28] 

 

Figure 1-5 Zero-Level Control Loops for a Set of Energy Sources Connected to an AC Bus [28] 
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The droop control method has been referred to as the independent, autonomous, and 

wireless control due to elimination of intercommunication links between the converters. The 

conventional active power control (frequency droop characteristic) and reactive power control 

(voltage droop characteristic), those illustrated in Figure 1-6, are used for voltage mode control. 

Principles of the conventional droop methods can be explained by considering an equivalent 

circuit of a VCVSI connected to an AC bus, as shown in Figure 1-7. If switching ripples and high 

frequency harmonics are neglected, the VCVSI can be modeled as an AC source, with the 

voltage of E . In addition, assume that the common AC bus voltage is 0comV  and the 

converter output impedance and the line impedance are lumped as a single effective line 

impedance of Z .  The complex power delivered to the common AC bus is calculated as 

 
2

* ,com com
com

V E V
S V I

Z Z

    
    (1,1) 

from which, the real and reactive powers are achieved as 

 

2

2

cos( ) cos( ),

sin( ) sin( ).

com com

com com

V E V
P

Z Z

V E V
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Z Z
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  

 (1,2) 

If the effective line impedance, Z , is assumed to be purely inductive,  90 , then (1,2) 

can be reduced to  
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 (1,3) 
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Figure 1-6 Conventional Droop Method 

 

Figure 1-7 Simplified Diagram of a Converter Connected to the Microgrid 

If the phase difference between the converter output voltage and the common AC bus, 

 , is small enough, then,  sin  and 1cos  . Thus, one can apply the frequency and 

voltage droop characteristics to fine-tune the voltage reference of the VCVSI [31], [38]-[43], as 

shown in Figure 1-6 based on 

 

* ,

* ,

P

Q

D P

E E D Q

 





 

 
 (1,4) 

where the primary control references *E  and *  are the DG output voltage RMS value and 

angular frequency at the no-load, respectively. The droop coefficients, DP and DQ, can be 

adjusted either heuristically or by tuning algorithms (e.g., particle swarm optimization [44]). In 

the former approach, DP and DQ are determined based on the converter power rating and the 

maximum allowable voltage and frequency deviations. For instance, in a microgrid with N DGs, 

corresponding DP and DQ should satisfy following constraints [45], [46] 
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Figure 1-8 Small Signal Model of the Conventional Active Power Control 

where max  and maxE  are the maximum allowable angular frequency and voltage deviations, 

respectively. Pni and Qni are the nominal active and reactive power of the ith DG.  

During the grid-tied operation of microgrid, the DG voltage and angular frequency, E 

and  , are enforced by the gird. The DG output active and reactive power references, Pref and 

Qref, can hence be adjusted through *E  and *  [17] as 
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 (1,6) 

Dynamics response of the conventional primary control, on the simplified system of 

Figure 1-7, can be studied by linearizing (1,3) and (1,4). For instance, the linearized active 

power equation in (1,3) and frequency droop characteristic in (1,4) are  

 
*

,

.P

P G

D P
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 (1,7) 

where at the operating point of Vcom0, E0, and 0  

 

0 0
0cos ,comV E

G
Z
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and 
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Therefore, the small signal model for the active power control in (1,4) is 
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*( ) ( ).
P

G
P s s

s D G
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  (1,10)
 

A similar procedure can be adopted to extract the small signal model of the reactive power 

control.   

The block diagram of the small signal model for the active power control of (1,4) is 

demonstrated in Figure 1-8. As seen in (1,10), time constant of the closed loop control can only 

be adjusted by tuning DP. On the other hand, as seen in (1,4), DP also affects the DG frequency. 

Thus, a basic tradeoff exists between the time constant of the control system and the frequency 

regulation.  

As opposed to the active load sharing technique, the conventional droop method can be 

implemented with no communication links, and therefore, is more reliable. However, it has some 

drawbacks as listed below: 

 Since there is only one control variable for each droop characteristic, e.g., DP for 

frequency droop characteristic, it is impossible to satisfy more than one control objective. 

As an example, a design tradeoff needs to be considered between the time constant of the 

control system and the voltage and frequency regulation [47]-[48].  

 The conventional droop method is developed assuming highly inductive effective 

impedance between the VCVSI and the AC bus. However, this assumption is challenged 

in microgrid applications since low-voltage transmission lines are mainly resistive. Thus, 

(1,3) is not valid for microgrid applications [12], [45]. 

 As opposed to the frequency, the voltage is not a global quantity in the microgrid. Thus, 

the reactive power control in (1,4) may adversely affect the voltage regulation for critical 

loads [45]. 

 In case of nonlinear loads, the conventional droop method is unable to distinguish the 

load current harmonics from the circulating current.  Moreover, the current harmonics 
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distorts the DG output voltage. The conventional droop method can be modified to reduce 

the total harmonic distortion (THD) of the output voltages [49]-[52].  

These potential drawbacks have been widely discussed in the literature. Proposed solutions are 

discussed here. 

Adjustable Load Sharing Method 

In this technique, the time constant of the proposed active and reactive power 

controllers can be adjusted without causing any impact on the DG voltage and frequency [47]. 

The proposed active power controller uses the conventional controller in (1,4); however, the 

phase angle of the VCVSI,  , in Figure 1-7 is determined by 

 
,pK dt    (1,11) 

where Kp is an integral gain. Given (1,11), the small signal model of the proposed controller can 

be derived as  

 

*( ) ( ),
p

p P

K G
P s s

s K D G
  


 (1,12) 

where G is defined in (1,8). Block diagram of this model is illustrated in Figure 1-9. The 

eigenvalue of the linearized control system of (1,12) is 

 
GDK Pp . (1,13) 

Equation (1,13) shows this eigenvalue depends on the integral gain, Kp, and the droop 

coefficient, Dp. Therefore, the closed loop time constant can be directly adjusted by tuning Kp. 

Since Dp is remained intact, the resulting frequency of the active power control in (1,4) will no 

longer be affected by the controller time constant adjustment.  

Similarly, at the operating point of Vcom0, E0, and 0 the small signal control for the 

reactive power control in (1,4) can be found by perturbing (1,3) and (1,4) 

 

*( ) ( ),
1 Q

H
Q s E s

HD
  


 (1,14)

 

where 
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0 0cos
.comV

H
Z


  (1,15) 

As seen in (1,14), Q  is a linear function of a reference signal, *E . Since H  is a function of

0 , line impedance, and the operating point, performance of the conventional reactive power 

control in (1,4) tightly depends on the microgrid operational parameters. In the adjustable 

reactive power sharing method, an integral controller is used that regulates the common bus 

voltage in Figure 1-7, Vcom, to match a reference voltage, Vref [47] 

   dtVVKE comrefq )( , (1,16) 

where Kq is the integral gain and 

 
QDEV Qref   . (1,17) 

In steady state, Vcom and Vref are equal. Moreover, the steady state reactive power can 

be calculated as  

 

Figure 1-9 The Small Signal Model of the Adjustable Active Power Control [47] 

 

 

Figure 1-10 The Small Signal Model of the Adjustable Reactive Power Control [47] 
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Figure 1-11 Droop/boost characteristics for low-voltage microgrids: (a) voltage-active power 

droop characteristic, (b) frequency-reactive power boost characteristic. 

 Q

com

D

VE
Q




*

.                                            (1,18) 

Thus, as opposed to (1,14) and (1,15), microgrid operational parameters will no longer affect 

the reactive power control. Additionally, voltage regulation of the common bus is guaranteed. 

The small signal model for the proposed reactive power control is shown in Figure 1-10 and is 

expressed by 

 

)()(*)( sV
HDks

Hk
sE

HDks

Hk
sQ com

Qq

q

Qq

q 





 . (1,19) 

The closed loop transfer function of (1,19) is a function of both kq and DQ. Therefore, the 

dynamic response of the proposed reactive power control can be directly adjusted by kq. Since 

DQ is remained intact, the resulting voltage of the reactive power control in (1,4) will no longer 

be affected by the controller time constant adjustment. 

VPD/FQB Droop Method 

Low voltage transmission lines are basically resistive. Thus, one can consider a 

resistive effective line impedance, i.e.,  0 , and also can assume the   to be small enough 

that  sin . Considering these assumptions, (1,2) can be simplified as  

 

2

,

.

com com

com

V E V
P

Z
V E

Q
Z



 



  

 (1,20) 

QP

E

E ω
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* *

ω
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Thus, the voltage-active power droop and frequency-reactive power boost (VPD/FQB) 

characteristics are alternatively considered [40] 

 

*

*

,

,

P

Q

E E D P

D Q 

  


   (1,21)

 

where *E and *  are the output voltage amplitude and angular frequency of the DG at no-load 

condition, respectively. DP and DQ are the droop and boost coefficients, respectively. 

Droop and boost characteristics of VPD/FQB method are shown in Figure 1-11. This 

approach offers an improved performance for controlling low-voltage microgrids with highly 

resistive transmission lines. However, it strongly depends on system parameters and this 

dependency confines its application. Additionally, the VPD/FQB technique may face a 

malfunction in the presence of nonlinear loads and cannot guarantee the voltage regulation. 

Similar to the adjustable load sharing method, the VPD/FQB technique can be modified to 

adjust the controller time constant without causing voltage and frequency deviation [47]-[48]. In 

the VPD control mode, the common bus voltage, Vcom, is controlled to follow a reference voltage, 

Vref. 

 1
1( )( ),I

P ref com
K

E K V V
s

    (1,22) 

where 

 
* ,ref PV E D P 

 (1,23)
 

and KP1 and KI1 are the proportional and integral gains of the active power controller, 

respectively. In steady state,  

 
PDEVV Prefcom  * . (1,24) 

In the FQB control mode,   is determined by another proportional-integral (PI) controller as 

 

2
2( ) ,I

P
K

K
s

    (1,25) 
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where KP2 and KI2 are the proportional and integral gains of the reactive power controller, 

respectively. In the modified VPD/FQB method, the time constants of the closed loop controllers 

are directly adjusted by the proportional and integral gains, KP1, KI1, KP2, and KI2.  

Virtual Frame Transformation Method 

An orthogonal linear transformation matrix, TPQ, is used to transfer the active/reactive 

powers to a new reference frame where the powers are independent of the effective line 

impedance [53]-[55].  For the system shown in Figure 1-7, TPQ is defined as   

 

sin cos
.

cos sinPQ
P P P

Q Q Q

 
 

        
               
T  (1,26) 

The transformed active and reactive powers, QP and , are then used in droop characteristics 

in (1,4). The block diagram of this technique is shown in Figure 1-12. 

Similarly, a virtual frequency/voltage frame transformation is defined as 

 

sin cos
,

cos sinEE E E
    

 
       
                
T  (1,27) 

 

 

Figure 1-12 Droop Method with Virtual Power Frame Transformation 
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where  E  and   are calculated through the conventional droop equations in (1,4). The 

transformed voltage and frequency, E  and  , are then used as reference values for the 

VCVSI voltage control loop [56]-[58]. The virtual frame transformation method decouples the 

active and reactive power controls. However, the applied transformation requires a prior 

knowledge of the effective line impedance. Moreover, the control method does not consider 

possible negative impacts of nonlinear loads, does not ensure a regulated voltage, and 

comprises a basic tradeoff between the control loop time constant adjustment and 

voltage/frequency regulation. 

Virtual Output Impedance 

An intermediate control loop can be adopted to adjust the output impedance of the 

VCVSIs [12], [41], and [59]. In this control loop, as depicted in Figure 1-13, the VCVSI output 

voltage reference, vref, is proportionally drooped with respect to the output current, io, i.e., 

 
* ( ) ,ref o V ov v Z s i   (1,28) 

where ZV(s) is the virtual output impedance, and vo
* is the output voltage reference that is 

obtained by the conventional droop techniques in (1,4). If ZV(s)=sLV is considered, a virtual 

output inductance is emulated for the VCVSI. In this case, the output voltage reference of the 

VCVSI is drooped proportional to the Derivative of its output current. In the presence of 

nonlinear loads, the harmonic currents can be properly shared by modifying (1,28) as 

 
* ,ref o Vh hv v s L I    (1,29) 

where Ih is the hth current harmonic, and LVh is the inductance associated with Ih. LVh values need 

to be precisely set to effectively share the current harmonics[38].  

Since the output impedance of the VCVSI is frequency dependent, in the presence of 

nonlinear loads, THD of the output voltage would be relatively high. This can be mitigated by 

using a high-pass filter instead of sLV in (1,28) 
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o

c
Voref i

s

s
Lvv


 *  (1,30) 

where c  is the cutoff frequency of the high-pass filter [41].  

 If the virtual impedance, ZV, is properly adjusted, it can prevent occurrence of current 

spikes when the DG is initially connected to the microgrid. This soft starting can be facilitated by 

considering a time-variant virtual output impedance as 

 
/( ) ( ) ,t T

V f f iZ t Z Z Z e    (1,31) 

where Zi and Zf are the initial and final values of the virtual output impedance, respectively. T is 

the time constant of the start up process [31]. 

 

 

Figure 1-13 Block Diagram of the Virtual Output Impedance Method [41] 

 

 

Figure 1-14 Virtual Output Impedance with Voltage Unbalance Compensator 
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Most recently, the virtual output impedance method has been modified for voltage 

unbalance compensation, caused by the presence of unbalanced loads in the microgrid [60]. 

The block diagram of the modified virtual output impedance method is shown in Figure 1-14. As 

can be seen, the measured DG output voltage and current are fed into the positive and negative 

sequence calculator (PNSC). Outputs of the PNSC, io
+, io

-, vo
+, and vo

-, are used to find the 

positive and negative sequence of the DG active and reactive power. The negative sequence of 

the reactive power, Q , is multiplied by the vo
- and then a constant gain, G. The result is then 

used to find the voltage reference. The constant gain G needs to be fine-tuned to minimize the 

voltage unbalance without compromising the closed-loop stability.  

The virtual output impedance method alleviates the dependency of the droop 

techniques on system parameters. Additionally, this control method properly operates in the 

presence of nonlinear loads. However, this method does not guarantee the voltage regulation, 

and, adjusting the closed loop time constant may result in an undesired deviation in the DG 

voltage and frequency. 

Adaptive Voltage Droop Control 

In this method, two terms are added to the conventional reactive power control in (1,4). 

Additional terms are considered to compensate for the voltage drop across the transmission 

lines that deliver power from the DG to critical loads. For a typical 2-DG system shown in Figure 

1-15, the voltages at first and second buses are 

 ( )( ), 1,2,i i i i i i i iV E r jx I i          (1,32) 

where iiI   is the output current of the ith DG. Using (1,4) one can write 

 
* cos sin ,i i Qi i i i i i i iV E D Q r I x I      (1,33) 

where  i i i . The bus voltage of the ith DG can also be formulated in terms of its active and 

reactive powers, Pi and Qi, as 
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Figure 1-15 A Typical Two-DG System 

 

*
* *

.i i i i
i i Qi i

i i

r P x Q
V E D Q

E E
     (1,34) 

The terms */ iii EPr  and */ iii EQx
 
represent the voltage drop on the internal impedance ri+jxi. 

These terms can be incorporated in the conventional reactive power control of (1,4) to 

compensate for the voltage drops on the transmission lines as 

 . (1,35) 

Although, the reactive power control in (1,35) improves the voltage regulation of the 

farther buses, it is still dependent on the active power control in (1,4). This problem is resolved 

by adopting the voltage droop coefficient as a nonlinear function of active and reactive powers 

[45] 

 

*
* *

2 2

( ) ( , ) ,

( , ) ,
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
   

 (1,36) 

where DQi, mQi, and mPi are droop coefficients. The terms mQiQi
2 and mPiPi

2 mitigate the negative 

impacts of the active power control and the microgrid parameters on the reactive power control.  

The adaptive droop method is particularly desirable when the voltage regulation of 

some buses is not feasible. The higher-order terms in (1,36) significantly improve the reactive 

power sharing under heavy loading conditions. The potential disadvantage, however, is the 

required prior knowledge of the transmission line parameters [45]. This control method is not 

fully functional in the presence of nonlinear loads. Moreover, given the basics discussed for the 

iQi
i

ii

i

ii
ii QD

E

Qx

E
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EE  )(

**
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adjustable load sharing method, adjusting the time constant may result in undesired deviations 

in DG voltage and frequency.   

Signal Injection Method 

 In this approach, each DG injects a small AC voltage signal to the microgrid. Frequency 

of this control signal, q , is determined by the output reactive power, Q, of the corresponding 

DG as  

 0 ,q q QD Q    (1,37) 

where 0q  is the nominal angular frequency of injected voltage signals and DQ is the boost 

coefficient. The small real power transmitted through the signal injection is then calculated and 

the RMS value of the output voltage of the DG, E, is accordingly adjusted as 

 
* ,P qE E D p   (1,38) 

where E* is the RMS value of the no-load voltage of the DG, and DP is the droop coefficient. 

This procedure is repeated until all VCVSIs produce the same frequency for the control signal.  

Here, this technique is elaborated for a system of two DGs shown in Figure 1-15. It is 

assumed that DQ is the same for both DGs. Initially, first and second DGs inject low voltage 

signals to the system with the following frequencies 

 

1 0 1

2 0 2

,

.

q q Q

q q Q

D Q

D Q

 

 

 
  

 (1,39) 

Assuming Q1>Q2 

 
QDQQD QQqq  )( 2121  . (1,40) 

The phase difference between the two voltage signals can be obtained as 

 
QtDdt Q  . (1,41) 
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Due to the phase difference between the DGs, a small amount of active power flows from one 

to the other. Assuming inductive output impedances for DGs, the transmitted active power from 

DG1 to DG2, pq1, is  

 

1 2
1

1 2 1 2
sin ,

q q
q

V V
p

x x X X


  
 (1,42) 

where Vq1 and Vq2 are the RMS values of the injected voltage signals. Moreover, the transmitted 

active power in reverse direction, from DG2 to DG1, pq2, is 

 12 qq pp  . (1,43) 

The DG voltages are adjusted as 

 

*
1 1

*
2 2

,

.

P q

P q

E E D p

E E D p

  


 

 (1,44) 

 

Figure 1-16 Block Diagram of the Signal Injection Method for Reactive Power Sharing [61] 

 

Figure 1-17 Block Diagram of the Updated Signal Injection Method [61] 
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Herein, it is assumed that DP is the same for both DGs. The difference between the DGs output 

voltages is  

 121 2 qPpDEEE  . (1,45) 

Thus, one can write   

 1 1 1 1 2 2 2 2

,

sin sin( )
2 ,

( ) ( ) ,

L L

Q A E

A V V
Z Z

r R j x X r R j x X Z

  



  


  

         

 (1,46) 

where VL is the load voltage. The block diagram of the proposed controller is shown in Figure 1-

16. 

In the presence of nonlinear loads, parallel DGs can be controlled to participate in 

supplying current harmonics by properly adjusting the voltage loop bandwidth [61]. For that, 

first, frequency of the injected voltage is drooped based on the total distortion power, D 

 

0

2 2 2

,

,

d d mD

D S P Q

  


  
 (1,47) 

where 0d  is the nominal angular frequency of the injected voltage signals, m is the droop 

coefficient, and S is DG nominal power. A procedure similar to (1,39) to (1,42) is adopted to 

calculate the power transmitted by the injected signal, pd. The bandwidth of VCVSI voltage loop 

is adjusted as 

 0 ,bw dBW BW D p   (1,48) 

where BW0 is the nominal bandwidth of the voltage loop and Dbw is the droop coefficient. The 

block diagram of the signal injection method is shown in Figure 1-17. 

Signal injection method properly controls the reactive power sharing, and is not 

sensitive to variations in the line impedances [61]-[62]. It also works for linear and nonlinear 
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loads, and over various operating conditions. However, it does not guarantee the voltage 

regulation. 

Nonlinear Load Sharing 

Some have challenged the functionality of droop techniques in the presence of 

nonlinear loads [50]-[52]. Two approaches for resolving this issue are discussed here. In the 

first approach [50], the DGs equally share the linear and nonlinear loads. For this purpose, each 

harmonic of the load current, Ih, is sensed to calculate the corresponding voltage droop 

harmonic, Vh, at the output terminal of the DG. The voltage harmonics are compensated by 

adding 90
o
 leading signals, corresponding to each current harmonic, to the DG voltage 

reference. Therefore, the real and imaginary parts of the voltage droop associated with each 

current harmonic are 

 

Re( ) Im( ),

Im( ) Re( ),
h h h

h h h

V k I

V k I

 
 

 (1,49) 

where kh is the droop coefficient for the hth harmonic. As a result, the output voltage THD is 

significantly improved. 

In the second approach, the conventional droop method is modified to compensate for 

the harmonics of the DG output voltage. These voltage harmonics are caused by the distorted 

voltage drop across the VCVSI output impedance and are due to the distorted nature of the load 

current [52]. As shown in Figure 1-18, first, the DG output voltage and current are used to 

calculate the fundamental term and harmonics of the DG output active and reactive power, 

(P1,Q1) and (Ph,Qh) respectively. It is noteworthy that distorted voltage and current usually do not 

carry even harmonics, and thus, h is usually an odd number. P1 and Q1, are fed to the 

conventional droop characteristics in (1,4) to calculate the fundamental term, vo
*, of the VCVSI 

voltage reference, vref. As shown in Figure 1-18, to cancel out the output voltage harmonics, a 

set of droop characteristics are considered for each individual harmonic. Each set of droop 

characteristics determines an additional term to be included in the VCVSI output voltage 
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reference, vref, to cancel the corresponding voltage harmonic. Each current harmonic, Ih, is 

considered as a constant current source, as shown in Figure 1-19. In this figure, hhE 

denotes a phasor for the corresponding Voltage signal that is included in the voltage reference, 

vref. hhZ  represents the VCVSI output impedance associated with the hth current harmonic. 

The active and reactive powers delivered to the harmonic current source, Ph and Qh, are 

 

2

2

cos cos ,

sin sin .

h h h h h h h

h h h h h h h

P E I Z I

Q E I Z I

 

 

  


 
 (1,50) 

When h  is small enough (i.e. hh  )sin( ), Ph and Qh are roughly proportional to Eh and h , 

respectively. Therefore, the following droop characteristics can be used to eliminate the hth DG 

output voltage harmonic  

 

Figure 1-18 Control Block Diagram for the Harmonic Cancellation Technique 

 

Figure 1-19 thh  Harmonic Equivalent Circuit of a DG 
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h D Q
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 (1,51) 

where *  is the rated fundamental frequency of the microgrid. DhP and DhQ are the droop 

coefficients. As can be seen in Figure 1-18, the harmonic reference voltage, h
refv , for eliminating 

the hth output voltage harmonic, can be formed with hE  and the phase angle generated from the 

integration of h . 

Primary control techniques are application specific and bring specific features. The active 

load sharing method provides tight current sharing and high power quality; however, it requires 

communication links and high bandwidth control loops. On the other hand, the droop methods 

provide local controls without any communication infrastructures. The potential advantages and 

disadvantages of the conventional droop method and its modifications are outlined in Table 1.1, 

based on which, following statements can be concluded: 

 System identification is required to find the line parameters for some techniques, e.g., 

adaptive voltage droop or virtual frame transformation methods.  

 Modified droop techniques, excluding the ones for low voltage microgrids, decouple the 

active and reactive power controls.  

 Adjustable load sharing and adaptive voltage droop methods are the only techniques 

that offer voltage regulation. 

 Nonlinear loads need to be accommodated with the complicated control techniques 

such as the virtual impedance, the signal injection, or the nonlinear load sharing methods 

to achieve a mitigated level of harmonics in the microgrid. 

The adjustable load sharing is the only technique where the system time constant can be 

independently adjusted without affecting the DG voltage and frequency.  
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Table 1-1 The Potential Advantage and Disadvantages of the Discussed Droop Methods 

Droop method Potential advantages Potential disadvantages 

Conventional droop 
method [22], [43]  Simple implementation. 

 Affected by the system parameters. 
 Only functional for highly inductive 
transmission lines. 
 Cannot handle nonlinear loads. 
 Voltage regulation is not guaranteed. 
 Adjusting the controller speed for the 
active and reactive power controllers can 
affect the voltage and frequency controls. 

Adjustable load 
sharing method [47] 

 Adjusting the controller speed 
for the active and reactive power 
controllers without compromising the 
voltage and frequency controls. 
 Robust to the system parameter 
variations. 
 Improved voltage regulation. 

 Cannot handle nonlinear loads. 
 

VPD/FQB droop 
method [48] 

 Simple implementation. 
 Adjusting the controller speed 
for the active and reactive power 
controllers without compromising the 
voltage and frequency controls. 

 

 Affected by the system parameters. 
 Only functional for highly resistive 
transmission lines. 
 Cannot handle nonlinear loads. 

Virtual frame 
transformation 

method [53]-[58] 

 Simple implementation. 
 Decoupled active and reactive 
power controls. 

 Cannot handle nonlinear loads. 
 The line impedances should be 
known a priori. 
 Adjusting the controller speed for the 
active and reactive power controllers can 
affect the voltage and frequency controls. 
 Voltage regulation is not guaranteed. 

Virtual output 
impedance [12], 

[31], [41], [59]-[60] 

 Simple implementation. 
 Not affected by the system 
parameters. 
 Functional for both linear and 
nonlinear loads. 
 Mitigates the harmonic distortion 
of the output voltage. 
 Can compensate for the 
unbalance of the DG output voltages. 

 Adjusting the controller speed for the 
active and reactive power controllers can 
affect the voltage and frequency controls. 
 Voltage regulation is not guaranteed. 

Adaptive voltage 
droop method [45] 

 Improved voltage regulation. 
 Not affected by the system 
parameters. 

 Cannot handle nonlinear loads. 
 Adjusting the controller speed for the 
active and reactive power controllers can 
affect the voltage and frequency controls. 
 System parameters should be known 
a priori. 

Signal injection 
method [61]-[62]  

 Functional for both linear and 
nonlinear loads. 
 Not affected by the system 
parameters. 

 Complicated implementation. 
 Adjusting the controller speed for the 
active and reactive power controllers can 
affect the voltage and frequency controls. 
 Voltage regulation is not guaranteed. 

Nonlinear load 
sharing techniques 

[50], [52] 

 Properly shares the current 
harmonics between the DGs, and 
consequently, cancels out the voltage 
harmonics. 

 Affected by the system parameters. 
 Poor voltage regulation for the case of 
precise reactive power sharing. 
 Adjusting the controller speed for the 
active and reactive power controllers can 
affect the voltage and frequency controls. 
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Secondary Control     

 Primary control, as discussed, may cause frequency and voltage deviation even in 

steady state. Although the storage devices can compensate for this deviation, they are unable 

to provide the power for load-frequency control in long terms due to their short energy capacity. 

The secondary control, as a centralized controller, restores the microgrid voltage and frequency 

and compensate for the deviations caused by the primary control. This control hierarchy is 

designed to have slower dynamics response than that of the primary, which, justifies the 

decoupled dynamics of the primary and the secondary control loops and facilitates their 

individual designs [63]. 

Figure 1-20 represents the block diagram of the conventional secondary control with a 

centralized control structure. As seen in this figure, frequency of the microgrid and the terminal 

voltage of a given DG are compared with the corresponding reference values, ref and refv , 

respectively. Then, the error signals are processed by individual controllers as in (1,52); the 

resulting signals (  and E ) are sent to the primary controller of the DG to compensate for 

the frequency and voltage deviations [12]  

 

( ) ( ) ,

( ) ( ) ,

P ref I ref s

PE ref IE ref

K K dt

E K v E K v E dt

      



     

    



  (1,52)

 

where PK  , IK  , PEK , and IEK  are the controllers parameters. An additional term, s , is 

considered in frequency controller in (1,52) to facilitate synchronization of the microgrid to the 

main gird. In the islanded operating mode, this additional term is zero. However, during the 

synchronization, a PLL module is required to measure s  [64]-[68].  During the grid-tied 

operation, voltage and frequency of the main grid are considered as the references in (1,52). 

Most recently, potential function-based optimization technique has been suggested for 

the secondary control [13]. In this method, a potential function is considered for each DG. This 
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function is a scalar cost function that carries all the information on the DG measurements, 

constraints, and control objectives as 

 1 1

( ) ( ) ( ) ( ),
u cn n

gu u c c g
j j i j i j jj

i i

x w p x w p x w p x
 

     (1,53) 

where j  is the potential function related to each DG, and xj comprises the measurements from 

the DG unit (e.g., voltage, current, real and reactive power). pi
u denotes the partial potential 

functions that reflect the measurement information of the DG. pi
c denotes the operation 

constraints that ensure the stable operation of microgrid. pj
g is used to mitigate the DG 

measurements from the pre-defined set points. wu, wc, and wg are the weighted factors for the 

partial potential functions. 

The block diagram of the potential function-based technique is shown in Figure 1-21. In 

this technique, when the potential functions approach their minimum values, the microgrid is 

about to operate at the desired states. Therefore, inside the optimizer in Figure 1-21, set points 

of the DG are determined such that to minimize the potential functions, and thus, to meet the 

microgrid control objectives.  

The potential function-based technique requires bidirectional communication 

infrastructure to facilitate data exchange from the DG to the optimizer (measurements) and vice 

versa (calculated set points). The data transfer links add propagation delays to the control 

signals. This propagation delay is tolerable, since the secondary controllers are slower than the 

primary ones. 

The secondary control can also be designed to satisfy the power quality requirements, 

e.g., voltage balancing at critical buses [69]. Block diagram of the voltage unbalance 

compensator is shown in Figure 1-22. First, the critical bus voltage is transformed to the dq 

reference frame. Once the positive and negative sequence voltages for both d and q axis are 

calculated, one can find the voltage unbalance factor (VUF) as 
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2 2

2 2

( ) ( )
100 ,

( ) ( )

d q

d q

v v
VUF

v v

 

 





 (1,54) 

where 
dv  and 

dv  are the positive and negative sequence voltages of the direct component, 

and  
qv

 
and 

qv  are the positive and negative sequence voltages of the quadrature 

component, respectively. As depicted in Figure 1-22, the calculated VUF is compared with the 

reference value, VUF*, and the difference is fed to a PI controller. The controller output is 

multiplied by the negative sequence of the direct and quadrature voltage components, 

d
v

 
and 


qv , and the results are added to the references of DG voltage controllers to compensate for the 

voltage unbalance. 

 

 

 

 

 

Figure 1-20 Block diagram of the secondary and tertiary controls [12]. 
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Figure 1-21 The Potential Function-Based Technique Block Diagram [13] 

 

Figure 1-22 Voltage Unbalance Compensation in the Secondary Control 

Tertiary Control     

 Tertiary control is the last (and the slowest) control level that considers the economical 

concerns in the optimal operation of the microgrid, and manages the power flow between 

microgrid and main grid [12]. In the grid-tied mode, the power flow between microgrid and main 

grid can be managed by adjusting the amplitude and frequency of DGs voltages. The block 

diagram of this process is shown in Figure 1-20. First, active and reactive output powers of the 

microgrid, PG and QG, are measured. These quantities are then compared with the 
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corresponding reference values, ref
GP and ref

GQ , to obtain the frequency and voltage references, 

ref  and refv  based on  

 

( ) ( ) ,

( ) ( ) ,

ref ref
ref PP G IP GG G

ref ref
ref PQ G IQ GG G

K P P K P P dt

v K Q Q K Q Q dt

    

    





 (1,55) 

where KPP, KIP, KPQ, and KIQ are the controllers parameters [12]. ref
 
and refv  are further used 

as the reference values to the secondary control, as in (1,52). 

The tertiary control also provides an economically optimal operation, e.g., by using a 

gossiping algorithm. Generally, the economically optimal operation is satisfied if all the DGs 

operate at equal marginal costs (variation of the total cost with respect to the variation of the 

generated power), Copt, [15], [70]-[75]. In the gossiping algorithm, initially, random output power 

set points, 0
iP  and 0

jP , are considered for the ith DG and its random gossiping partner, jth DG, 

respectively. Then, considering the prior knowledge about the marginal cost curves of the DGs, 

the optimal output power of the two DGs, opt
iP

 
and 

opt
jP , are determined. At this time, each of 

the two DGs changes its output power to generate at the optimal point. The aforementioned 

procedure is illustrated in Figure 1-23. The same procedure is repeated for other pairs of DGs 

until the whole DGs in the microgrid operate optimally. Additionally, evolutionary game theory-

based techniques are proposed to facilitate the power management by local information, and 

thus, to simplify the required communication infrastructures [71]. 

 

Figure 1-23 Marginal Cost Function Matching Between Two DGs [70] 
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Problem Definition 

The traditional secondary control exploits a centralized control structure which is shown 

in Figure 1-20 and Figure 1-24(a). Central controllers command globally on the gathered 

system-wide information, and require a complex [12], [76] and in some cases two-way 

communication network [13] that adversely affects system flexibility and configurability and 

increases the reliability concerns by posing single point of failure. The single point of failure 

means that by the failure of the central controller, the whole control system fails down. In this 

dissertation, the distributed control structure, shown in Figure 1-24(b), is used to implement the 

secondary control of microgrids. A microgrid can be considered as a multi-agent system where 

its DGs are the energy nodes (agents). Figure 1-25 shows the multi-agent environment for a 

microgrid system with DGs as agents. The distributed structure of the communication network 

improves the system reliability. In this control structure, the control protocols are distributed on 

all DGs. Therefore, the requirement for a central controller is obviated and the control system 

does not fail down subsequent to outage of a single unit. 

Over the last two decades, networked multi-agent systems have earned much attention 

due to their flexibility and computational efficiency. These systems are inspired by the natural 

phenomena such as swarming in insects, flocking in birds, thermodynamic laws, and 

synchronization and phase transitions in physical and chemical systems. In these phenomena, 

the coordination and synchronization process necessitates that each agent exchange 

information with other agents according to some restricted communication protocols [77]-[81].  

The distributed cooperative control of multi-agent systems can be used to implement 

the secondary control of microgrids. The term “distributed” means that the controller requires a 

communication network by which each agent only receives the information of its neighboring 

agents. The term “cooperative” means that, in contrast to the competitive control, all agents act 

as one group towards a common synchronization goal and follow cooperative decisions [78]-

[82]. Distributed cooperative control of multi-agent systems is mainly categorized into the 
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regulator synchronization problem and the tracking synchronization problem. In regulator 

synchronization problem, also called leaderless consensus, all agents synchronize to a 

common value that is not prescribed or controllable. In tracking synchronization problem, all 

agents synchronize to a leader node that acts as a command generator [83]-[85]. Neighboring 

agents can communicate with each other. The leader is only connected to a small portion of the 

agents [83]. 

 

 

Figure 1-24 The Secondary Control Structures: (a) Centralized and (b) Distributed. 
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Figure 1-25 Multi-Agent Environment for a Microgrid System with DGs as Agents 

 

The secondary control of microgrids is similar to the tracking synchronization problem of 

a multi-agent system where the DG voltages and frequencies are required to track their nominal 

values. The dynamics of DGs in microgrids are nonlinear and non-identical. Therefore, input-

output feedback linearization is used to transform the nonlinear heterogeneous dynamics of 

DGs to linear dynamics. Input-output feedback linearization transforms the secondary voltage 

control to a second order tracking synchronization problem. The secondary frequency control is 

transformed to a first order synchronization problem using input-output feedback linearization. 
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Based on the transformed dynamics, fully distributed voltage and frequency control protocols 

are derived for each DG. The proposed distributed controls are implemented through a sparse 

communication network, with only one-way communication links, where each DG requires its 

own information and the information of its neighbors. 

 The DGs can be of rotating machinery or voltage source inverter (VSI) based types. 

The control structure of a VSI may vary based on the control objectives such as voltage and 

frequency, or active and reactive power. VCVSIs have internal voltage and current controller 

loops that facilitate the voltage and frequency control of DG. However, in some DGs, the sole 

active and reactive power control may be of interest. This requirement can be satisfied through 

the current controlled voltage source inverters (CCVSI). Up to this point, most of the presented 

secondary control schemes have only covered the voltage and frequency control of VCVSIs. In 

this dissertation, a two-layer control framework is proposed to implement the secondary control 

for an islanded microgrid containing both VCVSIs and CCVSIs. The first control layer deals with 

the voltage and frequency control of VCVSIs. Additionally, the active and reactive power of 

VCVSIs are allocated based on their active and reactive power ratings. The second control 

layer objectives are to control the active and reactive power of CCVSIs. Each control layer is 

implemented through the distributed control of multi-agent systems.  

 The distributed secondary voltage control of microgrids can be made adaptive with 

respect to the changes in the DG parameters and microgrid operating conditions. The term 

adaptive refers to the following salient features of the proposed controller. The proposed 

controller compensates for the nonlinear and uncertain dynamics of DGs and, hence, obviates 

the control design challenges caused by the nonlinear dynamics of DGs. The controller is fully 

independent of the DG parameters and the specification of the connector by which each DG is 

connected to the microgrid. Therefore, the controller can be deployed on any DG regardless of 

the DG parameters and the connector specifications and its performance does not deteriorate 

by the change in DG parameters (e.g., due to aging and thermal effects). The proposed 
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controller appropriately responds to the changes in the system operating condition, without any 

manual intervention, and adjusts the control parameters in real time. Linear-in-parameter neural 

networks (NN) can be used to design an adaptive and distributed secondary voltage control. 

Neural networks are used to compensate for the uncertainties caused by the unknown 

dynamics of DGs. The NN weights are the control parameters, and are calculated in realtime. 

DGs are considered as agents that can communicate with each other through a communication 

network.  

 Based on the above elaborated problems, the research objectives of this dissertation 

are summarized as follows. 

 To propose a distributed secondary voltage control based on the cooperative control of 

multi-agent systems. 

 To propose a distributed secondary frequency control based on the cooperative control 

of multi-agent systems. 

 To develop a two-layer multi-objective control frame work for microgrids containing both 

VCVSIs and CCVSIs. 

 To present an adaptive and distributed secondary voltage control that is adaptive with 

respect to the changes in the DG parameters. 

Dissertation Outline 

 The rest of the dissertation is organized as follows.  

In Chapter 2, the distributed secondary voltage control of microgrids is discussed. The 

Lyapunov technique is used to design a fully distributed voltage control. A microgrid test system 

is used to verify the effectiveness of the proposed voltage control. 

 In Chapter 3, the distributed secondary frequency control of microgrids is proposed. 

The distributed frequency control synchronizes the frequency of the microgrid to the nominal 

frequency and shares the active power of DGs according to their active power ratings. The 

effectiveness of the proposed frequency control is verified by simulating a microgrid test system. 
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 In chapter 4, a two-layer control framework is proposed to implement the secondary 

control for an islanded microgrid containing both VCVSIs and CCVSIs. The first control layer 

deals with the voltage and frequency control of VCVSIs. Additionally, the active and reactive 

power of VCVSIs should be allocated based on their active and reactive power ratings. The 

second control layer objectives are to control the active and reactive power of CCVSIs. Based 

on the dynamical models of VCVSIs and CCVSIs, distributed control protocols for VCVSIs and 

CCVSIs are designed. Finally, the proposed control framework is verified using a microgrid test 

system and IEEE 34 bus test feeder. 

 Chapter 5 exploits neural networks to design an adaptive secondary voltage control 

based on the distributed cooperative control. The proposed control is adaptive with respect to 

the changes in the microgrid parameters and operating conditions. The proposed control is 

verified using a microgrid test system.  

Chapter 6 summarizes and concludes the paper and recommends the future research 

works that extend the proposed materials in this dissertation. 
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Chapter 2 

Distributed Secondary Voltage Control of Microgrids 

Introduction 

The secondary voltage control restores the microgrid operating voltage to the nominal 

voltage subsequent to disturbances such as islanding process. The dynamics of DGs in a 

microgrid are nonlinear and may be non-identical. The secondary voltage control resembles the 

tracking synchronization problem of a multi-agent system with nonlinear and non-identical 

dynamics. Therefore, to design a distributed secondary voltage control, the tracking 

synchronization problem for a nonlinear and non-identical multi-agent system must be solved 

[86]. Distributed cooperative control for multi-agent systems with nonlinear or non-identical 

dynamics has been recently introduced in the literature [87]-[89]. In this chapter, input-output 

feedback linearization is used to solve this problem. Input-output feedback linearization 

transforms the nonlinear and heterogeneous dynamics of DGs to linear dynamics. Thus, the 

secondary voltage control is transformed to a second-order tracking synchronization problem 

[90]. The Lyapunov technique is then adopted to derive fully distributed control protocols for 

each DG.  

This chapter is organized as follows. First, the dynamical model of inverter-based DGs 

is presented. Then, input-output feedback linearization is adopted to design a secondary 

voltage control based on distributed cooperative control. Finally, the proposed secondary 

control is verified using a microgrid test system. 

Large Signal Dynamical Model of an Inverter-based Distributed Generator 

The proposed secondary voltage control is designed based on the large-signal 

nonlinear dynamical model of the DG. The block diagram of an inverter-based DG is shown in 

Figure 2-1. It contains an inverter bridge, connected to a primary dc power source (e.g., 

photovoltaic panels or fuel cells). The control loops, including the power, voltage, and current 

controllers, adjust the output voltage and frequency of the inverter bridge [91]-[93]. Given the 
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relatively high switching frequency of the inverter bridge, the switching artifacts can be safely 

neglected via average-value modeling. As stated in [91], dc-bus dynamics can be safely 

neglected, assuming an ideal source from the DG side. 

It should be noted that the nonlinear dynamics of each DG are formulated in its own d-q 

(direct-quadrature) reference frame. It is assumed that the reference frame of the ith DG is 

rotating at the frequency of i . The reference frame of one DG is considered as the common 

reference frame with the rotating frequency of com . The angle of the ith DG reference frame, 

with respect to the common reference frame, is denoted as δi and satisfies the following 

differential equation 

 i i com    .  (2,1) 

The power controller block, shown in Figure 2-2, contains the droop technique in (1,4), 

and provides the voltage references v*
odi and v*

oqi for the voltage controller, as well as the 

operating frequency ωi for the inverter bridge. Two low-pass filters with the cut-off frequency of 

ωci are used to extract the fundamental component of the output active and reactive powers, 

denoted as Pi and Qi, respectively. The differential equations of the power controller can be 

written as 

 ( )i ci i ci odi odi oqi oqiP P v i v i     , (2,2) 

 ( )i ci i ci oqi odi odi oqiQ Q v i v i     ,  (2,3) 

where vodi, voqi, iodi, and ioqi are the direct and quadrature components of voi and ioi in Figure 2-1. 

As seen in Figure 2-2, the primary voltage control strategy for each DG aligns the output voltage 

magnitude on the d-axis of the corresponding reference frame. Therefore 

 

* *

*

,

0.

odi i Qi i

oqi

v E D Q

v

  



 (2,4) 

The block diagram of the voltage controller is shown in Figure 2-3 [92]-[93]. The differential 

algebraic equations of the voltage controller are written as 
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 * ,di odi odiv v     (2,5) 

 * ,qi oqi oqiv v     (2,6) 

 * *( ) ,ldi i odi b fi oqi PVi odi odi IVi dii Fi C v K v v K       (2,7) 

 * *( ) ,lqi i oqi b fi odi PVi oqi oqi IVi qii Fi C v K v v K       (2,8) 

where di  and qi  are the auxiliary state variables defined for PI controllers in Figure 2-3, ωb is 

the nominal angular frequency. Other parameters are shown in Figures 2-1 and 2-3. 

The block diagram of the current controller is shown in Figure 2-4 [92]-[93]. The 

differential algebraic equations of the current controller are written as 

 * ,di ldi ldii i     (2,9) 

 * ,qi lqi lqii i     (2,10) 

 * *( ) ,idi b fi lqi PCi ldi ldi ICi div L i K i i K        (2,11) 

 * *( ) ,iqi b fi ldi PCi lqi lqi ICi qiv L i K i i K       (2,12) 

where γdi and γqi are the auxiliary state variables defined for the PI controllers in Figure 2-4. ildi 

and ilqi are the direct and quadrature components of ili in Figure 2-1. Other parameters are 

shown in Figures 2-1 and 2-4. 

 The differential equations for the output LC filter and output connector are as follows. 

 
1 1

,fi
ldi ldi i lqi idi odi

fi fi fi

R
i i i v v

L L L
       (2,13) 

 
1 1

,fi
lqi lqi i ldi iqi oqi

fi fi fi

R
i i i v v

L L L
       (2,14) 

 
1 1

,odi i oqi ldi odi
fi fi

v v i i
C C

     (2,15) 
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1 1

oqi i odi lqi oqi
fi fi

v v i i
C C

    ,  (2,16) 

 
1 1ci

odi odi i oqi odi bdi
ci ci ci

R
i i i v v

L L L
     ,  (2,17) 

 
1 1

.ci
oqi oqi i odi oqi bqi

ci ci ci

R
i i i v v

L L L
       (2,18) 

 

 

Figure 2-1 The Block Diagram of an Inverter-Based DG 

 

Figure 2-2 The Block Diagram of the Power Controller 
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Figure 2-3 The Block Diagram of the Voltage Controller 

 

 

Figure 2-4 The Block Diagram of the Current Controller 

 
 

 

Equations (2,1)-(2,18) form the large-signal dynamical model of the ith DG. The large-

signal dynamical model can be written in a compact form as 

 
( ) ( ) ( ) ,

( ),
i i i i i i i i i

i i i

x x x x u

y h x

  
 

f k D g
  (2,19) 

where the state vector is  
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[ ] .T
i i i i di qi di qi ldi lqi odi oqi odi oqix P Q i i v v i i      (2,20) 

The term Di=[ωcom  vbdi  vbqi]
T is considered as a known disturbance. The detailed expressions for 

fi(xi), gi(xi), and ki(xi) can be extracted from (2,1) to (2,18). 

 The secondary voltage control selects *
iE  in (1,4) such that the terminal voltage 

amplitude of each DG approaches its reference value, i.e. vo,magi→vref. If vref is set to the nominal 

voltage of microgrid vnominal, the output voltage magnitude of VCVSIs synchronize to the nominal 

voltage of microgrid. However, vref can be chosen such that the voltage magnitude of a critical 

bus of microgrid synchronizes to vnominal. In this case, vref  is defined by 

 

, ,( ) ( ) ,ref pc nominal c mag ic nominal c magv k v v k v v dt     
(2,21) 

where vc,mag is the critical bus voltage magnitude and kpc and kic are the control gains. 

Since the amplitude of the DG output voltage is 

 
2 2

,o magi odi oqiv v v  ,  (2,22) 

and voqi is set to zero by the primary control as stated in (2,4), the synchronization of the voltage 

amplitude can be achieved by choosing the control input *
iE  such that vodi→vref. Therefore, for 

the secondary voltage control, the output and control input are set to yi=vodi and *
i iu E , 

respectively. 

Secondary Voltage Control Based on Distributed Cooperative Control 

A microgrid resembles a nonlinear and heterogeneous multi-agent system, where each 

DG is an agent. The secondary control of microgrids is a tracking synchronization problem, 

where all DGs try to synchronize their terminal voltage amplitude to pre-specified reference 

values. For this purpose, each DG only needs to communicate with its neighbors on the 

communication network. The required communication network can be modeled by a 

communication graph.  
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In this section, first, a preliminary on the graph theory is presented. Then, the 

secondary voltage control is implemented through input-output feedback linearization and 

distributed cooperative control of multi-agent systems. Finally, the communication network 

requirements for the proposed secondary voltage control are discussed. 

Preliminary of Graph Theory 

 The communication network of a multi-agent cooperative system can be modeled by a 

directed graph (digraph). A digraph is usually expressed as Gr=(VG,EG,AG) with a nonempty 

finite set of N nodes VG={v1,v2,…,vN}, a set of edges or arcs EG VG×VG, and the associated 

adjacency matrix AG=[aij]RN×N. In a microgrid, DGs are considered as the nodes of the 

communication digraph. The edges of the corresponding digraph of the communication network 

denote the communication links.  

An edge from node j to node i is denoted by (vj,vi), which means that node i receives 

the information from node j. aij is the weight of edge (vj,vi), and aij>0 if  (vj,vi)EG, otherwise aij=0. 

Node i is called a neighbor of node j if (vi,vj)EG. The set of neighbors of node j is denoted as 

Nj={i│(vi,vj)EG}. For a digraph, if node i is a neighbor of node j, then node j can get 

information from node i, but not necessarily vice versa. The in-degree matrix is defined as 

D=diag{di}RN×N with 
ii j N ijd a . The Laplacian matrix is defined as L=D-AG. A direct path 

from node i to node j is a sequence of edges, expressed as {(vi,vk),(vk,vl),…,(vm,vj)}. A digraph is 

said to have a spanning tree, if there is a root node with a direct path from that node to every 

other node in the graph [82].  

Cooperative Secondary Voltage Control Based on Feedback Linearization and Tracking 

Synchronization Problem 

 As previously discussed, the secondary voltage control chooses appropriate control 

inputs *
iE  in (1,4) to synchronize the voltage magnitudes of DGs vo,magi to the reference voltage 

vref. The synchronization of the voltage magnitudes of DGs vo,magi is equivalent to synchronizing 

the direct term of output voltages vodi. Therefore, the secondary voltage control should choose ui 
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in (2,19) such that yi→y0, i , where y0≡vref. 

Since the dynamics of DGs in a microgrid are nonlinear and might not be all identical, 

input-output feedback linearization can be used to facilitate the secondary voltage control 

design. In input-output feedback linearization, a direct relationship between the dynamics of the 

output yi (or equivalently vodi) and the control input ui (or equivalently *
iE ) is generated by 

repetitively differentiating yi with respect to time. 

For the dynamics of the ith DG in (2,19), the direct relationship between the yi and ui is 

generated after the 2nd derivative of the output yi 

 2 ,
i i ii i i iy L h L L h u F g F   (2,23) 

where 

 ( ) ( ) ( ) .i i i i i i ix x x F f k D   (2,24) 

i iL hF  
is the Lie Derivative [94] of ih  with respect to iF , and is defined by 

( )
i

i
i i i i

i

h
L h h


  

F F F
x

.

2
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( ) i

i i i

i
i i i

i

L h
L h L L h


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
F

F F F F
x

. 

An auxiliary control vi is defined as 

 2 .
i i ii i i iv L h L L h u F g F   (2,25) 

Equations (2,23) and (2,25) result in the 2nd-order linear system  

 yi  vi ,i.   (2,26) 

By choosing appropriate vi, the synchronization for yi is provided. The control input ui is 

implemented by vi as  

 1 2( ) ( ).
i i ii i i iu L L h L h v  g F F   (2,27) 

In the following, the procedure for designing appropriate vi is elaborated. First, equation 

(2,26) and the first derivative of yi are written as 
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,1

,1

,
.

,
i i

i i

y y
i

y v

  


   (2,28) 

or equivalently  

 , .ii i v i By Ay   (2,29) 

where ,1[ ]Ti i iy yy , [0 1]TB , and 
0 1

0 0

 
  
 

A . 

Using input-output feedback linearization, the nonlinear dynamics of each DG in (2,19) 

are transformed to (2,29) and a set of internal dynamics. The commensurate reformulated 

dynamics of the reference generator can be expressed as 

 0 0 ,y Ay   (2,30) 

where 0 0 0[ ]Ty yy  . It should be noted that since 0 refy v  is constant, 0 0y  . 

It is assumed that DGs can communicate with each other through a communication 

network described by the digraph Gr. Based on the digraph Gr, the ith DG may need to transmit 

yi in (2,29) through the communication network. It is assumed that only one DG has the access 

to the reference y0 in (2,30) by a weight factor known as the pinning gain bi. The secondary 

voltage control problem is to find a distributed vi in (2,27) such that yi →y0, i . To solve this 

problem, the cooperative team objectives are expressed in terms of the local neighborhood 

tracking error  

 0( ) ( ),
i

i ij i j i i
j N

a b


   e y y y y   (2,31) 

where aij denotes the elements of the communication digraph adjacency matrix. The pinning 

gain bi is nonzero for one DG.  

 For a microgrid including N DGs, the global error vector for graph Gr is written from 

(2,31) as [82] 

 
      2 0 2 ,L B I L B I      e Y Y δ

 (2,32)
 

where Y=[࢟ଵ்࢟ଶ
் …࢟ே

் ]T, e=[܍ଵ்܍ଶ
் ே܍…

் ]T, Y0=1Ny0 (1N is the vector of ones with the length of N.), 
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B=diag{bi}, I2 is the identity matrix with two rows and two columns, and δ is the global 

disagreement vector. The Kronecker product is shown as ሶ܇.[95]  can be written as 

 

( ) ( ) ,N NI I   Y A Y B v   (2,33) 

where v=[v1v2 … vN]T is the global auxiliary control vector. ܇ሶ଴ can be written as 

 
0 0( ) .NI Y A Y   (2,34) 

The following definitions and lemmas are required for designing the auxiliary controls vi. 

Definition 1.1 [96]. (A,B) are stabilizable if there exists a matrix S such that all eigenvalues of   

A-BS have a strictly negative real part. 

Definition 1.2 [96]. A matrix is Hurwitz if all of its eigenvalues have a strictly-negative real part. 

Definition 1.3 [96]. A symmetric matrix P is positive definite if xTPx is positive for all non-zero 

column vector x, and xTPx is zero only for x=0. 

Lemma 1.1 [80], [97]. Let (A,B) be stabilizable. Let the digraph Gr have a spanning tree and 

bi≠0 for one DG placed on a root node of the digraph Gr. Let λi (i{1,2,…,N}) be the 

eigenvalues of L+B. The matrix 

 ( )NI c L B K    H A B ,                        (2,35) 

with c R  and K R1×2, is Hurwitz if and only if all the matrices A-cλiBK, i {1,2,…,N} are 

Hurwitz. 

Lemma 1.2 [97]. Let (A,B) be stabilizable and matrices Q=QT and R=RT be positive definite. Let 

feedback gain K be chosen as 

 

1
1,TK R P B   (2,36) 

where P1 is the unique positive definite solution of the control algebraic Riccati equation (ARE) 

[96] 

 

1
1 1 1 1 0.T TP P Q P R P   BA BA   (2,37) 

Then, all the matrices A-cλiBK, i {1,2,…,N} are Hurwitz if 
min

1
,

2
c


 where 
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min min ( )i iRe   ( ( )iRe   denotes the real part of λi). 

Theorem 2.1 Let the digraph Gr have a spanning tree and bi≠0 for one DG placed on a root 

node of the digraph Gr. It is assumed that the internal dynamics of each DG are asymptotically 

stable. Let the auxiliary control vi in (2,27) be  

 ,i iv cK  e   (2,38) 

where c R is the coupling gain, and K R1×2 is the feedback control vector. Then, all yi in (2,29) 

synchronize to y0 in (2,30) and, hence, the direct term of DG output voltages vodi synchronizes to 

vref, if K is chosen as in (2,36) and 

 
min

1
,

2
c


   (2,39) 

where min min ( )i iRe   . 

Proof: Consider the Lyapunov function candidate  

 
2 2 2 2

1
, , 0,

2
  δ δT TV P P P P   (2,40) 

where δ  is the global disagreement vector in (2,32). Then 

 

   2 2 0 2 ( ) ( ) .T T T
N NV P P P I I      δ δ δ Y Y δ A δ B v    (2,41) 

The global auxiliary control v can be written as 

 

 2( ) ( ) .Nc I K L B I    v δ   (2,42) 

Placing (2,42) into (2,41) yields 

 

 2 2( ) .T T
NV P I c L B K P     δ A B δ δ Hδ  (2,43) 

From Lemma 1.1 and Lemma 1.2, H is Hurwitz. Therefore, given any positive real number β, 

the positive definite matrix P2 can be chosen such that the following Lyapunov equation holds, 

 
2 2 2 ,T

NP P I H H   (2,44) 

Placing (2,44) in (2,43) yields 

 
2 22 2

1
( ) .

2 2
TT

N
T TV P P P I


    δ Hδ δ H H δ δ δ  (2,45) 
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Equation (2,45) shows that 0V  . Therefore, the global disagreement vector δ, (2,26), 

and (2,38) are asymptotically stable and all yi in (2,29) synchronize to y0 in (2,30). Hence the 

direct term of DG output voltages vodi synchronizes to vref. If the internal dynamics are 

asymptotically stable, then they are all bounded. This completes the proof.                                □ 

The block diagram of secondary voltage control based on distributed cooperative 

control is shown in Figure 2-5. As seen, the control input *
iE  is implemented using (2,27). Each 

DG has a odiv  calculator block based on (2,15). 

Choosing the coupling gain c and the feedback control vector Kbased on (2,36) and 

(2,39) ensures the asymptotic stability of the controller. Moreover, these controller parameters 

can adjust the response speed of the secondary voltage control. Appendix A will discuss the 

effects of ARE parameters on the synchronization speed of the proposed voltage control. 

 

Figure 2-5 The Block Diagram of the Proposed Secondary Voltage Control 
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The Required Sparse Communication Topology for Secondary Control 

 The proposed secondary voltage control must be supported by a local communication 

network. The communication networks can be implemented by the TCP/IP communication 

protocol with optical fiber links [85].  For the microgrids with a small geographical span, the 

communication network can also be implemented by CAN Bus, PROFIBUS, and SERCOS 

communication protocols [13], [98]. The settling time of the secondary control can be up to one 

minute [13]. Therefore, the communication network operates much faster than the secondary 

control. The sampling time of the secondary control can be chosen much larger than the 

sampling time of the communication network. It should be noted that communication links 

contain an intrinsic delay. Since the time scale of the secondary control is large enough, the 

communication link delays can safely assumed zero [13]. The proposed secondary voltage 

control can admit both time invariant and time variant communication networks. 

In the case of time invariant communication networks, the adjacency matrix AG is fixed. 

According to the results of the Theorem 2.1, the communication topology should be a graph 

containing a spanning tree in which the secondary control of each DG only requires information 

about that DG and its immediate neighbors in the communication graph. Therefore, the 

communication requirements for implementing the proposed control with a time invariant 

communication network are rather mild. However, the implemented secondary control may not 

be robust against communication link failures or data loss. Given the physical structure of the 

microgrid, it is not difficult to select a graph with a spanning tree that connects all the DGs in an 

optimal fashion.  Such optimal connecting graphs can be designed using operations research or 

assignment problem solutions [99]-[100]. The optimization criteria can include minimal lengths 

of the communication links, maximal use of existing communication links, minimal number of 

links, and etc.  

Alternatively, time variant communication structure can be exploited to increase the 
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secondary control reliability. In this communication structure, each DG can send its own 

information to the neighboring DGs intermittently. The communication network is piecewise 

constant (i.e. the adjacency matrix AG changes intermittently at pre-specified time instants.). 

Therefore, the secondary control is robust against data loss and communication link failures 

 [77]. According to  [77], a time variant communication network can provide the synchronization if 

the sequential completeness condition is satisfied. The sequential completeness condition 

means that, with the infinite sequence of finite intervals, the resulting graph over each finite 

interval must contain a spanning tree. 

Simulation Results for the Distributed Secondary Voltage Control 

 The effectiveness of the proposed secondary voltage control is verified by simulating an 

islanded microgrid in Matlab. Figure 2-6 illustrates the single line diagram of the microgrid test 

system. This microgrid consists of four DGs. The lines between buses are modeled as series 

RL branches. The specifications of the DGs, lines, and loads are summarized in Appendix B. 

 It is assumed that DGs communicate with each other through the communication 

digraph depicted in Figure 2-7. This communication topology is chosen based on the 

geographical location of DGs. The associated adjacency matrix of the digraph in Figure 2-7 is  

 

0 0 0 0

1 0 0 0
.

0 1 0 0

1 0 0 0

GA

 
 
 
 
 
 

  (2,46) 

DG 1 is the only DG that is connected to the leader node with the pinning gain b1=1. In the 

following, first, the effectiveness of the proposed secondary voltage control is shown for three 

different reference voltage values. Then, the effects of the algebraic Riccati equation 

parameters on the transient response of the controller are studied. Finally, the effectiveness of 

the proposed voltage control is verified when a time-varying communication network is used. 
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Figure 2-6 Single Line Diagram of the Microgrid Test System 

 

 

Figure 2-7 Topology of the Communication Digraph 

 

Simulation Results for Different Reference Voltage Values 

 In this section, the coupling gain in (2,38) is c=4 which satisfies (2,39). The solution of 

the algebraic Riccati equation in (2,37) is used to calculate the feedback control vector K in 

(2,38). The algebraic Riccati equation parameters are chosen as 
50000 0

0 1
Q

 
  
 

 and R=0.01. 

The resulting feedback control vector is K=[2236 67.6]. It is assumed that the microgrid is 

islanded from the main grid at t=0, and the secondary control is applied at t=0.6 s. It should be 
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noted that the secondary control level always exists as a supervisory control level and take 

actions in the event of disturbances. However, to highlight the effectiveness of the proposed 

secondary control, it is assumed that the secondary control is applied with a delay. Figures 2-

8(a), 2-8(b), and 2-8(c) show the simulation results when the reference voltage value is set to 1 

pu, 0.95 pu, and 1.05 pu, respectively. As seen in Figure 2-8, while the primary control keeps 

the voltage amplitudes stable, the secondary control returns all terminal voltage amplitudes to 

the pre-specified reference values in 0.2 seconds. 

The secondary voltage control can also be defined to control the voltage magnitude of 

the critical bus shown in Figure 2-6. In this case, vref is chosen according to (2,21), where vc,mag 

in (2,21) denotes the voltage magnitude of the critical bus. vnominal in (2,21) is set to 1 pu. kpc and 

kic in (2,21) are set to 4 and 100, respectively. As seen in Figure 2-9, the secondary control is 

applied at t=0.6 s, and returns the voltage magnitude of critical bus to vnominal in less than 0.3 s. 
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Figure 2-8 DG Output Voltage Magnitudes for (a) vref=1 pu, (b) vref=0.95 pu, and (c) vref=1.05 pu 
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Figure 2-9 Critical Bus Voltage Magnitude 

 

The Effect of Algebraic Riccati Equation (ARE) Parameters on the Transient Response 

 To show the effect of the ARE parameters on the response speed of the secondary 

voltage control (Appendix A), two different cases are considered. The reference value for the 

terminal voltage of DGs is set to 1 pu. In the first case, ARE parameters are set as 

1000 0

0 1
Q

 
  
   

and 0.01R  . Compared with the case studied in Figure 2-8(a), the element in 

the first row and column of matrix Q, which directly affects the control of vodi, is smaller. Figure 2-

10(a) shows the DG output voltage magnitudes before and after applying the secondary control. 

As seen, the terminal voltage amplitudes synchronize to 1 pu after 0.3 s. Therefore, with a 

smaller Q, the secondary voltage control is slower than the case studied in Figure 2-8(a). 

In the second case, the ARE parameters are set as 
50000 0

0 1
Q

 
  
   

and 5R  . 

Compared with the case studied in Figure 2-8(a), R is larger. Figure 2-10(b) shows the DG 

output voltage magnitudes before and after applying the secondary control. As seen, the 

terminal voltage amplitudes converge to 1 pu after 0.5 s. Therefore, with a larger R, the 

secondary voltage control is slower than the case studied in Figure 2-8(a).   
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Figure 2-10 DG Output Voltage Magnitudes with the Following Control Parameters: (a) 

1000 0

0 1
Q

 
  
   

and R=0.01, (b) 50000 0

0 1
Q

 
  
   

and R=5. 

 

 

 

 

 

 

0 0.2 0.4 0.6 0.8 1 1.2
0.9

0.95

1

1.05
v o

,m
a
g
(p

u
)

time (s)

   

 

 

DG1

DG2

DG3

DG4

(a)

0 0.2 0.4 0.6 0.8 1 1.2
0.9

0.95

1

1.05

v o
,m

a
g
(p

u
)

time (s)

 

 

(b)



 

 56

The Effect of Time-varying Communication Networks on the Performance of the Distributed 

Secondary Voltage Control 

In this section, it is assumed that the microgrid is islanded from the main grid at t=0, and 

the voltage control is applied at t=0.6 s. However, the distributed voltage control is associated 

with time-varying communication networks. The reference voltage is set to vref=1 pu. Figure 2-11 

shows the three communication network structures that are used in simulation. Each structure is 

adopted at a specific time interval. The communication digraph in Figure 2-11(a) models the 

communication network at the time interval [(0.6+0.15k) s, (0.6+0.15k)+0.05 s], for k=0,1,... The 

communication digraph in Figure 2-11(b) models the communication network at the time interval 

[(0.65+0.15k) s, (0.65+0.15k)+0.05 s], for k=0,1,... The communication digraph in Figure 2-11(c) 

models the communication network at the time interval [(0.7+0.15k) s, (0.7+0.15k)+0.05 s], for 

k=0,1,... It is seen that over the each 0.15 s period, the sequential completeness condition is 

satisfied. As seen in Figure 2-12, while the primary control keeps the voltage amplitudes stable, 

the secondary control returns all terminal voltage amplitudes to vref. This simulation result 

verifies the effectiveness of the proposed voltage control in the case of time-varying 

communication networks and communication link failures. 

 

Figure 2-11 Topologies of the Time-Varying Communication Network 
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Figure 2-12 DG Output Voltage Magnitudes with Time-Varying Communication Network 

 

Conclusion 

In this chapter, the concept of distributed cooperative control of multi-agent systems is 

adopted to implement the secondary voltage control of microgrids. Input-output feedback 

linearization is used to transform the nonlinear dynamics of DGs to linear dynamics. Feedback 

linearization converts the secondary voltage control to a second-order tracking synchronization 

problem. The controller for each DG is fully distributed. Each DG only requires its own 

information and the information of some neighbors. The proposed microgrid secondary control 

requires a sparse communication network with one-way communication links and is more 

reliable than centralized secondary controls. It is shown that the proposed voltage control 

effectively works in the case of time-varying communication networks, and the controller 

parameters can effectively tune the controller synchronization speed. 
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Chapter 3 

Distributed Secondary Frequency Control of Microgrids 

Introduction 

 In this chapter, the distributed cooperative control of multi-agent systems is used to 

design the secondary frequency control of microgrids. Input-output feedback linearization can 

be used to transform the nonlinear heterogeneous dynamics of DGs to linear dynamics. Once 

input-output feedback linearization is applied, the secondary frequency control leads to a first-

order synchronization problem. Fully distributed frequency control protocols are derived for each 

DG that synchronize the DG frequencies to the nominal value and allocate the active power of 

DGs based on their active power ratings  [101]. The proposed secondary frequency control is 

implemented through a sparse communication network. The communication network is modeled 

by a digraph. Each DG requires its own information and the information of its neighbors on the 

digraph. The sparse communication structure requires one-way communication links and is 

more reliable than centralized secondary frequency controls.  

The rest of this chapter is organized as follows. First, the secondary frequency control 

objectives are discussed. Then, the secondary frequency control is proposed. Finally, a 

microgrid test system is used to verify the effectiveness of the proposed secondary frequency 

control. 

Secondary Frequency Control Objectives 

The primary frequency control is considered,  

 

* .PiD Pi i i     (3,1) 

where *
i  is the primary frequency control reference and DPi is the frequency-active power 

droop coefficient. The secondary frequency control chooses *
i  such that the angular 

frequency of each DG synchronizes to nominal angular frequency, i.e. i ref  , where 
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2ref reff  . reff  is the nominal frequency of the microgrid, and can be equal to 50 Hz or 

60 Hz. It should be noted that once the secondary frequency control is applied, the DG output 

powers are allocated according to the same pattern used for primary control  [102]. After 

applying the primary control, the DG output powers satisfy the following equality 

 

1 1 .P PN ND P D P    (3,2) 

Since the active power droop coefficients DPi are chosen based on the active power rating of 

DGs, Pmaxi, (3,2) is equivalent to 

 

1

max1 max
.N

N

PP

P P
    (3,3) 

Therefore, the secondary frequency control must also satisfy (3,2) or (3,3). For the secondary 

frequency control, the outputs and inputs of the dynamical model of DG in (2,19) are i iy 
 

and *
i iu  , respectively. 

In the next section, the distributed cooperative control of multi-agent systems will be 

adopted to develop the secondary frequency control with a distributed structure. The proposed 

secondary frequency control exploits the following relationship between the output active power 

of each DG and its angular frequency. Assuming small Rci in Figure 2-1, the output active power 

of each DG can be written as  [103] 

 sin( ) sin( ),oi bi
i i i i

ci

v v
P h

X
     (3,4) 

where i  is the angle of the DG reference frame with respect to the common reference frame.

oiv , biv , and ci i ciX L  are shown in Figure 2-1. The term ih  can be assumed to be constant 

since the amplitude of oiv  and biv  change slightly around the nominal voltage  [103]. Since ciX  

is typically small, i  is small, and hence, sin( )i  is approximately equal to i  [103]. 

Considering these assumptions and differentiating (3,4) yields 
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 ( ),i i i comP h      (3,5) 

Equation (3,5) provides a direct relationship between the differentiated output power of DGs and 

their angular frequency with respect to the angular frequency of microgrid. The global form of 

(3,5) can be written as 

 ( ),comP h      (3,6) 

where { }ih diag h  and com N com  1 . 

Secondary Frequency Control Based on Distributed Cooperative Control 

The distributed cooperative frequency control is designed to synchronize the frequency 

of DGs, i in (3,1), to the reference frequency, ref , while sharing the active power among 

DGs based on their power ratings as stated in (3,2). 

Applying input-output feedback linearization by differentiating the frequency-droop 

characteristic in (3,1) yields 

 * ,i i Pi i iD P u       (3,7) 

where ui is an auxiliary control to be designed. Equation (3,7) is a dynamic system for 

computing the control input *
i  from ui (See Figure 3-1). The auxiliary control should be 

designed such that DG frequencies synchronize to the reference frequency ref , and (3,2) is 

satisfied. According to (3,7), the secondary frequency control of a microgrid including N DGs is 

transformed to a synchronization problem for a first-order and linear multi-agent system 

 

1 1 1 1

2 2 2 2

,

,

.

P

P

N PN N N

D P u

D P u

D P u






  


 


  







  (3,8) 

To achieve synchronization, it is assumed that DGs can communicate with each other 

through the prescribed communication digraph Gr in Chapter 2. The auxiliary controls ui are 
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chosen based on each DG’s own information, and the information of its neighbors in the 

communication digraph as 

 ( ( ) ( ) ( )),
i i

i f ij i j i i ref ij Pi i Pj j
j N j N

u c a b a D P D P   
 

         (3,9) 

where fc R
 
is the coupling gain. It is assumed that the pinning gain 0ib   is nonzero for only 

one DG that has the reference frequency ref .  

The global control input u  is written as  

 (( )( ) ),f ref Pu c L B LD P        (3,10)  

where  1 2
T

N     , ref N ref  1 , with N1  the vector of ones with the length of N,

{ }P PiD diag D , and  1 2
T

NP P P P  . The Kronecker product is . N NB    is a diagonal 

matrix with diagonal entries equal to the pinning gains ib . The global form of dynamics in (3,8) 

can be written as 

 (( )( ) ).P f ref PD P c L B LD P          (3,11) 

 The term ( )( )refL B     is defined as the global neighborhood tracking error e. The 

term ref   is defined as the global disagreement vector,  . 

Lemma 2.1 [83]. Zero is a simple eigenvalue of L if and only if the directed graph has a 

spanning tree. Moreover, 0NL 1 , with N1  being the vector of ones with the length of N . 

Lemma 2.2 [104]. Let the digraph Gr have a spanning tree and 0ib   for at least one root node. 

Then, L+B is a nonsingular M-matrix. Additionally 

 min/ ( ),e L B  
 (3,12)

 

where min ( )L B   is the minimum singular value of L B , and 0e   if and only if 0  . 

 In the following, it is assumed that the DG for which 0ib   is labeled as DG 1. Theorem 

3.1 is the main result. 
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Theorem 3.1 Let the digraph Gr have a spanning tree and 0ib  for only one DG placed as a 

root node of digraph Gr. Let the auxiliary control iu  be chosen as in (3,9). Then, the DG 

frequencies i  in (3,1) synchronize to ref , and the active power among DGs is shared based 

on their power ratings satisfying (3,3). 

Proof: In the steady state, the left sides of (3,11) and (3,6) are equal to zero. Setting the left side 

of (3,6) equal to zero yields 

 .com    (3,13) 

Equation (3,13) shows that all the DG frequencies synchronize to the microgrid frequency in 

steady state. Therefore, according to Lemma 2.1 

 0.L   (3,14) 

Setting the left side of (3,11) equal to zero, and considering (3,14) yields 

 ( ) 0.P refLD P B       (3,15) 

The commensurate form of (3,15) can be written as 
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 (3,16) 

that equivalently yields (3,17) and (3,18). 

 12 1 1 2 2 1 1 1 1 1( ) ( ) ( ) 0,P P N P PN N refa D P D P a D P D P b          (3,17) 

 

2 2 1 1

3 3 1 1

1 1

( )( ) 0,

P P

P P

PN N P

D P D P

D P D P
L B

D P D P
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   

  
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where 
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  (3,19) 
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  (3,20) 

 Equation (3,18) shows that the set  1 1 2 2, ,...,P P PN ND P D P D P  can be considered on a 

communication digraph with 1 1PD P  as the leader node. All nodes have access to the leader 1 1PD P  

through the matrix B  in (3,20). Since the original digraph Gr has a spanning tree with 1 1PD P  as 

the root node, at least one of the diagonal terms in B  is non-zero. Therefore, exploiting Lemma 

2.2 shows that all Pi iD P  synchronize to a common value in the steady state which satisfies (3,2)

, or, equivalently, (3,3). Additionally, according to (3,17), having all Pi iD P  synchronized to a 

common value shows that 1  synchronizes to ref  and hence, according to (3,13), all DG 

frequencies synchronize to ref . This completes the proof.                                                       □ 

The block diagram of the secondary frequency control based on the distributed 

cooperative control is shown in Figure 3-1. As seen in this figure, the control input *
i  is written 

as 

 

* .i iu dt     (3,21) 

The coupling gain cf has a direct impact on the convergence speed of the proposed frequency 

control. Appendix C discusses the impact of the controller gain on the synchronization speed a 

tracking synchronization problem the controller. 

The proposed secondary frequency control can admit both time invariant and time 
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variant communication networks. In the case of time invariant communication networks, 

according to the results of the Theorem 3.1, the communication topology should be a graph 

containing a spanning tree in which the secondary control of each DG only requires information 

about that DG and its immediate neighbors in the communication graph. Therefore, the 

communication requirements for implementing the proposed control with a time invariant 

communication network are rather mild.  

 In the case of time variant communication structure, the communication network is 

piecewise constant (i.e. the adjacency matrix AG changes intermittently at pre-specified time 

instants.). Therefore, the secondary frequency control is robust against data loss and 

communication link failures [77]. According to [77], a time variant communication network can 

provide the synchronization if the sequential completeness condition is satisfied. The sequential 

completeness condition means that, with the infinite sequence of finite intervals, the resulting 

graph over each finite interval must contain a spanning tree. 

 

 

 

 

Figure 3-1 The Block Diagram of the Distributed Secondary Frequency Control 



 

 65

Simulation Results for the Distributed Secondary Frequency Control 

The microgrid shown in Figure 2-6 is used to verify the effectiveness of the proposed 

secondary control. The specifications of the DGs, lines, and loads are summarized in Appendix 

B. The simulation results are extracted by modeling the dynamical equations of microgrid in 

Matlab. 

It is assumed that DGs communicate with each other through the communication 

digraph depicted in Figure 2-7. This communication topology is chosen based on the 

geographical location of DGs. DG 1 is the only DG connected to the leader node with the 

pinning gain of 1 1b  . The reference value for the microgrid frequency 2
ref

reff


 is set as 

50 Hz. The coupling gain cf is set to 400. 

It is assumed that the microgrid is islanded form the main grid at t=0 and the secondary 

frequency control is applied at t=0.6 s. Figure 3-2 shows frequencies and output powers of DGs 

before and after applying the secondary frequency control. As seen in Figure 3-2(a), once the 

primary control is applied, DG operating frequencies all go to a common value that is the 

operating frequency of microgrid. However, the secondary frequency control returns the 

operating frequency of microgrid to its nominal value after 0.3 s. Figure 3-2(b) shows that the 

DG output powers all satisfy (3,2) and (3,3), and are set according to the power rating of DGs. 
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Figure 3-2 The Secondary Frequency Control with cf= 400 and fref= 50 Hz: (a) DG Frequencies 

and (b) DG Active Power Ratios 
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 The coupling gain cf has a direct impact on the synchronization speed of the secondary 

frequency control. To show this impact, the coupling gain is decreased from 400 to 40 in the 

following case study. Figure 3-3 shows the simulation results when the coupling gain cf is set to 

40. It is assumed that the microgrid is islanded from the main gird at t=0, and the secondary 

frequency control is applied at t=0.6 s. Compared with the simulation results in Figure 3-2, 

smaller value of the coupling gain cf decreases the frequency control synchronization speed. 

 

 

Figure 3-3 The Secondary Frequency Control with cf= 40 and fref= 50 Hz: (a) DG Frequencies 

and (b) DG Active Power Ratios 
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To show the effectiveness of the proposed distributed frequency control, another round 

of simulations are performed using a time-varying communication network, shown in Figure 2-

11. The communication digraph in Figure 2-11(a) models the communication network at the 

time interval [(0.6+0.15k) s, (0.6+0.15k)+0.05 s], for k=0,1,... The communication digraph in 

Figure 2-11(b) models the communication network at the time interval [(0.65+0.15k) s, 

(0.65+0.15k)+0.05 s], for k=0,1,... The communication digraph in Figure 2-11(c) models the 

communication network at the time interval [(0.7+0.15k) s, (0.7+0.15k)+0.05 s], for k=0,1,... It is 

seen that over the each 0.15 s period, the sequential completeness condition is satisfied. As 

seen in Figure 3-4(a), once the primary control is applied, DG operating frequencies all go to a 

common value that is the operating frequency of microgrid. However, the secondary frequency 

control returns the operating frequency of microgrid to its nominal value. Figure 3-4(b) shows 

that the DG output powers all satisfy (3,2) and (3,3), and are set according to the power rating 

of DGs. These results verify the effectiveness of the proposed secondary frequency control 

when a time-varying communication network is used. 

Conclusion 

The secondary frequency control of microgrids is designed based on the distributed 

cooperative control of multi-agent systems. Input-output feedback linearization is used to 

transform the nonlinear dynamics of DG to linear dynamics. Feedback linearization converts the 

secondary frequency control to the first-order tracking synchronization problem. The control 

inputs are designed to restore the frequency of microgrid and allocate the active power of DGs 

based on their active power ratings. The proposed secondary frequency control requires a 

sparse communication structure with one-way communication links and is more reliable than 

centralized secondary controls. 
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Figure 3-4 The Secondary Frequency Control with Time-Varying Communication Network: (a) 

DG Frequencies and (b) DG Active Power Ratios 
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Chapter 4 

Two-Layer Multi-Objective Control Framework for Microgrids 

Introduction 

 A microgrid as a small-scale power system facilitates the reliable and effective 

integration of DGs. Although DGs can be of rotating machinery type, more recently, 

electronically-interfaced DGs through voltage source inverters (VSI) became prevalent to 

integrate micro-turbines and renewable energy resources such as fuel-cells, solar energy, and 

wind energy. As discussed in Chapter 1, the control structure of a VSI may vary based on the 

control objectives such as voltage and frequency, or active and reactive power. In Chapters 2 

and 3, distributed control structures for islanded microgrids with voltage controlled voltage 

source inverters (VCVSI) were proposed. VCVSIs have internal voltage and current controller 

loops that facilitate the voltage and frequency control of DG. However, in some DGs, the sole 

active and reactive power control may be of interest. This requirement can be satisfied through 

the current controlled voltage source inverters (CCVSI). CCVSIs possess an internal current 

controller that controls the direct and quadrature components of the VSI output current which in 

turn facilitates the active and reactive power control of DG  [105]- [110]. Micro-turbines and fuel-

cells are dispatchable power sources, and their associated voltage source inverter can operate 

as a CCVSI to adjust their generated power by the microgrid operator. Solar panels and wind 

turbine generators are intermittent power sources. The uncertainty and intermittency in the 

generated power is a big hassle to exploit wind and solar power sources as dispatchable DGs. 

Energy storage systems (e.g., batteries) can be exploited to compensate for the intermittency in 

the generated power of wind and solar power sources. Doing so, solar panels and wind turbine 

generators can also be exploited as dispatchable power sources  [106]. 

 A microgrid is able to operate in both grid-connected and islanded modes. In the grid-

connected mode, the main grid dictates the microgrid voltage and frequency. In this mode, the 

DG control objectives are defined as active and reactive power, and hence they can be 
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exploited as CCVSIs. The microgrid can switch to the islanded mode due to the preplanned 

scheduling or unplanned disturbances. Subsequent to the islanding process, microgrid loses the 

voltage and frequency support by the main gird as well as the active and reactive power 

balance between the total power generation and consumption. Therefore, some DGs are 

required to switch to the VCVSI structure to provide a fast voltage and frequency support and 

compensate for the mismatch between the power generation and consumption. In this chapter, 

it is assumed that some DGs remain in the CCVSI mode subsequent to islanding process. 

 As discussed in Chapter 1, the VCVSI are equipped with the primary control to maintain 

the voltage and frequency stability of the microgrid. The primary control provides a fast voltage 

and frequency support, however, it might not return the microgrid to the normal operating 

conditions and an additional control level is required to restore the voltage and frequency. This 

functionality is provided by the secondary control, which compensates for the voltage and 

frequency deviations caused by the primary control [76]. In the previous chapters, the studied 

mcirogirds were assumed to be equipped with only VCVSIs. Therefore, the secondary control 

only dealt with the voltage and frequency control of VCVSIs. In this chapter, it is assumed that 

some DGs are exploited in the CCVSI mode. Therefore, the secondary control is designed to 

adjust the control inputs of VCVSIs and CCVSIs. 

 In this chapter, a two-layer control framework is proposed to implement the secondary 

control for an islanded microgrid containing both VCVSIs and CCVSIs. The first control layer 

deals with the voltage and frequency control of VCVSIs. Additionally, the active and reactive 

power of VCVSIs should be allocated based on their active and reactive power ratings. The 

second control layer objectives are to control the active and reactive power of CCVSIs. Each 

control layer is implemented through the distributed control of multi-agent systems. The control 

layers require a rather mild communication network with one-way communication links, and are 

fully distributed such that each DG only requires its own information and the information of its 

neighbors on the communication network graph. The distributed structure of the communication 
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network obviates the requirements for a central controller and improves the system reliability. 

The salient features of the proposed methodology are: 

 A two-layer and distributed control framework is proposed that simultaneously controls the 

VCVSI and CCVSI control objectives. 

 The proposed control framework controls microgrids containing both VCVSIs and CCVSIs, 

synchronizes the voltage and frequency of the microgrid to the nominal values, and 

allocates the active and reactive power of VCVSIs and CCVSIs based on the inverter’s 

power ratings. 

 The availability of the active and reactive power capacity in VCVSIs is of particular 

importance to provide fast voltage/frequency support. The proposed control framework 

exploits a portion of CCVSIs’ active and reactive power capacity for the voltage/frequency 

restoration and, hence, the availability of the VCVSIs’ active and reactive power for future 

disturbances is increased. 

 This chapter is organized as follows. First, the two-layer and multi-objective control 

framework of microgrids is introduced. Then, a dynamical model for CCVSIs is proposed. Based 

on the dynamical models of VCVSIs and CCVSIs, distributed control protocols for VCVSIs and 

CCVSIs are designed. Finally, the proposed control framework is verified using a microgrid test 

system and IEEE 34 bus test feeder. 

Two-Layer Multi-Objective Control Framework for Microgrids 

 Inverter based DGs can be of VCVSI or CCVSI type. In VCVSIs, internal voltage and 

current controller loops control the voltage and frequency of DG. CCVSIs possess an internal 

current controller that controls the direct and quadrature components of the VSI output current 

which in turn facilitates the active and reactive power control of DG. When a microgrid is 

connected to the main grid, its voltage and frequency are dictated by the main grid. In this 

mode, the DG control objectives are active and reactive power, and hence, all DGs can be 

exploited as CCVSIs. Subsequent to the islanding process, the microgrid loses its voltage and 
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frequency support by the main gird as well as the active and reactive balance between the total 

power generation and consumption. Therefore, some DGs are required to switch to the VCVSI 

structure to provide the voltage and frequency support and compensate for the mismatch 

between the power generation and consumption  [76].   

 The VCVSIs are equipped with the primary control  [76] to maintain the voltage and 

frequency stability of the microgrid. As discussed in Chapter 1, primary control avoids voltage 

and frequency instability by keeping these values in pre-specified ranges. Coordinated control 

of the primary local controllers can be achieved by the active and reactive-power droop 

techniques as  

 

* ,

* * .,

Pi

Qi

D Pi i i

v E D Qo magi i i

 





 

 

 (3,22) 

v*
o,magi is the reference value for the output voltage magnitude that is provided for the internal 

voltage control loop of VCVSI. ωi is the angular frequency of the VCVSI dictated by the primary 

control. Pi and Qi are the measured active and reactive power at the DG’s terminal. DPi and DQi 

are the droop coefficients. *Ei  
and *

i  are the primary control references  [76]. The droop 

coefficients are selected based on the active and reactive power ratings of each VCVSI. 

 The primary control provides a fast voltage and frequency support for the microgrid, 

however, it might not return the microgrid to the normal operating conditions and an additional 

control is required to restore the voltage and frequency. This functionality is provided by the 

secondary control, which compensates for the voltage and frequency deviations caused by the 

primary control. The secondary control operates with a longer time frame than primary control 

and adjusts the control inputs of VCVSIs and CCVSIs to restore the voltage and frequency of 

microgrid to their nominal values.  

 In this chapter, a two-layer control framework is presented to implement the secondary 

control for an islanded microgrid with both VCVSIs and CCVSIs. The first layer, namely, control 
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layer 1, controls the VCVSIs. The second layer, namely, control layer 2, controls CCVSIs. The 

distributed control of multi-agent systems is used to implement each control layer. Each control 

layer is associated with a limited and sparse communication network. Figure 4-1 illustrates the 

two-layer microgrid control framework along with the communication networks. The 

communication topology for each layer should be a graph containing a spanning tree in which 

the implemented controller at each DG only requires information about that DG and its direct 

neighbors in the communication graph.  Given the physical structure of the microgrid, it is not 

difficult to select a graph with a spanning tree that connects all DGs in an optimal fashion. Such 

optimal connecting graphs can be designed using operations research or assignment problem 

solutions. The optimization criteria can include minimal lengths of the communication links, 

maximal use of existing communication links, minimal number of links, and so on. 

 

 

Figure 4-1 The Comprehensive Distributed Control of Microgrids with Two Control Layers 
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 The control layer 1 provides a framework to control VCVSIs in a distributed manner. 

This control layer has two main control parts, namely, frequency control and voltage control. 

Frequency control chooses *
i  such that the angular frequency of each VCVSI synchronizes to 

its nominal value, i.e. i ref  . Additionally, it allocates the VCVSI output active powers 

according to 

 

1

max1 max
,V

V

N

N

PP

P P
    (3,23) 

where NV is the number of VCVSIs in the islanded microgrid. max iP  denotes the active power 

rating of ith VCVSI. Since the active droop coefficients DPi are chosen based on the active power 

ratings of VCVSIs,(3,23) is equivalent to 

 

1 1 .
V VP PN ND P D P    (3,24) 

 The voltage control selects *Ei
 in (3,22) such that the output voltage amplitudes of 

VCVSIs vo,magi return to the reference voltage, i.e. vo,magi→vref. If vref  is set to the nominal voltage 

of microgrid vnominal, the output voltage magnitude of VCVSIs synchronize to the nominal voltage 

of microgrid. However, vref can be chosen such that the voltage magnitude of a critical bus of 

microgrid synchronizes to vnominal. In this case, vref is defined by (2,21). 

 The other objective of the voltage control can be defined as allocating the VCVSI output 

reactive powers according to 

 

1

max1 max
,V

V

N

N

QQ

Q Q
    (3,25) 

where NV is the number of VCVSIs in the islanded microgrid. max iQ  denotes the reactive power 

rating of ith VCVSI. Since the reactive droop coefficients DQi are chosen based on the reactive 

power ratings of VCVSIs, (3,25) is equivalent to 

 

1 1 .
V VQ QN ND Q D Q    (3,26) 
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The voltage droop characteristic in (3,22) is designed assuming a fully inductive microgrid. 

Therefore, (3,25) and (3,26) can be exactly satisfied in fully inductive microgrids, and hence 

small amount of mismatches among reactive power ratios can be observed in non inductive 

micrgrids. 

 While the control layer 1 is active to control the voltage and frequency of microgrid by 

tuning VCVSIs, the control layer 2 objectives for CCVSIs are to control the active and reactive 

powers of CCVSIs. The CCVSIs should provide active and reactive power supports for VCVSIs 

by compensating a portion of the consumed active and reactive power in the microgrid. Doing 

so, the VCVSIs can generate less active and reactive power, and save their active and reactive 

power capacities to provide a fast voltage and frequency control for future disturbances. The 

control layer 2 sets the control inputs of CCVSIs such that their output active and reactive 

powers of satisfy 

 

1
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P P
     (3,27) 
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where NC is the number of CCVSIs in the islanded microgrid. max iP  and max iQ  denote the 

active and reactive power ratings of ith CCVSIs. P  and Q  are pre-specified active and 

reactive power ratio references. Equations (3,27) and (3,28) show that the active and reactive 

power of CCVSIs must be allocated based on their active and reactive power ratings. 

Dynamical Model of CCVSIs 

 The block diagram of a CCVSI based DG is shown in Figure 4-2. It contains an inverter 

bridge, connected to a primary dc power source. The current controller adjusts the direct and 

quadrature terms of output current ioi. As seen in Figure 4-3, a control block is used to calculate 

the angle of the ith CCVSI reference frame with respect to the common reference frame i  such 

that the quadrature term of output voltage voqi becomes zero  [111]. This control block is named 
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as i  calculator. 

 The block diagram of the current controller is shown in Figure 4-4. The differential 

algebraic equations of the current controller are written as 

 

,di drefi odii i     (3,29) 

 

,qi qrefi oqii i     (3,30) 

 

* ( ) ,idi odi b fi oqi PCi drefi odi ICi div v L i K i i K       (3,31) 

 

* ( ) ,iqi oqi b fi odi PCi qrefi oqi ICi qiv v L i K i i K       (3,32) 

 

Figure 4-2 The Block Diagram of a CCVSI 

 

Figure 4-3 The Block Diagram of αi Calculator 
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Figure. 4-4 The Block Diagram of the Current Controller for a CCVSI 

where γdi and γqi are the auxiliary state variables defined for the PI controllers in Figure 4-4. iodi 

and ioqi are the direct and quadrature components of output current ioi in Figure 4-2. Other 

parameters are shown in Figure 4-2 and 4.4. Assuming that the inverter bridge produces the 

demanded voltage, i.e. *
idi idiv v  and *

iqi iqiv v , the dynamics of output RL filter can be written 

as 

 

1 1
,fi

odi odi com oqi idi odi
fi fi fi

R
i i i v v

L L L
      (3,33) 

 

1 1
.fi

oqi oqi com odi iqi oqi
fi fi fi

R
i i i v v

L L L
      (3,34) 

Equations (3,29)-(3,34) form the large-signal dynamical model of the ith CCVSI. The large-

signal dynamical model can be written in a compact form as 

 

( ) ( ) ( )

( )
CCi CCi CCi CCi CCi CCi CCi CCi CCi

CCi CCi CCi CCi CCi

x x x x u

y h x d u

  
  

f k D g
,  (3,35) 

where the state vector is  

 [ ] .T
CCi di qi odi oqix i i    (3,36) 
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The term DCCi=[ωcomvodi]
T is considered as a known disturbance. The detailed expressions for 

fCCi(xCCi), gCCi(xCCi), and kCCi(xCCi) can be extracted from (3,29) to (3,34). 

The active and reactive power of CCVSI can be written as 

 i odi odi oqi oqiP v i v i  , (3,37) 

 i oqi odi odi oqiQ v i v i  .  (3,38) 

Since the i  of each CCVSI is chosen such that voqi becomes zero, the output active and 

reactive powers Pi and Qi in (3,37) and (3,38) can be written as 

 i odi odiP v i ,  (3,39) 

 i odi oqiQ v i  .  (3,40) 

Therefore, 
max

i
i

P
P  and 

max
i

i

Q
Q  can be tuned by controlling iodi and ioqi. Since iodi is controlled 

by idrefi, the output and control input in (3,35) are set to 
max

i
CCi

i

P
y

P
 and uCCi=idrefi for the active 

power control. Since ioqi is controlled by iqrefi, the output and control input in (3,35) are set to 

max

i
CCi

i

Q
y

Q
 and uCCi=iqrefi for the reactive power control. 

Controller Design for Each Layer of the Proposed Control Framework 

 In this section, the control design procedure for VCVSIs and CCVSIs are elaborated.  

Control Layer 1: Frequency and Voltage Control of VCVSIs 

Frequency Control of VCVSIs 

 The distributed frequency control is to synchronize all of VCVSI frequencies to the 

nominal frequency. Additionally, it should allocate the output active power of VCVSIs based on 

their active power ratings, i.e. it should satisfy (3,23) and (3,24). In Chapter 3, the design 

procedure of the frequency control was elaborated. The distributed frequency control block 

diagram is shown in Figure 3-1. 

Voltage Control of VCVSIs 
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 In Chapter 2, the sole voltage control of VCVSI was discussed. In this chapter, the 

voltage and reactive power control of VCVSIs is considered. Therefore, the goal of voltage 

control is to choose appropriate control inputs *Ei  in (3,22) to synchronize the voltage 

magnitudes of VCVSIs vo,magi to the reference voltage vref, and allocate the output reactive power 

of VCVSIs based on their reactive power ratings, i.e. it satisfying (3,25) and (3,26). It should be 

noted that the voltage-droop characteristic in (3,22) is designed assuming a microgrid with 

inductive transmission lines. Therefore, small mismatches among reactive power ratios and 

voltage magnitudes can be observed in micrgrids where the transmission lines are not fully 

inductive. 

 According to (2,4), the synchronization of the voltage magnitudes of VCVSIs, vo,magi, is 

equivalent to synchronizing the direct term of output voltages vodi. To facilitate the simaltnous 

control of VCVSIs’ voltage and reactive power, the fast dynamics of internal voltage and current 

controller in Figure 2-1 are neglected. Doing so, one can write v*
o,magi=vodi. Considering this fact, 

the differentiated voltage-droop characteristic in (3,22) is 

 * ,i odi Qi i viE v D Q v      (3,41) 

where viv  is an auxiliary control to be designed. Equation (3,41) is a dynamic system for 

computing the control input *Ei  
from viv . The auxiliary control should be designed such that 

VCVSI voltage magnitudes synchronize to the reference voltage refv , and (3,25) is satisfied. 

According to (3,41), the voltage control of a microgrid including NV VCVSIs is transformed to a 

synchronization problem for a first-order and linear multi-agent system 

 

1 1 1 1

2 2 2 2

,

,

.
V V V V

od Q v

od Q v

odN QN N vN

v D Q v

v D Q v

v D Q v

  


 


  







  (3,42) 
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 To achieve synchronization, it is assumed that VCVSIs can communicate with each 

other through the prescribed communication digraph Gr. The auxiliary controls viv  are chosen 

based on each VCVSI’s own information, and the information of its neighbors in the 

communication digraph as 

 ( ( ) ( ) ( )),
i i

vi v ij odi odj i odi ref ij Qi i Qj j
j N j N

v c a v v b v v a D Q D Q
 

         (3,43) 

where vc R  is the coupling gain. It is assumed that the pinning gain 0ib   is nonzero for one 

VCVSI that has the reference voltage refv  information. Theorem 3.1 can be used to show that 

the auxiliary control in (3,43) synchronizes all VCVSI voltage amplitudes to vref and shares the 

output reactive power of VCVSIs based on their reactive power ratings. The reference voltage 

vref can be set to the nominal voltage of the microgrid to synchronize the VCVSI voltage 

magnitudes to the nominal voltage, or can be chosen according to (2,21) to control the voltage 

magnitude of a critical bus of microgrid. 

 The block diagram of the proposed voltage control is shown in Figure 4-5. As seen in 

this figure, the control input *Ei
 is written as 

 

.*
viv dtEi     (3,44) 

 

Figure 4-5 The Block Diagram of the Voltage Control in the Control Layer 1 
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Control Layer 2: Active and Reactive Power Control of CCVSIs 

Active Power Control of CCVSIs 

 Subsequent to the islanding process, the active power of CCVSIs are required to be 

allocated based on their active power ratings which satisfies (3,27). Since the angle of the ith 

CCVSI reference frame with respect to the common reference frame i  is chosen such that the 

quadrature term of output voltage voqi becomes zero, the output active power Pi can be tuned by 

controlling the direct term of output current iodi in Figure 4-2. Since iodi is controlled by idrefi, the 

output and control input in (3,35) are set to 
max

i
CCi

i

P
y

P


 
and uCCi=idrefi for the active power 

control. 

 Input-output feedback linearization is used to generate a direct relationship between the 

output yCCi and input uCCi. According to (3,39), the derivative of Pi can be written as 

 i odi odi odi odiP v i v i   .  (3,45) 

Replacing odii  by (3,33) and dividing both sides of (3,45) by max iP  yields 

 

max max

1 1
( )fiodi odi odi

CCi odi com oqi idi odi
i i fi fi fi

Rv i v
y i i v v

P P L L L
     

 . (3,46) 

Replacing vidi by (3,31) yields 

 ( ) ( )CCi Pi CCi Pi CCi CCiy M N u x x ,  (3,47) 

where 

 

max

max max

1
( ) ( )

( ) ,

fiodi
Pi CCi odi com oqi odi

i fi fi

odi odi odi
odi b fi oqi PCi odi ICi di

i fi i

Rv
M i i v

P L L

v v i
v L i K i K

P L P



 

   

    

x


 (3,48) 

and  

 
max

( ) odi PCi
Pi CCi

i fi

v K
N

P L
x .  (3,49) 
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 An auxiliary control vPiis defined as 

 ( ) ( ) .Pi Pi CCi Pi CCi CCiv M N u x x   (3,50) 

Therefore, (3,47) and (3,50) result in a 1st-order regulator synchronization problem with the 

following linear system dynamics  

 , .CCi Piy v i    (3,51) 

By choosing appropriate vPi, the synchronization for yCCi is provided. The control input uCCi is 

implemented by vPi as  

 1( ( )) ( ( ) ).CCi Pi CCi Pi CCi Piu N M v  x x   (3,52) 

 The auxiliary controls vPi are chosen based on each CCVSI’s own information, and the 

information of its neighbors in the communication digraph as 

 
max max max

( ( ) ( )),
i

ji i
Pi P ij i P

i j ij N

PP P
v c a b

P P P




      (3,53) 

where Pc R  is the coupling gain. It is assumed that the pinning gain 0ib   is nonzero for one 

CCVSI that has the reference active power ratio P . The block diagram of the proposed active 

power control is shown in Figure 4-6. In the following, the Lyapunov technique is used to show 

the effectiveness of the proposed active power control protocol in (3,53). The global active 

power neighborhood tracking error is defined as 1 2 ( )( )
C

T
P P P PN Pe e e e L G P       , where 

1 2

max1 max 2 max

C

C

T
N

N

PP P
P

P P P

 
 
  


 

and 
CP N P  1 . The global active power auxiliary control 

input 1 2 C

T
P P P PNv v v v   

 
is defined as  

 1 2 .
C

T
P P P PN P Pv v v v c e       (3,54) 

Consider the Lyapunov function candidate  

 
1

,
2

T
P PV e Pe   (3,55) 
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where  1
i

P diag w , iw are the elements of a vector w  that satisfies ( ) NL G w 1 . Since the 

digraph   has a spanning tree and 0ik  for at least one root node, L+G is nonsingular and a 

unique solution exists for w  [82]. 

 Differentiating (3,55) yields 

 ( ) .T
P PV e P L G v    (3,56) 

Defining A L G  , and placing (3,54) into (3,56) yields 

 ( ) .
2

T TP
P P

c
V e PA A P e


    (3,57) 

From  [82], TQ PA A P   is positive definite. Therefore, 
2

min ( )
2 2

TP P
P P P

c c
e Qe Q e , and hence  

 
2

min ( ) .
2 2

TP P
P P P

c c
e Qe Q e

 
   (3,58) 

According to (3,58) 

 2
( ) 0.

2
P

P
c

V Q e


    (3,59) 

Equation proves that the global neighborhood tracking error asymptotically goes to zero, and 

hence, according to Lemma 2.2, the distributed control protocols in (3,53) synchronize all 

max
i

i

P
P to P . 

 

 

Figure 4-6 The Block Diagram of the Active Power Control in the Control Layer 2 
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Reactive Power Control of CCVSIs 

 Subsequent to the islanding process, the reactive power of CCVSIs should be shared 

based on their reactive power ratings satisfying (3,28). Since the angle of the ith CCVSI 

reference frame with respect to the common reference frame i  is chosen such that the 

quadrature term of output voltage voqi becomes zero, the output reactive power Qi can be tuned 

by controlling the quadrature term of output current ioqi in Figure 4-2. Since ioqi is controlled by 

iqrefi, the output and control input in (3,35) are set to 
max

i
CCi

i

Q
y

Q
 and uCCi=iqrefi for the reactive 

power control. 

 Input-output feedback linearization is used to generate a direct relationship between the 

output yCCi and input uCCi. According to (3,40), the derivative of Qi can be written as 

 i odi oqi odi oqiQ v i v i    .  (3,60) 

Replacing oqii  by (3,34) and dividing both sides of (3,60) by max iQ  yields 

 

max max

1 1
( )odi oqi fiodi

CCi oqi com odi iqi oqi
i i fi fi fi

v i Rv
y i i v v

Q Q L L L
      


 . (3,61) 

Replacing times by (3,32) yields 

 ( ) ( )CCi Qi CCi Qi CCi CCiy M N u x x ,  (3,62) 

where 

 

max max

max

1
( ) ( )

( ),

odi oqi fiodi
Qi CCi oqi com odi oqi

i i fi fi

odi
oqi b fi odi PCi oqi ICi qi

i fi

v i Rv
M i i v

Q Q L L

v
v L i K i K

Q L



 

     

   

x


 (3,63) 

and  

 
max

( ) odi PCi
Qi CCi

i fi

v K
N

Q L
 x .  (3,64) 

 An auxiliary control vQi is defined as 
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 ( ) ( ) .Qi Qi CCi Qi CCi CCiv M N u x x   (3,65) 

Therefore, (3,62) and (3,65) result in a 1st-order regulator synchronization problem with the 

following linear system dynamics  

 , .CCi Qiy v i    (3,66) 

By choosing appropriate vQi, the synchronization for yCCi is provided. The control input uCCi is 

implemented by vQi as  

 1( ( )) ( ( ) ).CCi Qi CCi Qi CCi iu N M v  x x   (3,67) 

 The auxiliary controls Qiv  are chosen based on each CCVSI’s own information, and the 

information of its neighbors in the communication digraph as 

 max max max

( ( ) ( )),
i

ji i
Qi Q ij i Q

i j ij N

QQ Q
v c a b

Q Q Q




      (3,68) 

where Qc R  is the coupling gain. It is assumed that the pinning gain 0ib   is nonzero for one 

CCVSI that has the reference reactive power ratio Q . The block diagram of the proposed 

reactive power control is shown in Figure 4-7. The same procedure explained for active power 

control of CCVSIs can be used to show that all of 
max

i

i

Q

Q
 synchronize to a Q  and (3,28) is 

satisfied. 

 

Figure 4-7 The Block Diagram of the Reactive Power Control in the Control Layer 2 
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Simulation Results for the Two-layer Multi-objective Control Framework 

Simulation Results for the Microgrid Test System in Figure 4-8 

 The effectiveness of the proposed control schemes is verified by simulating an islanded 

microgrid in Matlab. Figure 4-8 illustrates the single line diagram of the microgrid test system. 

This microgrid consists of seven DGs including three VCVSIs (DGs 1, 5, 7) and four CCVSIs 

(DGs 2, 3, 4, 6). The lines between buses are modeled as series RL branches. The 

specifications of the DGs, lines, and loads are summarized in Appendix D. kpi and kii in Figure 4-

3 are set to 285 and 142500, respectively. The nominal line to line voltage and frequency of the 

microgrid are 380 V and 50 Hz, respectively. In the following, the simulation results are provided 

for three different cases, namely Case 1, Case 2, and Case 3. In Cases 1 and 2, a fixed 

communication network is exploited. In Case 3, the two-layer control framework is implemented 

through a time-varying communication network. 

 

Figure 4-8 Single Line Diagram of the Microgrid Test System 
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Figure 4-9 Topology of the Communication Digraph for (a) Control Layer 1 and (b) Control 

Layer 2 

 It is assumed that VCVSIs and CCVSIs communicate with each other through the 

communication digraphs depicted in Figures 4-9(a) and 4-9(b), respectively. These 

communication topologies are chosen based on the geographical location of DGs. The 

associated adjacency matrix of the digraphs in Figures 4-9(a) and 4-9(b), namely 1GA  and 2GA , 

are  

 1

0 0 0

1 0 0 ,

1 0 0
GA

 
   
  

  (3,69) 

and 

 2

0 0 0 0

1 0 0 0
,

1 0 0 0

1 0 0 0

GA

 
 
 
 
 
 

  (3,70) 

respectively. DG 1 is the only VCVSI that knows the voltage and frequency reference values 

and is connected to the leader node with the pinning gain b1=1. DG 4 is the only CCVSI that 

knows the reference value of active and reactive power ratios P  and Q  with the pinning gain 

b1=1. The coupling gains cf and cv in (3,9) and (3,43)are set to 30. The coupling gains cP and cQ 

in (3,53) and (3,68) are set to 30. 
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 In the first case, namely Case 1, the reference frequency and voltage 2
ref

reff


 and 

vref are set to 50 Hz and 1 pu, respectively. The reference active and reactive power ratios are 

set to 0.4P   and 0.3Q  , respectively. It should be noted that the proposed control 

framework always exists as a supervisory control level and take actions in the event of 

disturbances. However, to highlight the effectiveness of the proposed controls, it is assumed 

that the microgrid is islanded from the main grid at t=0, and the secondary control is applied at 

t=0.7 s. Figure 4-10(a) shows the VCVSIs frequencies. As seen in this figure, the frequency 

control of control layer 1 returns all VCVSIs frequencies to 50 Hz. Figure 4-10(b) shows the ratio 

of the active powers of VCVSIs with respect to their active power ratings, or equivalently DPiPi. 

As seen in this figure, the proposed frequency control satisfies (3,24). Figure 4-11(a) shows the 

VCVSIs terminal voltage amplitudes. As seen in this figure, the voltage control of control layer 1 

returns all VCVSIs terminal voltage amplitudes to a close vicinity of 1 pu. Figure 4-11(b) shows 

the ratio of the reactive powers of VCVSIs with respect to their reactive power ratings, or 

equivalently DQiQi. Since the microgrid test bed is not fully inductive, small mismatches among 

the DG reactive power ratios is observable. Figure 4-12(a) shows the ratio of the active powers 

of CCVSIs with respect to their active power ratings. As seen in this figure, the control layer 2 

returns all of the active power ratios to the reference ratio and satisfies (3,27). Figure 4-12(b) 

shows the ratio of the reactive powers of CCVSIs with respect to their reactive power ratings. As 

seen in this figure, the control layer 2 returns all of the reactive power ratios to the reference 

ratio and satisfies (3,28). As seen in Figure 4-12, CCVSIs provide active and reactive power 

supports for VCVSIs by compensating a portion of the active and reactive power required for 

voltage and frequency restoration. Therefore, once the secondary control is applied, VCVSIs 

generate less active and reactive powers, as seen in Figures 4-10(b) and 4-11(b). 
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Figure 4-10 Frequency Control of Control Layer 1 in Case 1: (a) VCVSI Frequencies and (b) 
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Figure 4-11 Voltage Control of Control Layer 1 in Case 1: (a) VCVSI Output Voltage Magnitudes 

and (b) VCVSI Reactive Power Ratios DQiQi 
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Figure 4-12 Active and Reactive Power Control of Control Layer 2 in Case 1: (a) CCVSI Active 

Power Ratios Pi/Pmaxi and (b) CCVSI Reactive Power Ratios Qi/Qmaxi 

  

 In the second case, namely Case 2, it is assumed that the reference frequency fref=50 

Hz and the reference active and reactive power ratios are set to 0.6P  and 0.6Q  , 

respectively. However, the aim of the voltage control of control layer 1 is to control the voltage 

of the critical bus, shown in Figure 4-8. Therefore, vref is implemented by (2,21) with kpc=4, 

kic=40, and vnominal=1 pu. The microgrid gets islanded from the main grid at t=0, and the 

secondary control is applied at t=0.7 s. Figure 4-13(a) shows the VCVSIs frequencies. As seen 

in this figure, the frequency control of control layer 1 returns all VCVSIs frequencies to 50 Hz. 

Figure 4-13(b) shows the ratio of the active powers of VCVSIs with respect to their active power 

ratings. As seen in this figure, the proposed frequency control satisfies (3,3). Figure 4-14(a) 
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shows the critical bus voltage amplitude. As seen in this figure, the voltage control of control 

layer 1 returns the critical bus voltage amplitude to 1 pu. Figure 4-14(b) shows the ratio of the 

reactive powers of VCVSIs with respect to their reactive power ratings. As seen in this figure, 

the proposed voltage control satisfies (3,25). Figure 4-15(a) shows the ratio of the active powers 

of CCVSIs with respect to their active power ratings. As seen in this figure, control layer 2 

returns all of the active power ratios to the reference ratio and satisfies (3,27). Figure 4-15(b) 

shows the ratio of the reactive powers of CCVSIs with respect to their reactive power ratings. As 

seen in this figure, the control layer 2 returns all of the reactive power ratios to the reference 

ratio and satisfies (3,28). Compared to Case 1, greater P  and Q
 
are chosen for control layer 

2 and, hence, VCVSIs generate less active and reactive powers, as seen in Figures 4-13(b) and 

4-14(b). 

 

Figure 4-13 Frequency Control of Control Layer 1 in Case 2: (a) VCVSI Frequencies and (b) 
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Figure 4-14 Voltage Control of Control Layer 1 in Case 2: (a) Critical Bus Voltage Magnitude 

and (b) VCVSI Reactive Power Ratios DQiQi 
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Figure 4-15 Active and Reactive Power Control of Control Layer 2 in Case 2: (a) CCVSI Active 

Power Ratios Pi/Pmaxi and (b) CCVSI Reactive Power Ratios Qi/Qmaxi 

In Case 3, it is assumed that the microgrid is islanded from the main grid at t=0, and the 

frequency control is applied at t=0.7 s. However, as opposed to Case 1, the distributed control 

framework is associated by time-varying communication networks. Figure 4-16 shows the three 

communication network structures that are used in simulation. Each structure is adopted at a 

specific time interval. The communication digraph in Figure 4-16(a) models the communication 

network at the time interval [(0.7+0.15k) s, (0.7+0.15k)+0.05 s], for k=0,1,... The communication 
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s, (0.75+0.15k)+0.05 s], for k=0,1,... The communication digraph in Figure 4-16(c) models the 
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17(b) shows the active powers multiplied by the active power droop coefficients, i.e., DPiPi, for 

VCVSIs. As seen, the frequency control satisfies the equality in (3,25). Figure 4-18(a) shows the 

terminal voltage amplitude of VCVSIs, where they are all returned to 1 pu. Figure 4-18(b) shows 

the reactive powers of VCVSIs multiplied by the reactive power droop coefficients, i.e., DQiQi. As 

seen, the voltage control satisfies the equality in (3,27). Figures 4-19(a) and 4-19(b) show the 

ratio of the active and reactive powers of CCVSIs with respect to their rated active and reactive 

powers. The control layer 2 returns all active and reactive power ratios to the reference ratios 

and satisfies (3,27) and (3,28). These simulation results verify the effectiveness of the proposed 

control framework in the case of time-varying communication networks and communication link 

failures. 

 

Figure 4-16 Communication Digraphs for the Time-Varying Communication Network in Case 3 
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Figure 4-17 Frequency Control Using Control Layer 1 in Case 3: (a) VCVSI Frequencies and (b) 
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Figure 4-18 Voltage Control Using Control Layer 1 in Case 3: (a) Critical Bus Voltage Magnitude 

and (b) VCVSI Reactive Power Ratios DQiQi 
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Figure 4-19 Active and Reactive Power Control Using Control Layer 2 in Case 3: (a) CCVSI 

Active Power Ratios Pi/Pmaxi and (b) and CCVSI Reactive Power Ratios Qi/Qmaxi 

Simulation Results for the IEEE 34 Bus Test Feeder 

Figure 4-20 illustrates the single-line diagram of the modified IEEE 34 bus test feeder. 

Six DGs including three VCVSIs (DGs 1, 2, 3) and three CCVSIs (DGs 4, 5, 6) are connected to 

the test feeder. This feeder is converted to a balanced feeder by averaging the line parameters. 

The specification of lines is provided in  [112]. The specifications of the DGs and loads are 

summarized in Appendix E. The control coefficients kpi and kii in Figure 4-3 are set to 285 and 

142500, respectively. The nominal frequency and line-to-line voltage are set to 60 Hz and 24.9 

kV, respectively. DGs are connected to the feeder through six Y-Y, 480 V/24.9 kV, 400 kVA 

transformers with the series impedance of 0.03+j0.12 pu. It is assumed that VCVSIs and 
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CCVSIs communicate through the communication digraphs depicted in Figures 4-21(a) and 4-

21(b), respectively. DG 1 is the only VCVSI that knows the voltage and frequency reference 

values and is connected to the leader node with the pinning gain b1=1. DG 4 is the only CCVSI 

that knows the reference value of active and reactive power ratios P  and Q  
with the pinning 

gain b1=1. The control gains cf, cv, cP, and cQ are all set to 30. 

The reference frequency and voltage fref and vref are set to 60 Hz and 1 pu, respectively. 

The reference active and reactive power ratios are set to 0.7P   and 0.6Q  . The test 

feeder is connected to the main grid at bus 800, shown in Figure 4-20. The test feeder is 

islanded from the main grid at  t=0, resembling an islanded microgrid. The secondary control is 

applied at t=0.7 s. As seen in Figure 4-22(a), the control layer 1 returns all VCVSI frequencies 

to 60 Hz. Figure 4-22(b) shows the active powers multiplied by the active power droop 

coefficients, i.e., DPiPi, for VCVSIs. As seen, the frequency control satisfies the equality in (3,25)

. Figure 4-23(a) shows the terminal voltage amplitude of VCVSIs, where they are all returned to 

1 pu. Figure 4-23(b) shows the reactive powers of VCVSIs multiplied by the reactive power 

droop coefficients, i.e., DQiQi. As seen, the voltage control tries to share the reactive power 

among VCVSIs based on their reactive power ratings, however, since the transmission lines are 

not purely inductive, small mismatches among the DG reactive power ratios is observed. Figure 

4-24(a) shows the ratio of the active powers of CCVSIs with respect to their rated active 

powers. The control layer 2 returns all active power ratios to the reference ratio and satisfies 

(3,27). Figure 4-24(b) shows the ratio of the reactive powers of CCVSIs with respect to their 

reactive power ratings. As seen, the control layer 2 returns the reactive power ratios to the 

reference ratio and satisfies (3,28). 
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Figure 4-20 Single Line Diagram of Modified IEEE 34 Bus Test Feeder 

 

 

 

Figure 4-21 Communication Digraphs for IEEE 34 Bus test Feeder: (a) VCVSIs and (b) CCVSIs 
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Figure 4-22 Frequency Control for IEEE 34 Bus Test Feeder: (a) VCVSI Frequencies and (b) 

VCVSI Active Power Ratios DPiPi 
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Figure 4-23 Voltage Control for IEEE 34 Bus Test Feeder: (a) VCVSI Output Voltage 

Magnitudes and (b) VCVSI Reactive Power Ratios DQiQi 
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Figure 4-24 Active and Reactive Power Control for IEEE 34 Bus Test Feeder: (a) CCVSI Active 

Power Ratios Pi/Pmaxi and (b) CCVSI Reactive Power Ratios Qi/Qmaxi 

Conclusion 

A two-layer multi-objective control framework for microgrids is introduced. The 

proposed control framework facilitates the decoupled control of VCVSIs and CCVSIs with two 

main layers. The first layer deals with the voltage and frequency control of VCVSIs. The second 

layer is to control the active and reactive power of CCVSIs and provide active and reactive 

power support for VCVSIs. The proposed controllers are implemented through a communication 

network with one-way communication links, and are fully distributed such that each DG only 

requires its own information and the information of its neighbors on the communication network 

graph. 
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Chapter 5 

Adaptive and Distributed Secondary Voltage Control of Microgrids 

Introduction 

 In Chapter 2, the distributed secondary voltage control of microgrids was proposed. 

This chapter extends the distributed secondary voltage control proposed in Chapter 2, and 

proposes an adaptive and distributed secondary voltage control for microgrids with inverter-

based DGs. The term adaptive  [113]- [116] refers to the following salient features of the 

proposed controller: 

 The proposed controller compensates for the nonlinear and uncertain dynamics of DGs 

and, hence, obviates the control design challenges caused by the nonlinear dynamics of 

DGs.  

 The controller is fully independent of the DG parameters and the specification of the 

connector by which each DG is connected to the microgrid. Therefore, the controller can be 

deployed on any DG regardless of the DG parameters and the connector specifications and 

its performance does not deteriorate by the change in DG parameters (e.g., due to aging 

and thermal effects).  

 The proposed controller appropriately responds to the changes in the system operating 

condition, without any manual intervention, and adjusts the control parameters in real time.  

 Linear-in-parameter neural networks (NN) are used to design an adaptive and 

distributed secondary voltage control. Neural networks are used to compensate for the 

uncertainties caused by the unknown dynamics of DGs  [117]- [121]. The NN weights are the 

control parameters and are calculated in realtime. DGs are considered as agents that can 

communicate with each other through a communication network. This communication network 

is modeled by a directed graph (digraph). It is assumed that the DG nonlinear dynamical model 

and parameters are unknown. The Lyapunov technique is adopted to derive fully distributed 

control protocols for each DG. 
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 The rest of this chapter is organized as follows. First, neural networks are adopted to 

design an adaptive secondary voltage control based on the distributed cooperative control. 

Then, the proposed control is verified using a microgrid test system.  

Adaptive and Distributed Secondary Voltage Control 

 As discussed in Chapter 2, a microgrid resembles a nonlinear and heterogeneous multi-

agent system, where each DG is an agent. The secondary control is similar to the tracking 

synchronization problem of multi-agent systems. It is assumed that all DGs can communicate 

with each other through a nested communication network. The communication network is 

modeled by the digraph Gr. AG=[aij]RN×N denotes the adjacency matrix of digraph Gr. In 

tracking synchronization problem, all agents synchronize to a leader node that acts as a 

command generator. The secondary voltage control chooses appropriate control inputs *
iE  in 

(2,4) to synchronize the voltage magnitudes of DGs vo,magi to the reference voltage vref. 

Synchronizing the voltage magnitudes vo,magi is equivalent to synchronizing the direct term of 

output voltages vodi. Therefore, the secondary voltage control is a tracking synchronization 

problem in which ui in (2,19) is chosen such that yi→y0, i , where the reference y0=vref is 

considered as the leader node output. 

 The dynamics of inverter-based DGs in (2,19) are nonlinear. In this chapter, input-

output feedback linearization and neural networks are used to compensate for the nonlinear 

dynamics of DGs. As discussed in Chapter 2, in input-output feedback linearization, a direct 

relationship between the dynamics of the output yi (or equivalently vodi) and the control input ui 

(or equivalently *
iE ) is generated by repetitively differentiating yi with respect to time. For the 

dynamics of the ith DG in (2,19), the direct relationship between the yi and ui is generated after 

the 2nd derivative of the output yi. This direct relationship is shown in (2,23). The commensurate 

reformulated dynamics of each DG in (2,23) can be written as 

 
,1 ,2

,2

,
,

( ) ( ) ,
i i

i i i i i i

y y
i

y f x g x u

   


   (4,1) 
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where ,1i iy y , 2( )
ii i if x L h F  

and ( )
i ii i ig x L L h g F .  

Remark 5.1. The function ( )i ig x  is equal to 
1

fi fiL C
. Therefore, a positive constant 0ig  exists 

such that 0
1( )( ) i

i i

d
gg xdt

 .  

 Using the input-output feedback linearization, each agent dynamics is decomposed into 

the 2nd-order dynamical system in (4,1) and a set of internal dynamics. It should be noted that 

since 0 refy v  is constant, 0 0y  . Define ,1 ,2
T

i i iY y y    and 0 0,1 0,2 0
TT

refY y y v       . 

The secondary voltage control is solved if a distributed iu  in (4,1) is found such that 0,iY Y i  . 

To design a controller independent of DG parameters, it is assumed that the nonlinear 

dynamics of DGs and, hence, functions ( )i if x  and ( )i ig x  are unknown. Therefore, NNs should 

be exploited to design an adaptive control that compensates for the nonlinear and uncertain 

functions ( )i if x  and ( )i ig x .  

 In this section, first, the sliding mode error is introduced. Then, the sliding mode errors 

are used to design adaptive and distributed secondary controls for each DG using the Lyapunov 

function technique.  

Sliding Mode Error 

 For each DG, the cooperative team objective is expressed in terms of the local 

neighborhood tracking error  

 , ,, , , 0( ) ( ),
i

i m ij i
j

i m j m i m m
N

e a y y b y y


      (4,2) 

where aij is the weight of the edge by which the jth DG is connected to the ith DG, and bi is the 

pinning gain by which the ith DG is connected to the leader node. For the secondary voltage 

control, the leader node contains the information of the voltage reference, i.e. 

0 0,1 0,2 0
TT

refY y y v       . It should be noted that only a small portion of DGs need to be 
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pinned to the leader node. Define ,1 ,2
T

i i ie e e    , , , 0,i m i m my y  , 0i iY Y    ( i  is called the 

local disagreement vector, and 0Y  is considered as the leader node dynamics.), 

 1 2
T

Ne e ee  , and  1 2
T

N  δ  . The global neighborhood tracking error e  

can be written as 

 ( ) ,L B e δ   (4,3) 

where  iB diag b . 

 The sliding mode error ir  for each DG is defined as 

 ,1 2 ,1 2.i iir e e    (4,4) 

The parameters i  are chosen such that the polynomial 1 2 s   is Hurwitz. Therefore, on the 

sliding surface 0ir  , ie  exponentially goes to zero. The derivative of the sliding mode error 

can be written as 

 1 ,2 ( ) ( ).
i

i i ij i i i j j j i i i i
j N

r e a f g u f g u b f g u


        (4,5) 

 Defining 
i

i ij
j N

d a


  , (4,5) can be reformulated as 

 1 ,2 ( )( ) ( ).
i

i i i i i i i ij j j j
j N

r e d b f g u a f g u


       (4,6) 

Define 

 ,1 ,1 ,2 ,T
i i i iE e e e      (4,7) 

 
1 2

0 1
,

 
 

     
  (4,8) 

then, 

 ,1 ,1 .T
i i iE E r     (4,9) 
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Note that   is Hurwitz. Therefore, given any symmetric and positive definite matrix iP , a 

positive real number i  exists such that  

 ,T
i i iP P I       (4,10) 

where I is the identity matrix.  

The Adaptive and Distributed Controller Design 

 The energy function  

 
21

2
i

ri
i

r
V

g
   (4,11) 

is considered  [121]. This function is later used to design the adaptive control input ui. The 

energy function Vri will be used to develop a Lyapunov function. The developed Lyapunov 

function will be exploited to prove that the designed control input synchronizes the output 

voltage magnitudes of DGs. The adaptive control input ui should be chosen such that the 

derivative of the developed Lyapunov function be locally negative definite.  

 Differentiating riV  and replacing ir  from (4,6) yields 

 

2 1
0 2

1 0
1 ,2

1
( ) ( ( ))

2

( ( )( ) ),
2

i

i
ri i i i i ij j j j

i j N

i i i
i i i i i i i i

g
V g r r g a f g u

g

g g r
r g e d b f g u








      

   



 (4,12) 

or equivalently 

 

2
0 2

1
( ) ( ) ,

2
i

ri i i i i i i i i i i
i

g
V g r r f r g r d b u

g


      

  (4,13) 

where 

 
1 ,2 0( )

2
i i i i i i

i
i

e d b f g r
f

g

  
    (4,14) 

is a function of the local information available at the ith DG, and 
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( )

i

ij j j j
j N

i
i

a f g u

g
g





 


  (4,15) 

is a function of the state variables of the ith DG and the state variables of its neighboring DGs on 

the communication digraph. 

 To facilitate the adaptive control design, NNs are used to compensate for the nonlinear 

dynamics of if  and ig  in (4,14) and (4,15) instead of the functions if  and ig  in (4,1). The 

unknown nonlinear function if   is approximated on a prescribed compact set f  by the linear-

in-parameter NN [122] 

 ,1 ,2( , , ) ,
i i i

T
i i i if f ff W e e x     (4,16) 

where the NN weight vector is fi

i

l

fW R , 
if

  is the NN estimation error, and fi

i

l

f R  consists of 

a set of fi
l basis functions. The NN structure is shown in Figure 5-1(a).  As seen in this figure, 

,1ie , ,2ie , and ix  are the NN inputs and ˆ
i i

T
f fW   is the NN output. The estimations of weight 

vectors are denoted as ˆ
if

W . The error of the NN weights is defined as ˆ .
i i i

T T T
f f fW W W 

 
The 

unknown nonlinear function ig  is approximated by linear-in-parameter NNs 

 ˆ ˆ( , , , , ) ,
ii i i ii

T
i g g i i i g gfg W x r x W W 

     (4,17) 

where the NN weight vector is ,gi

i

l
gW R

ig is the NN estimation error, and  gi

i

l
g R   consists 

of a set of gi
l basis functions. The NN structure is shown in Figure 5-1(b).  As seen in this figure, 

ix , ir , ix , ˆ
ifW


, and ˆ

igW


 are the NN inputs and ˆ
ii i

T
g gW   is the NN output. The estimations of 

weight vectors are denoted as ˆ .
igW

 
The terms ˆ ˆ, , , and

ii
i i gfr x W W

   are the sliding mode 

error, states, and the NN estimated weight vectors of the neighbors of ith DG on the 

communication digraph, respectively. The error of the NN weights is defined as ˆ .
i i i

T T T
g g gW W W 
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Remark 5.2. Considering Stone-Weierstrass approximation theorem  [123], positive numbers 

i

M
fW , 

i

M
f , 

i

M
gW , and 

i

M
g  exist such that 

i i

M
f fW W , 

i i

M
f f  , 

i i

M
g gW W , and 

i i

M
g g  .  

 

Figure 5-1 NN Structure for Estimating (a) if  and (b) ig  

Definition 5.1. The iY
 are cooperative uniformly ultimately-bounded (UUB) with respect to 0Y  if 

there exists a compact set rR such that 0 0 0( ( ) ( ))iY t Y t   there exists a bound B  and a 

time 0 0 0( ,( ( ) ( )))ift B Y t Y t , both independent of 0t , where 0 0 0 0( ) ( ) ,i fY t Y t B t t t       [120]. 

Theorem 5.1. The commensurate reformulated dynamics of DGs in (4,1) are considered. Let 

the digraph Gr contain a spanning tree and 0ib   for at least one root node. It is assumed that 

the internal dynamics are asymptotically stable. Supposed that the control inputs are chosen as 

 

ˆ ˆ
,i i i i

T T
f f g g

i i i
i i i i

W W
u c r

d b d b

 
   

 
  (4,18) 

where ci is the coupling gain, and the tuning laws are chosen as 

 ˆ ˆ ,
i i i i i i

if f f f f fW F r F W  
  (4,19) 

 ˆ ˆ ,
i i i i i ig g g i g g gW F r F W  

  (4,20) 

where the arbitrary positive definite matrices andf f g gi i i i

ii

l l l l
gfF R F R

    and the coefficients 

and 0
ii

gf    are design parameters. Then, iY  is cooperative UUB with respect to 0Y and, 
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hence, the direct term of DG output voltages vodi synchronizes to vref, if ci is chosen as  

 

2( )
.

2 ( )
i

i
i i i

P
c

d b







  (4,21) 

where ( )iP  denotes the maximum singular value of iP  in (4,10), and i  is calculated from 

(4,10). 

Proof: The Lyapunov function candidate for each agent is considered as 

 
2

1 1
1 1

1 1 1 1
.

2 2 2 2i i ii i i

T T Ti
i g g g i i if f f

i

r
V W F W W F W E PE

g
         (4,22) 

The derivative of iV  is written as 

 

2
0 2

1 1
1 1

1
( ) ( )

2

ˆ ˆ .
i i ii i i

i
i i i i i i i i i i i

i

T T T
g g g i i if f f

g
V g r r f rg r d b u

g

W F W W F W E PE 


      

  



   
 (4,23) 

Placing (4,18), (4,19), (4,20), and(4,9)into (4,23) yields 

 

2
2 2

0 2

2

1 1 1

1
( ) ( )

2

.

i i i i i

i i i i i ii

Ti
i i i i i i i f f f f f

i

T T T T
g g g g g i i i i i i gf

g
V g r c d b r W W W

g

W W W E PE r PE

 

   


      

      

  

 
 (4,24) 

Placing (4,10) into (4,24) yields 

 

2
2 2

0 2

2

1 1 1

1
( ) ( )

2

.
2

i i i i i

i i i i i ii

Ti
i i i i i i i f f f f f

i

T T Ti
g g g g g i i i i i gf

g
V g r c d b r W W W

g

W W W E E r PE

 


   


      

     

  

 
 (4,25) 

 According to the Remarks 5.1 and 5.2 

 

2 22

2

1 1

( )

( ) .
2

i i ii i i i i

i i ii

M M
i i i i g g gf f f f f

M Mi
g g i i i i gf

V c d b r W W W W W

W E r P E

  


   

     

    

   


 (4,26) 

 

Equation (4,26) can be written as 
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 ,T TV H SH G H     (4,27) 

where 

 1 ,
ii

T

i g ifH E W W r    
    (4,28) 

 

( )
0 0

2 2
0 0 0

,
0 0 0

( )
0 0 ( )

2

i

i

i i

f

g

i
i i i

P

S

P
c d b

 







 
 
 
 

  
 
 
 
  

  (4,29) 

 0 0 .
i ii i

T
M M

g gf fG W W       (4,30) 

If the following conditions hold, 

1) S is positive definite, and  

2) .
( )

G
H

S
  

then 0iV  . 

According to Sylvester’s criterion, S is positive-definite if  

 

2( )
.

2 ( )
i

i
i i i

P
c

d b







  (4,31) 

Since 
1 2

G G G


   , the second condition holds if 

 

1
1

1

1

1

,
( )

,
( )

,
( )

.
( )

i

i

i

f

g

i

G
E

S

G
W

S

G
W

S

G
r

S














 


 


 





  (4,32) 
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where ( )S  is the minimum singular value of S. 

 Therefore, the sliding-mode error and the NN weights approximation errors are 

ultimately bounded by 1

( )

G

S
. Since the sliding-mode errors are ultimately bounded, the local 

neighborhood tracking errors in (4,2) are also bounded [120]. According to Lemma 2.2, i  are 

also ultimately bounded and, hence, all iY  are cooperative UUB with respect to 0Y , and, hence, 

the direct term of DG output voltages vodi synchronizes to vref.  This completes the proof. 

Remark 5.3. The coupling gain affects the controller speed; the greater value of ci increases the 

controller synchronization speed. Additionally, the synchronization speed is affected by 1  and 

2  in (4,4). Greater value of 2  with respect to 1  forces the local neighborhood tracking error 

ei,m in (2,31) to converge to zero faster, and, hence, increases the synchronization speed. The 

neural network weight estimations, ˆ
if

W
 
and ˆ

igW , are the adaptive weights in the control law in 

(4,18).  They are tuned adaptively online in real-time, without manual intervention, using the 

tuning laws in (4,19) and (4,20).  By contrast, f fi i

i

l l

fF R


 , g gi i

i

l l
gF R

 , ,
if


 
and 

ig  in the 

tuning laws in (4,19) and (4,20) are the fixed design constants that are selected by the designer 

to obtain suitable convergence properties of the adaptive tuning laws.  The design constants 

f fi i

i

l l

fF R


 , g gi i

i

l l
gF R

 , ,
if


  
and 

ig  are kept fixed through all the contingencies.  By 

contrast, the adaptive weights, namely the tunable weights ˆ
if

W  and ˆ
igW , are automatically 

adapted online in real time using tuning laws in (4,19) and (4,20), without manual intervention, 

in response to changes in system operating conditions. 
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Figure 5-2 The Block Diagram of the Adaptive and Distributed Secondary Control 

 

Remark 5.4. As seen in (4,18), the secondary control of a DG is a function of ir , 
if

 , and 
ig . 

,ir  the sliding mode error defined in (4,4), is a function of the output voltage magnitude of each 

DG and the output voltage magnitude of its neighbors on the communication digraph, and their 

first derivatives. 
if

  , the basis functions used to compensate for the nonlinearities in if  in 

(4,14), are functions of state variables of each DG. 
ig , the basis functions used to compensate 
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for the nonlinearities in ig  in (4,15), are functions of state variables of each DG and its 

neighbors on the communication digraph. 

 The block diagram of the adaptive and distributed secondary voltage control is shown in 

Figure 5-2. In this figure, 
if

 and 
ig  are the NN basis functions introduced in (4,16) and (4,17). 

The proposed control is fully independent of the DG parameters and the connector 

specifications. Therefore, the performance of the secondary control does not deteriorate by the 

change in DG parameters (e.g., due to aging or thermal effects.). Additionally, extensive studies 

are not required to tune the control parameters. 

Simulation Results for the Adaptive and Distributed Secondary Voltage Control 

 The islanded microgrid shown in Figure 2-6 is used to verify the effectiveness of the 

proposed voltage control framework. The specifications of DGs, lines, and loads are 

summarized in Appendix B. Due to the adaptive nature of the proposed methodology, the 

specifications of DGs are not required for the controller implementation. However, these 

specifications are required to model DGs in the simulations and are summarized in Appendix B. 

In this Appendix, KPV, KIV, KPC, and KIC are the voltage and current controller parameters based 

on the detailed models discussed in Chapter 2. In the following, the simulation results are 

presented for four different cases. In the first three cases, a fixed communication topology is 

assumed, while the last case deals with a time-varying communication topology. In the first 

case, namely Case 1, the proposed secondary voltage control restores the DG voltage 

amplitude to the nominal voltage subsequent to the islanding process. In Case 2, the 

effectiveness of the adaptive voltage control subsequent to the changes in DG parameters is 

studied. Case 3 deals with the voltage restoration subsequent to sudden load changes. The last 

case, namely Case 4, studies the proposed controller with a time-varying communication 

topology. For all cases, the NN tuning parameters are set to 10
fi i

fF I  , 10
i ig gF I   (IN is an 

N N  identity matrix.), 10
if

  , and 10
ig  .  
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Case 1 

 In this case, it is assumed that the microgrid is islanded from the main grid at t=0, and 

the secondary control is applied at t=0.6 s. In practical applications, the voltage control should 

be applied immediately after the disturbance occurs. However, in this case, the secondary 

controller is intentionally delayed by 0.6 s to highlight its effectiveness. It is assumed that the 

DGs communicate with each other through the communication links depicted in Figure 5-3. DGs 

1 and 2 have two communication ports: input and output ports. The associated adjacency matrix 

of the communication network in Figure 5-3 is  

 

0 0 0 0

1 0 0 0

0 1 0 0

1 0 0 0

GA

 
 
 
 
 
 

.  (4,33) 

DG 1 is the only DG that is connected to the leader node with the pinning gain b1=1. The 

coupling gain in (4,18) is ci=4 which satisfies (4,21). 1  and 2  in (4,4) are chosen as 1 10 

and 2 1  . 

 Figure 5-4 shows the simulation results when the reference voltage value vref is set to 1 

pu. As seen in Figure 5-4, while the primary control keeps the voltage stable, the secondary 

control returns all terminal voltage amplitudes to the pre-specified reference values in less than 

0.6 seconds. 

 The secondary voltage control can be defined to control the voltage magnitude of the 

critical bus shown in Figure 2-6. In this case, vref is chosen according to (2,21), where vc,mag in 

(2,21) denotes the voltage magnitude of the critical bus. vnominal in (2,21) is set to 1 pu. kpc and kic 

in (2,21) are set to 40 and 100, respectively. As seen in Figure 5-5, the secondary control 

returns the voltage magnitude of critical bus to vnominal in less than 1 second. 

 According to Remark 5.2, the control parameters ic , 1 , and 2 , have a direct impact 

on the synchronization speed of the secondary voltage control. Figure 5-6 shows the simulation 
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results when 40ic  , 1 100  , and 2 1  . As seen in this figure, the secondary control is 

applied at t=0.6 s, and returns all terminal voltage amplitudes to 1 purefv   in less than 0.05 

seconds. 

 

 

Figure 5-3 The Communication Digraph for Case 1, Case 2, and Case 3 

 

 

Figure 5-4 DG Output Voltage Magnitudes for Case 1 when vref=1 pu 
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Figure 5-5 The Voltage Magnitude of Critical Bus for Case 1 

 

Figure 5-6 DG Output Voltage Magnitudes for Case 1 when vref=1 pu, ci=40, 1 100  , and 2 1   

Case 2 

 In this case, the performance of proposed distributed and adaptive voltage control is 

verified subsequent to the changes in DG parameters. It is assumed that the secondary voltage 

control is applied at t=0.6 s, and the resistance and inductance of the output connector of each 

DG, rc and Lc, change from 0.03 Ω and 0.35 mH to 0.06 Ω and 0.7 mH at t=1 s. As seen in 

Figure 5-7, the performance of the adaptive voltage control does not deteriorate as a result of 
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the changes in rc and Lc and the DG voltage magnitudes restoration to the nominal voltage is 

provided. 

 

Figure 5-7 DG Output Voltage Magnitudes for Case 2 

 

Case 3 

 Figure 5-8 shows the simulation results considering the load changes in an islanded 

microgrid. Initially, the secondary voltage control is applied at t=0.6 s. It is assumed that the 

initial resistance of Load 1 and 2 are 5 Ω, and the initial inductance of Load 1 and 2 are 16 mH. 

At t=1 s, Load 1 resistance and inductance change from 5 Ω and 16 mH to 3 Ω and 6.4 mH, 

respectively, and Load 2 resistance and inductance change from 5 Ω and 16 mH to 2 Ω and 3.2 

mH, respectively. To show the effectiveness of the adaptive voltage control under load changes, 

it is assumed that the secondary voltage control is halted for 0.2 s. As seen in Figure 5-8, once 

the voltage control is stopped at t=1 s, the voltage magnitudes drop due to the sudden load 

changes. However, at t=1.2 s, the voltage control is applied again and returns the voltage 

magnitude of DGs to 1 pu, as seen in Figure 5-8. Therefore, the performance of the adaptive 

voltage control does not deteriorate as a result of the load changes and the adaptive voltage 

control effectively restores the output voltage magnitude of the DGs to the nominal voltage. 
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Figure 5-8 DG Output Voltage Magnitudes for Case 3 

 

Case 4 

 In this case, it is assumed that the microgrid is islanded from the main grid at t=0, and 

the secondary control is applied at t=0.6 s (Similar to Case 1, the voltage control is applied after 

0.6 s to highlight the effectiveness of the proposed voltage control.). However, as opposed to 

Case 1, the voltage controller is implemented through a time-varying communication network. 

Figure 5-9 shows the three communication network structures that are used in simulation. Each 

structure is adopted at a specific time interval. The communication digraph in Figure 5-9(a) 

models the communication network over the time interval [(0.6+0.15k) s, (0.6+0.15k)+0.05 s], 

for k=0,1,… . The communication digraph in Figure 5-9(b) models the communication network 

over the time interval [(0.65+0.15k) s, (0.65+0.15k)+0.05 s], for k=0,1,… The communication 

digraph in Figure 5-9(c) models the communication network over the time interval [(0.7+0.15k) 

s, (0.7+0.15k)+0.05 s], for k=0,1,… 

 DG 1 is the only DG that is connected to the leader node with the pinning gain b1=1. 

The coupling gain in (4,18) is ci=4 which satisfies (4,21). 1  and 2  in (4,4) are chosen as 

1 10   and 2 1  . Figure 5-10 shows the simulation results when the reference voltage value is 

set to 1 pu. As seen in Figure 5-10, the secondary control returns all terminal voltage 
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amplitudes to the pre-specified reference value in less than half a second. Compared with the 

simulation results of Case 1, Figure 5-10 shows that the proposed secondary control 

appropriately works with time varying communication networks. 

 

Figure 5-9 The Digraphs for Modeling the Time-Varying Communication Network of Case 4 

 

 

Figure 5-10 DG Output Voltage Magnitudes for Case 4 
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Conclusion 

 An adaptive and distributed secondary voltage control framework is presented. The 

proposed controller is independent of the DG parameters. Neural networks compensate for the 

uncertain/unknown DG dynamics, and facilitate the adaptive feature of this control. The 

Lyapunov technique is adopted to derive fully distributed control protocols for each DG.  The 

simulation results verified the effectiveness of the proposed controller for several cases, 

including islanding, sudden load change, and variable communication network. 
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Chapter 6 

Conclusions and Future Works 

Contributions and Conclusions 

 In this dissertation, distributed cooperative control of multi-agent systems is exploited to 

design a distributed control structure for microgrid control. The main contributions of this 

dissertation are as follows: 

 A straightforward solution is proposed to solve the tracking synchronization problem for 

nonlinear and heterogeneous multi-agent systems using input-output feedback 

linearization. Using feedback linearization, the nonlinear and heterogeneous dynamics 

of agents are transformed to identical linear dynamics and non-identical internal 

dynamics. 

 The proposed solution is used to design a distributed secondary control structure. Input-

output feedback linearization is used to transform the nonlinear dynamics of DGs to 

linear dynamics. Feedback linearization converts the secondary voltage control to a 

second-order tracker synchronization problem, and the secondary frequency control to 

a first-order tracking synchronization problem. As opposed to the conventional 

secondary controls with a centralized control structure, the distributed secondary control 

obviates the requirement for a central controller and requires only a sparse 

communication structure with one-way communication links which is cheaper and can 

be more reliable. 

 Based on the distributed control of multi-agent systems, a two-layer and multi-objective 

control framework is proposed. The proposed control framework has two main layers. 

The first layer deals with the voltage and frequency control of VCVSIs. The second 

layer is to control the active and reactive power of CCVSIs. 
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 Neural networks are exploited to design a distributed and adaptive voltage control for 

microgrids. The proposed control is adaptive with respect to changes in the DG 

parameters and microgrid operating conditions.  

 The main conclusions of this dissertation are as follows: 

 All of the proposed control schemes in this dissertation can accept both fixed and time-

varying communication topologies. In the case of fixed communication networks, the 

communication topology must be a graph containing a spanning tree. In the case of 

time-varying communication networks, the communication topology must satisfy the 

sequential completeness condition. Optimal communication networks can be designed 

using operations research or assignment problem solutions. The optimization criteria 

can include minimal lengths of the communication links, maximal use of existing 

communication links, minimal number of links, and etc. 

 The main drawback of conventional secondary control schemes with centralized 

structure is the single point of failure. The single point of failure means that the whole 

secondary control fails by the failure of the central control. The distributed control 

structure obviates this drawback and improves the reliability of the microgrid secondary 

control. 

 Since the distributed control structure can be associated by time varying communication 

networks, they are more robust against communication link failures. If a communication 

link fails, the synchronization for all DGs is still provided if the sequential completeness 

condition is satisfied. However, in the centralized control structure, the failure of a 

communication link results in the loss of control system support for one DG. 

 Voltage source inverters should be accommodated with a micro-processor to implement 

internal voltage and current control loops. This micro-processor is an inherent part of 

the voltage source inverter. The distributed control protocols on each DG do not require 

any additional micro-processor. They can be simply implemented on the pre-existing 
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micro-processor of each voltage source inverter. The distributed control protocols 

embedded on each DG would not require dedicated signal processing units and do not 

impose heavy processing burden on the existing micro-processor. They can be 

deployed on the existing processors, with a slight software update to pre-existing 

codes. 

 The proposed control laws in this dissertation are associated with adjustable control 

parameters that can be used to tune the transient response of the secondary control. In 

Chapter 2, the ARE parameters in (2,37) can be changed appropriately to tune the 

transient response of the secondary voltage control. In Chapters 3 and 4, the coupling 

gains can be used to adjust the convergence speed of the proposed controllers. In 

Chapter 5, the coupling gain , 1 and 2  in (4,4), the adaptive weights, ˆ
if

W  and ˆ
igW , 

and the fixed design constants, f fi i

i

l l

fF R


 , g gi i

i

l l
gF R

 , ,
if

 and 
ig  in the tuning 

laws in (4,19) and (4,20),adjust the transient response of the secondary voltage control. 

Future Works 

 Compared with the conventional control structures of microgrids, a different control 

structure was proposed in this dissertation. This structure exploits the distributed cooperative 

control of multi-agent systems. Based on this emerging control structure, future research works 

can focus on the following research trusts: 

 The concept of distributed control can be also exploited in large scale power systems. 

Traditionally, these control levels are implemented through a centralized control 

structure. In the centralized control structure, a central controller provides the primary 

control references, solve optimal power flow, command globally on the gathered 

system-wide information, and require a complex, wide-bandwidth, and two-way 

communication network that adversely affect system flexibility, configurability, and 

reliability. Alternatively, a distributed control structure can be used to implement the 



 

 127

secondary and tertiary control levels. The distributed control structure can be 

implemented through a sparse communication network and does not require a central 

controller.  

 In addition to voltage and frequency control, other control objectives can be handled 

through a distributed control structure. Mitigating the voltage unbalance in a microgrid is 

one of these control objectives. Distributed control structures can be proposed to 

control the voltage and frequency of microgrids and share the active and reactive power 

among DGs in the presence of nonlinear loads. 

 Due to the presence of sensitive loads and high energy demand loads such as pulse 

loads, the voltage and frequency control of shipboard power system is of particular 

importance. Subsequent to the sudden load changes or faults, the voltage and 

frequency may deviate from their nominal values. The electric ship contains some 

critical loads that are required to work at the nominal voltage and frequency. Distributed 

control schemes can be used to control the voltage of critical loads and restore the 

frequency of the shipboard power system. 
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Appendix A 

The Effects of the Algebraic Riccati Equation Parameters on the Synchronization Speed of the 
Secondary Voltage Control 
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The Algebraic Riccati Equation (ARE) parameters have a direct impact on the transient 

response of the proposed secondary voltage control. The ARE in (2,37) is extracted by 

minimizing the following performance index for each DG [96] 

 
0

1
( ) ,

2
T T

i i i i iJ Q v Rv dt


  δ δ   (A,1) 

where the local disagreement vector is 

 0.i i δ y y   (A,2) 

The performance index Ji can be interpreted as an energy function and the controller is 

designed to make it as small as possible. The ARE parameters Q and R directly influence the 

transient response of the controller. Generally speaking, a largermeans that δi is kept smaller by 

the controller for keeping Ji small. On the other hand, a larger R means that ( )iv t is kept smaller 

by the controller for keeping Ji small. Therefore, larger Q or smaller R generally result in the 

poles of the closed-loop system matrix to move left in the s-plane so that the system response 

speed increases. 
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Appendix B 

The Specifications of the Microgrid Test System in Figure 2-6 
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The specifications of the DGs, lines, and loads are summarized in Table B-1. 

 

 

Table B-1 Specifications of the Microgrid Test System in Figure 2-6 

DGs 

DG 1 & 2 (9 kVA rating) DG 3 & 4 (7 kVA rating) 

mP 9.4×10-5
 mP 12.5×10-5

 

nQ
 1.3×10-3 nQ 1.5×10-3 

Rc 0.03 Ω Rc 0.03 Ω 

Lc 0.35 mH Lc 0.35 mH 

Rf 0.1 Ω Rf 0.1 Ω 

Lf 1.35 mH Lf 1.35 mH 

Cf 50 µF Cf 50 µF 

KPV 0.1 KPV 0.05 

KIV 420 KIV 390 

KPC 15 KPC 10.5 

KIC 20000 KIC 16000 

Lines 

Line 1 Line 2 Line 3 

Rl1 0.23 Ω Rl2 0.35 Ω Rl3 0.23 Ω 

Ll1 318 µH Ll2 1847 µH Ll3 318 µH 

Loads 

Load 1 Load 2 

R 

(per phase) 

3 Ω R 

(per phase) 

2 Ω 

X 

(per phase) 

2 Ω X 

(per phase) 

1 Ω 
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Appendix C 
 

The Effect of the Controller Gain on the Convergence Speed in a Tracking Synchronization 
Problem
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Consider N nonlinear and heterogeneous systems or agents that are distributed on a 

communication graph Gr with the node dynamics 

 
( ) ( ) ,

( ) ,
i i i i i i

i i i i i

u

y h d u

 
  

x f x g x

x


  (C,1) 

where ( ) in
i t x  is the state vector, ( )iu t R is the control input, ( )iy t R is the output of ith 

node, and if , ig , and ih  are smooth functions. It is assumed that ( ) : i in n
i R Rf   is locally 

Lipschitz in inR and (0) 0i f . id  is the direct feed term in the output. The agent state dynamics 

and state dimensions in  do not need to be the same. 

 In the tracking synchronization problem, it is desired to design distributed control inputs 

( )iu t  to synchronize the output of all nodes to the output of a leader node 0( )y t . The leader 

node can be viewed as a command generator that generates the desired trajectory  

 0 0 0

0 0 0

( )

( )y h x


 

x f x
.  (C,2) 

The functions 0f  and 0h  are assumed to be of class C . Outputs ( )iy t  are performance 

outputs required to track the leader’s output. It is assumed that all of the agent states are 

measurable. In general, observers can be added if output measurements are available. 

 As seen in (C,1), the output ( )iy t  is related to the input ( )iu t  by the nonlinear function 

( )i ih x  and id . The difficulties associated with the nonlinear nature of the dynamics can be 

overcome by using the following procedure. 

 Differentiate the output of each agent in (C,1) to obtain 

 
i ii i i i i iy L h L h u d u  f g  ,  (C,3) 

where ( )
h

L h



f f x
x  

denotes Lie derivative. Define the auxiliary control iv  as 

 
i ii i i i i iv L h L h u d u  f g  .  (C,4) 



 

 134

Then, the control input iu  satisfies the nonlinear state variable equation 

 i ii i i i i id u L h u L h v   g f .  (C,5) 

Equation (C,5) allows direct computation of the control input iu in terms of iv . The auxiliary 

control iv  is specified in Theorem C.1. It is noted that the state-space equation (C,5) guarantees 

that the control input iu  is differentiable. 

 Equation (C,4)  defines the input-output feedback linearization that results in the first-

order linear systems 

 ,i iy v i  .  (C,6) 

Using this input-output feedback linearization, the dynamics of each agent are decomposed into 

the first order dynamical system in (C,6) and a set of internal dynamics 

 ( , ),i i i iW y i   ,  (C,7) 

where in
i R  represents the internal dynamics. 

 To solve the synchronization problem for the systems in (C,6), cooperative team 

objectives can be expressed in terms of the local neighborhood tracking error 

 0( ) ( )


   
i

i ij i j i i
j N

e a y y b y y .  (C,8) 

The pinning gain 0ib  is nonzero only for the nodes that are directly connected to the leader 

node. It is assumed that ib  is nonzero for at least one node.  The nodes for which 0ib  are 

referred to as the pinned or controlled nodes. 

 From (C,8), the global neighborhood error vector for the graph Gr is written as 

      
0

,    e L B y y L B   (C,9) 

where the global variables are defined as 
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1 2

T N
Ny y y y R    , 1 2

T N
Ne e e e R    , and 00

N
Ny y R  1 , with N1  the vector of 

ones with the length of N. N NB R  is a diagonal matrix with diagonal entries equal to the 

pinning gains ib . The global disagreement vector is  . 

Assumption C.1. The vector 00 Ny y 1   is bounded so that 
0 My Y , for some finite bound 

MY that is generally unknown. 

Theorem C.1. Let the digraph Gr have a spanning tree and 0ib  for at least one root node. 

Assume that the zero dynamics of each node (0, ),i i iW i  
 are asymptotically stable. Let 

the auxiliary control iv in (C,5) be chosen as 

i iv ce  ,  (C,10) 

where the scalar 0c   and ie  is in (C,8). Then, the global neighborhood error e in (C,9) is UUB 

with the practical bound in (C,17). Moreover, the agent outputs ( )iy t  are cooperative UUB with 

respect to the leader node output 0( )y t  in (C,2) and all nodes synchronize to 0( )y t . 

Proof: From (C,10), the global input vector v  is 

 
1 2

T

Nv v v v ce     .  (C,11) 

Consider the Lyapunov function candidate  

 
 1 1, where

2
T

i
V e Pe P diag w  ,  (C,12) 

where iw are the elements of a vector w  that satisfies ( )  NL B w 1 . Since the digraph Gr has a 

spanning tree and 0ik for at least one root node, L+B is nonsingular and a unique solution 

exists for w [82]. 

Differentiating (C,12) and using (C,9) yield 

 0 0
( )( ) ( )( ).        T TV e P L B y y e P L B v y

 
(C,13) 
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Defining  A L B , and placing (C,11) into (C,13) yields 

 
0

( ) .
2

T T Tc
V e PA A P e e PAy


      (C,14) 

From [82] TQ PA A P   is positive definite. Therefore, 
2

( )
2 2

Tc c
e Qe Q e , and hence  

 

2
( ) ,

2 2
Tc c
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where ( )  is the minimum singular value of a matrix. According to (C,15) and Assumption C.1 
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where ( )  is the maximum singular value of a matrix. 0V  if 
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Equation (C,17) shows that the derivative of Lyapunov function in (C,16) is negative outside a 

compact set around origin with the radius of ( ) ( ) ( )
2M
c

P A Y Q   . This demonstrates that any 

trajectory of e(t) beginning in this compact set evolves completely within this compact set. 

Therefore, according to the standard Lyapunov theorem extension, e(t) is UUB. According to 

(C,9), if the graph has a spanning tree then L+B is nonsingular and / ( )e L B   . 

Therefore the global disagreement vector   is UUB and, hence, ( )iy t  are cooperative UUB 

with respect to 0( )y t . If the zero dynamics (0, ),i i iW i    are asymptotically stable, then 

(C,6) and (C,10) are asymptotically stable. This completes the proof.                                    □ 

Remark C.1. Supposed that 0MY  , equation (C,16) yields
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From (C,18), one can write 

 

2
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From (C,12) and (C,19) 

 

22 2
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1 1
( ) ( ) ( ) ( ) ,

2 2
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or equivalently 
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Equation (C,21) shows that the global neighborhood error ( )e t  goes to zero with the time 

constant 1
 . Since 

( )

2 ( )

Qc

P





 , the synchronization speed of the system can be adjusted by 

c . 
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Appendix D 

The Specifications of the Microgrid Test System in Figure 4-8  
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The specifications of the DGs, lines, and loads are summarized in Tables D-1, D-2, and 

D-3. 

 
 
 
 
 
 

Table D-1 Specifications of DGs for Microgrid Test System in Figure 4-8 

VCVSIs 

DG 1 & 3  DG 2  

mP 18.8×10-5
 mP 25×10-5

 

nQ 2.6×10-3 nQ 3×10-3

Rc 0.03 Ω Rc 0.03 Ω 

Lc 0.35 mH Lc 0.35 mH 

Rf 0.1 Ω Rf 0.1 Ω 

Lf 1.35 mH Lf 1.35 mH 

Cf 50 µF Cf 50 µF 

KPV 0.1 KPV 0.05 

KIV 420 KIV 390 

KPC 15 KPC 10.5 

KIC 20000 KIC 16000 

CCVSIs 

DG 4 & 5 DG 6 & 7 

Rf 0.23 Ω Rf 0.35 Ω 

Lf 318 µH Lf 1847 µH 

KPC 10.5 KPC 10.5 

KIC 16000 KIC 16000 

Pmax 1500 W Pmax 2000 W 

Qmax 1000 W Qmax 1200 W 
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Table D-2 Specifications of Lines for Microgrid Test System in Figure 4-8 

Line 1, 3, 5, 7  Line 2, 4, 6 

Rline 0.23 Ω Rline 0.35 Ω 

Lline 318 µH Lline 1847 µH 

 

Table D-3 Specifications of Loads for Microgrid Test System in Figure 4-8 

 Load 1 Load 2 Load 3 Load 4 

R 

(per phase) 

30 Ω 20 Ω  25 Ω  25 Ω 

X 

(per phase) 

15 Ω  10 Ω  10 Ω  15 Ω 
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Appendix E 

The Specifications of the IEEE 34 Bus Test Feeder  
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The specifications of the DGs and loads are summarized in Tables E-1 and E-2. 

 
 
 
 
 
 

Table E-1 Specifications of DGs for IEEE 34 Bus Test Feeder 

VCVSIs 

DG 1 & 2 DG 3 

mP 5.64×10-5
 mP 7.5×10-5

 

nQ 5.2×10-4 nQ 6×10-4

Rc 0.03 Ω Rc 0.03 Ω 

Lc 0.35 mH Lc 0.35 mH 

Rf 0.1 Ω Rf 0.1 Ω 

Lf 1.35 mH Lf 1.35 mH 

Cf 50 µF Cf 50 µF 

KPV 0.1 KPV 0.05 

KIV 420 KIV 390 

KPC 15 KPC 10.5 

KIC 20000 KIC 16000 

CCVSIs 

DG 4 & 5 DG 6 

Rf 0.2 Ω Rf 0.35 Ω 

Lf 340 µH Lf 1900 µH 

KPC 11 KPC 11 

KIC 16000 KIC 16000 

Pmax 35 kW Pmax 30 kW 

Qmax 32 kVAr Qmax 30 kVAr 
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Table  E-2 Specifications of Loads for IEEE 34 Bus Test Feeder 

 
 Load 1 Load 2 Load 3 Load 4 

R 

(per phase) 

30 Ω 20 Ω  25 Ω  25 Ω 

X 

(per phase) 

15 Ω  10 Ω  10 Ω  15 Ω 
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