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Abstract 

 

Measurements, Modeling, and Simulation of Semiconductor/Gate Dielectric Defects 

Using Random Telegraph Signals 

Mohamed Nour, Ph.D. 

The University of Texas at Arlington, 2015 

Supervising: Zeynep Çelik-Butler 

Constructing an effective statistical model and a simulation tool that can predict 

the phenomenon of random telegraph signals (RTS) is the objective of this work. The 

continuous scaling down of metal oxide – semiconductor field effect transistors (MOSFETs) 

makes charging/discharging traps(s) located at the silicon/silicon dioxide interface or deep 

in the oxide bulk by mobile charge(s) a more pronounced problem for both analog and 

digital applications. The intent of this work is to develop an RTS statistical model and a 

simulation tool based on first principles and supported by extensive experimental data. The 

newly developed RTS statistical model and its simulation tool should be able to replicate 

and predict the RTS in time and frequency domains.  

First, room temperature RTS measurements are performed which provide limited 

information about the trap. They yield the extraction of some trap and RTS characteristics 

such as average capture and emission times associated with RTS traces, trap position in 

the oxide with respect to the Si/SiO2
 interface and along the channel with respect to the 

source, capture cross section, and trap energies in the Si and SiO2 band – gaps. Variable 

temperature measurements, on the other hand, yield much more valuable information. 

Variable temperature RTS measurements from room temperature down to 80 K were 

performed, with the MOSFET biased from threshold voltage to strong inversion, in the 

linear and saturation regions. Variable temperature RTS measurements yield the 



v 
 

extraction of trap characteristics such as capture cross – section prefactor, capture and 

emission activation energies, change in entropy and enthalpy, and relaxation energy 

associated with a trap from which the nature and origin of a defect center can be identified.  

The newly developed Random Telegraph Signals Simulation (RTSSIM) is based 

on several physical principles and mechanisms e.g. (1) capturing and emitting a mobile 

charge from and to the channel is governed by phonon- assisted- tunneling, (2) traps only 

within a few kBT of the Fermi energy level are considered electrically active, (3) trap density 

is taken as U – shaped in energy in the silicon band-gap, (4) device scalability is accounted 

for, (5) and temperature dependence of all parameters is considered. RTSSIM reconstructs 

the RTS traces in time domain from which the power spectral density (PSD) is evaluated. 

If there is 20 or more active traps, RTSSIM evaluates the PSD from the superposition of 

the RTS spectra. RTSSIM extracts RTS and trap characteristics from the simulated RTS 

data and outputs them to MS Excel files for further analyses and study. 

The novelty of this work is: (1) it is the first time quantum trap states have been 

accurately assigned to each switching level in a complex RTS corresponding to 

dependently and independently interacting traps, (2) new physics-based measurement-

driven model and simulation tool has been developed for RTS phenomenon in a MOSFET, 

(3) and it is the first time a species in SiO2 responsible for RTS has been identified through 

time-domain measurements and extensive analysis using four trap characteristics at the 

same time.  
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GCC  with overlap capacitance subtracted. Shaded 

area represents 
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Chapter 1 Introduction 

1.1 Preface and Inspiration 

Metal Oxide Semiconductor Field Effect Transistors (MOSFETs) have been 

considered the back-bone for most technological advancements in microelectronics 

industry. This great leverage of MOSFETs has allowed billions of devices to be integrated 

on one chip, which drives the price per device to drop down, enables less power 

consumption, and provides higher computational speed. The remarkable properties of 

silicon (Si) and silicon dioxide (SiO2) materials are considered the major source for the 

success of MOSFETs in analog and digital applications. However, highly scaled devices 

have exhibited serious reliability problems and threatened the integrated circuit 

performance and stability. One of these problem is noise. 

In this research work, we focus on Random Telegraph Signals (RTS) which are 

mainly due to the capture and emission of mobile charges by defect(s) at the Si/SiO2 

interface and in the oxide bulk. This phenomenon becomes more important when device 

channel lengths go below 45 nm [1, 2, 3]. It impacts analog and RF applications in 

advanced CMOS technologies [4]. Thus, low-frequency noise in a highly scaled device 

becomes dominated by RTS which sets the limit for the minimum detectable signal and the 

sensitivity for a device [5]. Moreover, in RF and microwave applications significant phase 

noise due to up-converted low-frequency noise is observed [4]. In addition, in digital 

applications bit error ratio (BER) increases suddenly around the noise level where 1’s and 

0’s become indiscernible. Low frequency noise may strongly affect the quality of the image 

for CMOS imagers that use transistors in the sub – micron range [6, 7]. Therefore, RTS 

can be used as a non-destructive tool to investigate the trap characteristics in the gate 

oxide and to provide insightful information about the nature and the origin of the defects. 
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There are several reasons behind this research such as significant waste of wafer 

real estate and simulation-device design cycle time due to lack of effective physics-based 

statistical device model that can accurately predict trap characteristics in the gate oxide. It 

was noticed in 2000s that modeling RTS phenomenon based on a simple modulation of 

stationary signal as a source for the noise produces inaccurate noise estimation [5, 8]. In 

addition, most of the current studies for RTS phenomenon are done using frequency 

domain in order to extract some RTS and trap characteristics [9, 10, 11, 12]. Moreover, 

most of the current studies are based on physics or experimental data but not necessary 

both. Furthermore, the improper implementation of some statistical techniques in some of 

the RTS simulator e.g. hidden Markov model (HMM), time lag plot (TLP), or two stage L-

shaped RC circuit (LSRCC) [2, 13,14, 15, 16, 17]. The concerns have been raised about 

the direct use of HMM, TLP, and LSRCC without major enhancements, such as limitation 

of RTS amplitude ( DSV ) extraction due to one or two active traps in a particular device [2, 

15]. Extraction of DSV , average capture ( c ) and emission ( e ) times is done 

independently without being interrelated which may lead to inaccurate results. LSRCC 

does not relate the simulated RTS waveforms or 1/f noise spectrum to the physical 

mechanisms of trap species that are causing the noise in highly scaled devices. In fact, 

this will generate only a random waveform that looks like an RTS but does not represent 

or reflect the real cause of the noise. 

The aforementioned issues and challenges regarding the RTS and its simulation 

tools have been taken into account in this work. The newly developed RTS statistical model 

and its simulation tool are based on first principles and supported by extensive measured 

data. DSV , e , and c  are interrelated when RTS and trap characteristics are analyzed 

and extracted. The newly developed RTS simulation (RTSSIM) can reconstruct RTS in 
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time domain for up to 19 active traps from which the power spectral density (PSD) is 

evaluated. In the case of 20 or more active traps, RTSSIM switches to 1 f  noise mode 

and evaluates the PSD based on the superposition of the RTS spectra without computing 

time traces first.  

 RTSSIM reconstructs the RTS in time and frequency domains according to the 

electrical properties associated with the identified defect center. Some of these 

mechanisms and assumptions are: (1) a trap is assumed to be electrically active if its 

energy is within few Bk T  of the Fermi energy level where Bk  is the Boltzmann’s constant 

and T is the absolute ambient temperature [18], (2) capturing and emitting a mobile charge 

from and to the channel are done through phonon – assisted tunneling [18, 19], (3) number 

of the traps at a specific device follows Poisson distribution [2, 13], (4) and the trap density 

as a function of energy is taken as U–shaped [20, 21]. In addition, doping concentration 

along the channel is considered to be non – uniform, and the effect of linear and saturation 

regions of operation is included. A trap is treated as neutral or charged prior to the 

capturing, remote Coulomb scattering effect and number fluctuation theory are utilized [22], 

and all traps are assumed to be empty at time zero. 

As it is known, there are many defects located at the Si/SiO2 interface or in the 

oxide bulk. However, not all of the traps are electrically active. Therefore, being able to 

determine the number of active traps in a highly scaled device is important for prediction 

of the type of noise resulting from these traps. RTS can be used as a diagnostic tool to 

study the energy and spatial distribution of gate oxide traps. RTS is based on real-time 

electron switching events in the drain – source current or voltage. Thus, it is used to probe 

active traps individually at the proper bias and temperature conditions. Here, the RTS is 

used as a method to study the variability of traps and other electrically active defects within 
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the same process technology and to study the multi-level fluctuations caused by 

independent or correlated traps.  

Using the RTS tool to investigate the gate oxide defects has shown superior 

advantages in many aspects over other techniques such as charge pumping or deep – 

level transient – spectroscopy (DLTS). For example, studying the surface states of Si/SiO2 

based on MOS capacitor measurements is applicable primarily for channel lengths > 20 

µm [23]. The DLTS measurements require sensing of small transient capacitance values, 

which might lead to errors [23]. Charge pumping technique reaches the limit as a tool 

capable of characterizing the gate oxide traps due to the increase of leakage current in 

highly scaled devices [24]. On the other hand, RTS measurements can be performed on 

highly scaled devices < 45 nm and can provide accurate information about the gate oxide 

traps in real time. RTS is also considered to be a nondestructive diagnostic tool for gate 

oxide characterization [25].  

In general, investigating the charge carrier trapping/detrapping physical 

phenomenon in time domain has several advantages over the frequency method. RTS 

measurements lead to the extraction of the trap type and nature of the defect that causes 

the disturbance in the VDS signals [26]. Therefore, developing a physics-based statistical 

model supported by extensive experimental data and a simulation tool that can reconstruct 

this phenomenon in time and frequency domains is an urgent matter for the CMOS 

technology. 

 

1.2 Electronic Noise in Semiconductor Devices 

Electronic noise is a stochastic process that can be defined as any unwanted 

signal interfering with or disturbing the desired signal [27]. The fluctuations in the voltage 
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or the current signals are due to the change in the amplitude and/or the phase of the signal 

frequency. Noise can be categorized into two groups: first group is external noise due to 

sources other than the device such as electromagnetic signals, photon, and radio signals 

[27]. Second group is internal sources either fundamental to physics of the device or 

resulting from a defect. This defect might be in the bulk of the semiconductor or at the 

interface of two different materials. 

In this thesis, primarily one type of the internal noise sources is considered. This 

type of noise is mainly from defects located at the Si/SiO2 interface in MOSFET devices or 

in the oxide bulk. This implies that several noise mechanisms exist for an internal noise 

sources i.e. thermal noise, shot noise, flicker noise or 1 f  noise, generation recombination 

noise, and RTS. The significance of the electronic noise in circuit design is the ability to 

show the minimum signal that can be detected and processed by a device. It is not true 

that any small signal can be amplified by higher amplification system. If a transmitted signal 

is masked with a noise signal, it will be hard to differentiate between the two signals. Thus, 

it will be difficult to reconstruct the desired signal and that may lower the quality and 

resolution of the output signal [27, 28, 32]. Noise level in a circuit has a trade - off between 

the power consumption and speed [29]. In general, the effect of noise in large–area devices 

is less than in small–area devices. Noise can be used as a tool to study many physical 

phenomena in semiconductor devices such as capture and emission of mobile charges by 

defect centers in the MOSFET gate oxide. Having said that, the effect of electronic noise 

should be taken into account during circuit design to improve circuit precision. 

 

1.2.1 Thermal Noise 

Thermal noise results from the random motion of charge carriers (electron or hole) 

in a conductor at temperatures above zero Kelvin. Thus, thermal noise exists even with the 
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absence of bias. This noise was discovered for the first time in 1926 by John B. Johnson 

and later during that year explained by Harry Nyquist [30, 31]. The observed thermal noise 

in MOSFETs is due to the channel resistance which decreases with the increase of gate-

source voltage (VGS). Increasing VGS in a MOSFET would increase the inverted carrier 

density in the channel. This leads to the reduction in the channel resistance which in turns 

decreases the thermal noise. In addition, thermal noise is considered temperature 

dependent. If device temperature increases the thermal noise would increase linearly. The 

PSD of the thermal noise is evaluated as [27, 32]: 

 ( ) 4v BS f k TR . (1-1) 

Here, Bk  = 1.38 x10-23 J/K, and R is the resistance or the real part of a conductor 

impedance. The PSD of thermal noise is frequency independent. It has a uniform power 

distribution with respect to the frequency. This noise is also called white noise by analogy 

to white light which has a uniform distribution in the optical band [28].  

 

1.2.2 Shot Noise 

Shot noise is the time dependent fluctuations of an electronic current caused by 

the discreteness of the charges arrival at a potential barrier. It can be observed in a vacuum 

tube, diode, or transistors. Therefore, shot noise cannot be seen in a simple conductor due 

to the absence of barrier [27, 33]. In addition, shot noise requires a DC current in order to 

be seen [34]. This noise was seen for the first time back in 1918 by Walter Schottky while 

he was working on vacuum tubes [27, 28, 32]. The shot noise can be calculated from: 

 2sh DCI qI f  . (1-2) 

Here, q  is the electronic charge (1.602 x10-19 c), DCI  is the direct current in amperes, and 

f  is the system’s noise bandwidth in (Hz). Typically f  is evaluated at very low frequency 
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~ 1 (Hz). PSD of the shot noise can be extracted from the expression [27, 28]: 

 ( ) 2
shI DCS f qI . (1-3) 

It is hard to distinguish the shot noise form the thermal noise on the spectrum analyzer due 

to its flat nature with respect to frequency. However, shot noise depends on DC current 

level and is temperature independent. In MOS transistors, shot noise is due to the leakage 

current between the substrate and the channel or between the gate and the channel 

especially when the gate oxide is very thin [35, 36]. 

 

1.2.3 Generation and Recombination Noise 

Generation and recombination (G-R) noise exists in semiconductor devices when 

a charge carrier (a hole or an electron) is trapped and detrapped randomly and 

spontaneously by a defect in the bulk or at the interface of two materials. Trapping a carrier 

will fluctuate the voltage or the current signals due to the loss and gain of carriers for 

transport. In addition, a trapped charge may modulate mobility of the carriers, space charge 

region width, and local electric field [27, 32, 37]. The defect within the forbidden band - gap 

is considered a trap center if it is close either to the conduction or valance band - edge. On 

the other hand, if the trap is close to the middle of Si band – gap energy, then it acts as a 

generation recombination center. The power spectral density of the fluctuations in the 

number of charge carriers can be expressed as [27, 32]: 

 
 

2

2

4
( )

1 2
N

N
S f

f



 





, (1-4) 

where,   is the average time constant for a random signal switching between two states, 

and N  is the change in number of carriers due to trapping and detrapping phenomenon. 

 



8 
 

1.2.4 Random Telegraph Signals 

Random telegraph signals have been studied and investigated for over two 

decades [38, 39, 40, 41, 42]. RTS is a special case of G-R noise which originates from the 

consecutive capture and emission events of a single or multiple mobile charge carriers 

located in the channel by defect center(s) at the Si/SiO2 interface or in the oxide bulk 

(Figure 1-1) [42, 43]. The probability of capturing an electron or a hole from the channel by 

a defect in the gate dielectric will be less if the trap energy in the SiO2 band - gap goes 

beyond a few Bk T  of the Fermi energy level. This affects the probability of observing an 

RTS in a device. The probability of finding a trap to be occupied in the gate oxide or at the 

interface can be evaluated based on the Fermi - Dirac distribution [37, 44]: 

 
 

1
( )

1 F B
t E E k T

f E
ge





, (1-5) 

where, FE  is the Fermi energy level, and g  is the degeneracy factor of a trap which is 

typically taken as 1. On the other hand, the probability of finding a trap empty is (1- ( )tf E ). 

Figure 1-2 demonstrates the probability profile of a trap occupancy and the regions where 

a trap can communicate with the channel carriers and cause fluctuations in the VDS. It is 

 

Figure 1-1 An example of small window for two level RTS measured on a 3.3 V nMOS 
device biased at VGS = 1.40 V and VDS = 0.50 V at temperature of 190 K. 
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inferred from Figure 1-2 if a trap is filled, it will be impossible to capture another charge due 

to the Pauli Exclusion Principle [37]. Thus, a trap should be empty and reside within a few 

Bk T  from the Fermi energy level to be able to communicate with the channel carries.  

 RTS can be observed in MOS devices with a typical gate area less than 1 µm2 

[45, 46]. If there is one active trap, most likely there will be two level RTS where the drain-

source voltage is switching between two states as shown in (Figure 1-1). This assumes 

the trap is stable. Determining the number of active traps in a complex RTS is not straight 

forward. Some literature suggest that the number of active traps can be extracted from the 

number of RTS levels using: ceil(log2(NL)) [2]. Here, ceil(N) is the ceiling function which 

rounds up N to the nearest integer value, and NL is the number of RTS levels. In some 

complicated RTS traces, there are 4 discrete states or levels as shown in Figure 1-3, 

according to ceil(log2(4)), there should be 2 active traps. In fact, we identified three traps 

are responsible for causing this complicated RTS.  

The drain voltage noise PSD 
DSVS  for the same RTS trace in Figure 1-1 is depicted 

in Figure 1-4. Here, the corner frequency is 0 1 1 1e cf      , and 
DSVS  can be 

expressed in terms of the RTS amplitude as [42]: 

 

     

2

2 2

4
( )

1 1 2
DS

DS

V

c e c e

V
S f

f    




   
 

. (1-6) 

Here, c  and e  are the average capture and emission time constants associated with a 

trap. As the device area gets larger, more and more traps are sampled with different time 

constants. If one considers the device area to be partitioned into individual units: the 

conductance of each unit is locally modulated only by the trapping center contained within 

it. The current noise power spectral density summed over all traps is in 1 f  form. 
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1.2.5 Flicker Noise or 1 f   

Flicker noise is distinguished based on the nature of the frequency domain noise 

power spectra e.g.  1 f  noise. It occurs in all electronic devices regardless of the 

materials (whether conductor, semiconductor etc.). Also 1 f  noise can be seen in some 

biological and financial systems as well as in some natural phenomena [47, 48, 49]. The 

mechanisms and origin of 1 f  noise in all these systems are not the same. Several models 

have been suggested to study the 1 f  noise in semiconductor devices such as MOSFETs. 

One of these models is the Unified Number –Mobility (UNM) fluctuations model. It is one  

 

Figure 1-2 The probability of trap occupancy at two temperatures. The product of the 
probability of the trap to be empty and the probability of the electron to exist in a nearby 

energy level to be trapped     1t tf E f E    looks like a delta function at low 

temperature. 
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Figure 1-4 Lorentzain power spectral density corresponds to the two-level RTS 
noise waveform in Figure 1-1 shows corner frequency 1.4 kHz. VGS = 1.4 V and 

VDS = 0.5 V at 190 K. 
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Figure 1-3 An example of 4 Level RTS measured on a 3.3 V nMOS device. VGS = 
1.40 V and VDS = 0.50 V where temperature is 295 K. 
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of the most accepted models that can provide a satisfactory elucidation of the flicker noise 

in large–area of MOSFET devices [22]. In a MOSFET, the flicker noise is observed due to 

the interference of several traps located close to the Si/SiO2 interface with the channel 

carriers. In large devices, when several channel carriers captured by traps nearby the 

Si/SiO2 interface over a wide range of tunneling times, local channel conductivity changes 

randomly due to the loss of channel carriers. In addition, the occupied traps become 

electrically active centers capable of modulating the channel carrier mobility [22, 28].This 

process occurs spontaneously and randomly between the channel carriers and the defect 

centers.  

Flicker noise PSD is proportional to 1 f   where  is in the range of 0.7 and 1.3. 

The current spectral density can be expressed by Hooge empirical formula, McWhorter’s 

model, Unified Number-Mobility fluctuations model etc. In this section, a brief discussion of 

the Hooge empirical formula is introduced. In Chapter 2, more details about this theory can 

be found. The Hooge empirical formula of the drain current noise generated by the 

fluctuations in the channel carrier mobility can be expressed by [22, 27, 32]: 

 
1

aa
f dcH dc

I

K II
S

Nf f 


  . (1-7) 

Here, N is the number of the fluctuators that generates the 1 f  noise, a  and   depend 

upon the relevant physical process where 2a   and 0.5 1.5   [32, 50], H  is the Hooge 

parameter which depends on the material quality. It was observed that for a high quality 

material, H  is lower by 2-3 orders of magnitude than the suggested value of 2x10-3 [51]. 

When the MOS devices are heavily downsized, the number of the fluctuators per unit area 

decreases. Thus, making the 1 f  noise a definite problem for the microelectronic industry. 

Further shrinking to the device geometry produces new noise mechanisms that dominate 
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the internal noise sources at low frequency such as the RTS phenomenon. 

 

1.3 Summary 

The main focus of this thesis is to provide a comprehensive study about the gate 

oxide defects in MOSFETs using measured RTS data and construct a new RTS statistical 

model and simulation tool. The newly developed RTS statistical model and its simulation 

tool are constructed based on the first principles and supported by extensive measured 

data. A review of the sources and mechanisms for the electronic noise has been provided. 

Motivations and reasons behind this research are highlighted. 

This thesis has been arranged and divided into several chapters. In Chapter 2, the 

focus is on the origin of the low frequency noise in MOSFETs, specifically bulk mobility 

fluctuations, number fluctuations, and oxide trap generated correlated number – mobility 

fluctuations. The effect of device scalability and the variability on 1 f  noise and RTS are 

explained and discussed. State–of–the-art in RTS noise model is expounded in great 

detail.  

In Chapter 3, experimental measurement setup and techniques on acquiring RTS 

data are shown for variable temperatures. The current – voltage and capacitance – voltage 

measurement procedures are outlined. RTS data were acquired on fresh devices as well 

as on stressed devices. The advantages of using variable temperatures in investigating 

the gate oxide defects are explained and supported with relevant literature. Specifications 

of the –used devices in this thesis are discussed.  

In Chapter 4, RTS analyses in time and frequency domains are performed to 

extract the RTS and trap characteristics from the measured data. Trap position in 2D is 

calculated. Trap energies in SiO2 band –gap energy, capture, emission, and relaxation 

energies are extracted. Trap type and species causing the fluctuations in the VDS are 
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studied on several devices. Neutral oxygen vacancy deficient center is found to be the 

origin of the RTS noise. 

In Chapter 5, the adopted mechanisms and principles for reconstructing the new 

RTS statistical model are discussed. This chapter explains all equations that are utilized to 

reconstruct the RTS in time and frequency domains.  

In Chapter 6, transformation of the new RTS statistical model into an interactive 

program using MATLAB as a platform has been implemented. User-provided parameters 

to run the simulation are described and listed. Output results of the RTSSIM are compared 

with the measured RTS data at the same criteria for the purpose of validation.  

Chapter 7 summarizes the aim, importance, and major contributions of this work 

in the area of random telegraph noise in CMOS technology. In addition, this chapter 

outlines the future possible work can be done and added to diversify the functionality of the 

RTSSIM.  
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Chapter 2  Low Frequency Noise in MOSFETS 

2.1 Introduction 

Accelerated demands of scaling down MOSFETs have raised many issues and 

opportunities for low frequency noise (LFN). Scaling down MOSFETs provides high 

integration of devices on one chip, reduces power consumption, and increases the device 

speed [52]. On the other hand, maintaining integrity and reliability of a thin film of SiO2 are 

one of the key factors to keep the miniaturized MOSFETs usable in integrated circuits with 

reliable performance. Hundreds of millions of MOSFETs are constructed in a single chip 

which is used in microprocessor, memories, and other devices. This highly dense 

integrated circuit dictates the highest thoroughness and quality control to ensure that the 

electrical properties of the silicon dioxide films are preserved and well maintained. In 

addition, scaling down the devices impacts the signal to noise ratio.  

The number of channel carriers in MOSFETs decreases as the device volume 

scales down. In this case, the nature of LFN is quite different from LFN in larger-area 

devices. This suggests the 1/f noise is replaced by another mechanism which is known as 

random telegraph signals [43, 52]. Down-scaling results in variability of many device 

characteristics including LFN and RTS. This variation may reach several orders of 

magnitude within the same technology [52, 20]. 

In some applications, LFN can be reduced by turning ‘Off’ the MOSFET for some 

time before is turned ‘On’ [8, 52, 53, 54, 55 ]. This implies that the LFN does not depend 

only on the current bias point but also depends on the previous history of the bias [52]. In 

addition, switching the MOSFET to the accumulation region when the device is not 

contributing to the circuit helps to save power and reduce noise [8]. This technique might 

be used to reduce the 1/f noise in large–area devices. However, in highly scaled devices, 

RTS due to a single or a few trapped electrons cannot be reduced effectively [54].  
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Several mechanisms of LFN have been suggested. However, no definite theory 

has explained and modeled the origin of RTS in highly scaled devices yet. Understanding 

the cause and origin of LFN in large – area devices paved the way to understanding the 

RTS. Two schools of thought among these several proposed theories are considered the 

most popular ones. These two schools of thought suggest that the physical origin of 1/f 

noise in MOSFETs is the mobility and number fluctuations of the channel carriers [52]. 

Hooge showed in 1969, semiconductor samples suffer from 1/f noise which later was 

explained and related to mobility fluctuations    [56]. According to the second 

perspective, 1/f noise is due to the fluctuations in the channel carriers  N . This 

perspective was explained by McWhorter in 1957 [57]. According to J. Chang et al. [58], 

the data taken on several pMOSFETs showed behavior that can be explained by   

theory where, the measured data on nMOSFETs behave according to N  perspective. In 

1992, K. Hung et al. suggested a combined model that correlates both perspectives which 

is known as the Unified Number – Mobility Fluctuations (UNMF) model [22]. The UNMF 

model produces excellent results and provides a good explanation for LFN in large-area 

MOSFETs [52]. From this introduction, there are three mechanisms responsible for the 

LFN in large–area devices which are  , N , and correlated   and N . 

 

2.2 Number Fluctuations 

Low frequency noise in electronic devices can be related to the modulation of the 

conductivity n nq n  , where n  and n  are the charge carrier density and average carrier 

mobility, respectively. From this relation we cannot determine exactly whether n , n , or 

both are causing the modulation in n . It is hard to tell which parameter is dominating as 
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a source of noise. Therefore, looking at the contribution of each parameter as a function of 

VGS is essential.  

The noise contribution from the number fluctuations in MOSFETs can be related 

to the interactions between the defects that are located close to the Si/SiO2 interface with 

the channel carriers (Figure 2-1). If the trap is located within a few Bk T  of the Fermi energy 

level and it is empty, then it has a probability to dynamically exchange an electron with the 

channel (Figure 1-2). Number fluctuation depends on the total active traps and on the 

availability of the carriers in the channel. When an active trap captures an electron from 

the channel, the total charge in the oxide changes by ( oxQ ). This small change in the oxQ  

leads to fluctuations in the flat band voltage ( FBV ). The spectral density of these two 

quantities can be related as: 
2

fb oxV Q oxS S C  [32, 59]. The noise spectral density due to 

capture and emission of an electron by one trap in the oxide can be evaluated as [32]: 

 

Figure 2-1 Single electron trapping/detrapping events in MOSFETs. Capturing electron(s) 
by trap(s) located in the gate oxide would remotely modulate the channel carrier mobility 

and decrease the local conductivity of the channel. 
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Here, oxN  is the change in the number of oxide charges, and 2 f  . From the 

probability of trap occupancy, 
oxN  is computed according to the Fermi - Dirac distribution 

(Eq. 1-5) Then,  2 1 ( ) ( )ox t tN f E f E   . In a typical device, there could be several traps 

distributed around the Si/SiO2 interface or in the oxide bulk. In order to include the total 

noise due to all active traps, the corresponding PSD due to each active trap should be 

added up. However, the exact number of the active traps is not known. Therefore, a uniform 

trap density distribution in volume and energy is considered and can be integrated to find 

the total active traps in a particular device. The fluctuation in the 
oxQS  due to all active traps 

is computed using [32]: 

 
 2

2 2 2 2

0 0 0

4 , , , (1 (E)) ( )

1

C ox

ox

V

E T L W
t t t

Q

E

q N E x y z f f E
S dzdydxdE

W L



 

  
  

 
    . (2-2) 

Here, CE  is the Si conduction band – edge, VE  is the Si valance band – edge, oxT  is the 

oxide thickness, and  , , ,tN E x y z  is the distribution of the traps over the energy and space. 

Here, the oxide defects are assumed a uniform spatial distribution which makes

   , , ,t tN E x y z N E . The integration of Eq. 2-2 along the width and length of the channel 

is:  

    
2

2 2

0

4
(1 (E)) ( ) 1
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E T

Q t t t
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q
S N E f f E dxdE

WL
      . (2-3) 

The product of (1 (E)) ( )t tf f E  equals to: ( )Bk T f E E    and it acts like a delta function 

around the Fermi energy level. Then, the integration of Eq. 2.3 is: 
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Direct tunneling is the assumed mechanism of charging and discharging an electron by a 

trap in the oxide. One of the concerns about this approach that it does not consider the 

capture and emission of an electron or a hole as a thermally activated process (phonon–

assisted tunneling) but takes it as an equi-energy process. Thus, the average elastic 

tunneling time is [10, 60]: 

  
0

xe  , (2-5) 

where, the electron wave attenuation coefficient    can be evaluated using Wentzel – 

Kramers – Brillouin (WKB) approximation: 
*

04 2 oxh qm    [10, 60]. Here, 0  is the 

electron affinity difference between the Si and SiO2, and *

oxm  is the electron effective mass 

in the oxide. The derivative of Eq. 2-5 with respect to z is dx d  . This result can be 

substituted in Eq. 2.4 and integrated between 0 and . If the gate oxide thickness is large 

enough and the tunneled electron cannot reach the gate electrode/oxide interface, the 

electron keeps bouncing between the channel conduction band and the defect. Therefore, 

an electron sees oxT  as an infinite depth. Thus, the upper limit of oxT  is replaced by . The 

final expression of the power spectral density due to the fluctuations in the oxQ  is: 

  
 2

ox

B t F

Q

k Tq N E
S

WLf 
 . (2-6) 

Since we assumed the distribution of the traps in the oxide is uniform, then the exponent 

   of the frequency in Eq. 2-6 is 1. The power spectral density of MOSFET drain – source 

current  
DSIS  can be related to the flat – band voltage fluctuation in terms of the 



20 
 

transconductance  mg  [59]: 
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S f g

WLfC
 . (2-7) 

In general, m DS GSg I V    in the linear or in the saturation regions. In the linear region, the 

transconductance is evaluated based on the DSI  in the linear region [61]: 

  m n ox DS

W
g C V

L


 
  

 
. (2-8) 

Here, 
DSIS  in the linear region depends strongly on the VDS but is independent of VGS. 

 

2.3 Mobility Fluctuations 

Hooge model has been utilized to extend the explanation of 1/f noise in MOSFETs. 

Hooge empirical formula for 1/f noise (Eq. 1-7) suggests the fluctuations in the drain – 

source current is mainly due to the bulk mobility fluctuations [22, 62]. Hooge parameter 

 H  is related to the effective mobility  eff  which is due to two mechanisms: the mobility 

due to lattice  lat  and impurity  imp  scattering [62]. Hooge did not consider other 

mechanisms that may affect the carrier mobility fluctuations in the channel such as surface 

roughness or remote Coulomb scattering due to active gate oxide traps. Hooge assumed 

lattice scattering mechanism produces 1/f noise where impurity scattering had no major 

contribution to the noise [62]. It is assumed that lat  and imp  are acting independently and 

have the same energy dependence. Thus, the effective channel carrier mobility is 

evaluated using Matthiessen’s rule [62]: 

 
1 1 1

eff lat imp  
  . (2-9) 
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The Hooge parameter is then evaluated [62] 

 eff

H lat

lat


 



 
  
 

, (2-10) 

where, lat  is the scattering coefficient due to the lattice scattering mechanism. From Eq. 

1-7 we can infer that the flicker noise depends on the charge carrier density in the channel 

which increases with the increase of VGS. In addition, 
DSIS  ccording to Hooge theory is 

proportion to lat . In general, regardless of the scattering mechanisms, if the scattering 

effect increases, the carrier mobility decreases. When T is increased, mobility fluctuation 

corresponding to the lattice scattering decreases due to the increase of lattice vibrations. 

However, the opposite effect is observed when temperature is increased, average carrier 

mobility increases for a certain point before lattice scattering starts to dominate (Figure 2-2) 

[63, 64].  

Ghibaudo et al. has combined both mobility and number fluctuations in one 

compact model to evaluate the 
DSIS  [59, 65]. Trapping a mobile charge by a gate oxide 

 

Figure 2-2 Mobility of electrons and holes as a function of temperature (Reprinted with 
permission), [63, 64]. 
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defect may cause a charged scattering center, affecting the mobility of the remaining 

channel carriers. This suggests, the fluctuations in the drain – source current could be due 

to the fluctuation in the flat – band voltage and effective channel carrier mobility [59]:  

 
effDS DS

DS fb ox

fb eff ox

I I
I V Q

V Q


  



 
 
  

. (2-11) 

According to Ghibaudo et al. [59], DS fb DS GS mI V I V g        which can be substituted 

in Eq. 2-11. This yields the evaluation of the DSI  fluctuation in the linear region which 

includes the effect of channel carrier mobility fluctuation: 
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. (2-12) 

From Eq. 2-12, the scattering parameter is used to link the variation in the oxide charge to 

the fluctuation in the channel carrier mobility   21 eff eff oxQ     . When   is 

substituted in Eq. 2-12, the fluctuation in DSI  becomes:

DS m fb eff DS ox DS m fb eff DS fb oxI g V I Q I g V I V C                . The power spectral 

density of the drain – source current is [59]: 

  
2

DS fbI V m eff DS oxS S g I C    . (2-13) 

One of the concerns about this approach is the sensitivity of the mobility to the gate oxide 

charge which is weak. In this case, the mobility can be independent of the interface charge. 

On the other hand, if   is high, then  2

DSI DSS I  may not be well correlated to  2 2

m DSg I  

because the mobility fluctuation term dominates [59]. 

 

2.4 Unified Number – Mobility Fluctuation Theory  

Scaling down MOSFETs has allowed scientists to study LFN which is generated 
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by single or a few traps. Hung et al. in 1990 [22], suggested a unified model for 1/f noise 

based on the carrier concentration fluctuations per unit area in the channel and surface 

carrier mobility fluctuations. The UNMF model considers the total inversion charge along 

the width of the channel constant. On the other hand, the inversion charge density along 

the channel length may change due to the capture and emission of mobile charge by the 

trap(s) in the oxide. A drain – source current in the linear region in a MOSFET biased with 

a small drain-source voltage can be expressed as [22]  

 DS l inv yI qW N E .  (2-14) 

Here, l  is the average channel carrier mobility in the linear region, invN  is the inversion 

channel carrier density per unit area, and yE  is the electric field along the channel. If there 

is one active trap capable of capturing an electron or a hole from the channel, a fractional 

change in the local current can be observed [22]. This fractional change in the local current 

can be translated mathematically as [22]: 

 
1 1DS

inv c

DS inv c

I
N

I N


 



 
    

 
. (2-15) 

K. K. Hung et al. [22], linked number of occupied traps to the number of trapped carriers 

through: inv tN N    where inv invN W yN    and t tN W yN    (Figure 2-1). This implies, 

if only one electron is captured, there is one trap filled up. Thus, at the strong inversion the 

ratio 1inv tN N     and that is known as the coupling coefficient. When t tN N    is 

multiplied with DS DSI I , this leads to new expression: 
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I N
N

I N N N

  


  

 
    

   
. (2-16) 

From the ratio c tN  , Eq. 2-16 can be simplified further. The UNMF model assumes 
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the average channel carrier mobility is governed by two mechanisms. The effective surface 

mobility is dominated by the Coulomb scattering by the trapped charge in the oxide, 

screened by the channel carriers. Matthiessen’s rule is used to utilize the evaluation of the 

average channel carrier mobility [22]: 

 
1 1 1 1

t

c oth ox oth

N
   

    . (2-17) 

From Eq. 2-17 1ox tN  . Here, ox  is the mobility limited by the gate oxide charge 

scattering where oth  is the mobility limited by other mechanisms such as surface 

roughness, impurity scattering, lattice scattering etc. [66]. Fluctuations in the number of 

occupied traps cause fluctuations in the channel carrier mobility and that can be expressed 

as:  
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. (2-18) 

Substituting 1inv tN N     for strong inversion, t tN W y N     and Eq. 2-18 in Eq. 2-16 

: 
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. (2-19) 

The power spectral density of DS DSI I  in term of the power spectral density of average 

fluctuations in the number of occupied gate oxide traps  
tNS  is [22]: 
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. (2-20) 

From the number fluctuation theory, 
tNS
 can be evaluated using the same procedure in 

section 2.2 [22]: 
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Assumptions are made in order to evaluate the integration. First, it is assumed that the trap 

density close to the Si/SiO2 interface is uniformly distributed and varied only with energy. 

Second, the probability of a charge carrier penetrating into the oxide decreases 

exponentially as expressed in Eq. 2-5. The trap occupancy is computed using Eq. 1-5. 

From Figure 1-2,     1t tf E f E  acting like a delta function around the quasi Fermi 

energy level. This implies the major contribution to the integration comes from the traps 

whose energy is close to the Fermi level. Evaluating the integration of Eq. 2-21 leads to 

the power spectral density due to the occupied gate oxide traps [22]: 
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 . (2-22) 

According to the UNMF model, the average noise power of DSI  due to the fluctuations in 

the IDS can be evaluated using [67]: 
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From Eqs.20–2.23, the total power spectral density of IDS is [22]: 

 

22
1

( )
DS

B DS
I c t F

inv

k TI
S N E

fWL N




 
  

 
. (2-24) 

The sign of the mobility fluctuation term in Eq.2-24 depends on the trap type. If the trap is 

neutral when is empty, ‘+’ sign is used. If the trap is attractive when is empty, ‘-’ sign will 

be used. Implementation, comparisons with other methods, and further discussions of 

UNMF theory will be in the next chapters. 



26 
 

2.5 State-of-the-art in RTS 

The continuous scaling of electronic devices has shown discrete switching in the 

VDS due to the capture and emission of mobile charge carriers by an individual defect 

located in the bulk oxide or at the Si/SiO2 interface. Studying RTS at variable temperatures 

can provide insightful information about the nature and the origin of the defect. RTS might 

be considered an alternative technique for studying the microscopic origin of LFN. RTS 

has the ability to probe on an individual trap in real time from which several trap 

characteristics are extracted and studied. 

RTS is a stationary signal where its statistical properties are constant e.g. the 

average and the standard deviation of a stationary signal are time independent. The 

common approach for acquiring and studying RTS data is to use steady state biasing 

conditions. Based on the Poisson distribution of occurrence for each RTS level and from 

the VGS, VDS, and temperature dependence, RTS and trap characteristics are extracted. In 

this work, we are adopting this method for analyzing and modeling the RTS.  

 On the other hand, RTS can be evaluated based on the cyclo-stationary excitation 

where the MOSFET is not biased at steady state but is switched periodically [68]. Under 

cyclo–stationary excitation RTS is evaluated through the calculation of the RTS 

autocorrelation and the implementation of the Wiener – Khinchin formula [68]. The cyclo-

stationary approach yields the analytical formulation of the RTS spectrum.  

Zero crossing statistics is a method used to analyze the RTS data [69]. This 

approach can track any fluctuations in the VDS due to the capture and emission of an 

electron from and to the channel. The RTS data are divided into constant width of intervals 

and the number of crossing events in each window is examined. This approach may work 

fine and lead to good results and analysis for well-defined RTS-levels. However, if the RTS 

levels are overlapped, zero crossing approach cannot differentiate between the levels and 
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that may populate the data in the wrong group. Zero crossing method does not link the 

crossing events to the electron transition and to the state of the trap (whether a trap is filled 

or empty). Therefore, extraction of the average capture and emission times in a complex 

RTS is associated with high risk and that may end up with erroneous calculation of the 

RTS characteristics.  

RTS is also modeled through Markov process which can describe single trap 

transitions between two discreet states (0 and 1) at different times (t1 and t2) as shown in 

Figure 2-3 [70]. Using this model without major enhancements limits the applicability of the 

analysis to one or two active traps. Furthermore, RTS amplitude, average capture, and 

emission times are extracted independently which may lead to inaccurate results [2, 15].  

Time lag plot (TLP) is known by a lag scatter plot used to analyze the RTS 

autocorrelation in time-series data [2, 13]. The TLP constructs the date on two -dimensional 

graph where the data sampled at ith time interval (ti) is plotted on the x–axis. The data 

sampled at [time interval +1] (ti +1) is plotted on the y–axis. Each RTS level appears on the 

TLP as a diagonal cluster. This method is considered an impractical way to analyze a large 

amount of RTS data as well as a complex RTS. This is due to the absence of a clear 

method that allows the extraction of the number of RTS levels. In addition, strong presence 

of the thermal or 1/f noise might cause the RTS levels to overlap. In this case, it will be 

 

Figure 2-3 Description of single trap transitions between two states using Markov method. 
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hard to differentiate between the RTS levels. However, using an enhanced TLP technique 

may allow the analysis of large RTS data even with the presence of additional noise. 

According to Realov et al. [2], the frequency of each point in the TLP is transformed into a 

two–dimensional histogram from which the number of the RTS levels is extracted [2]. 

Another way to model the effect of RTS is using compact models based on the 

two–stage L–shaped resistance–capacitance (RC) circuits [17]. According to this method, 

generation of the RTS traces can be done by integrating a white noise source with a L–

shaped circuit connected to a comparator as shown in Figure 2-4 [17]. The RC values are 

set based on the RTS characteristics. However, this model does not consider the 

characteristics of the trap species that are responsible for the fluctuations in the VDS 

signals. Moreover, it does not incorporate the trap position in the oxide and along the 

channel. In addition, this approach makes the construction of the complex RTS due to 

several active traps impractical. Reconstructing a complex RTS through L-shaped RC 

circuit does require several stages connected in parallel where each stage can handle a 

single trap.  

 

Figure 2-4 Two-stage L–shaped circuit for generating RTS traces for single 
active trap. 
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2.6 Low Frequency Noise Scaling and Variability  

In highly scaled devices, the free carrier number is less than 104 where the LFN is 

dominated by RTS noise [71, 72]. The LFN in these small – area devices are impacted with 

the effect of a single or a few active traps. On the other hand, in large –area devices several 

active traps may yield the ensample averaged 1/f noise. The RTS amplitude has been 

shown to increase with decreasing device dimensions. The RTS amplitude depends on 

several other factors such as: bias conditions, trap position in the oxide, remote Coulomb 

scattering effect, and the substrate doping concentration especially when there is a halo 

implanted region by the source and drain in the MOSFET channel [70]. Based on Eq. 2-24, 

both number and mobility fluctuations are proportional to 1 WL , which raises serious 

concerns for future device scaling. 

The LFN level changes from device to device. For large-area devices the change 

in LFN level is small which is less than one order of magnitude [73, 52]. However, for small–

area devices the variability in LFN level can reach 3 to 4 orders of magnitude [73, 52]. The 

increase in the variability of RTS magnitude with down-scaling has been shown to be much 

greater than that introduced by random dopant fluctuations [74]. RTS amplitude at the 22 

nm node is large enough to push the variability of noise sources above the minimum supply 

voltage [75]. This negatively impacts the design margin where RTS is considered the 

fastest growing contributor to design margin degradation [75].The magnitude of the RTS 

increases as 1/WL which is considered a rate faster than other sources of variability [74, 

75]. 

In pointing out the main differences between the RTS in large and small devices 

one can think the RTS trace in time domain in highly scaled devices is a discrete signal 

switching between two or more states. The equivalent PSD of this discrete signal is a 



30 
 

Lorentzian shape. In large-area devices, the RTS in time domain is a continuous signal 

where the corresponding PSD is 1 f   noise (Figure 2-5). If WL is large, then the effect of 

a single trap is smeared out, while in small–area devices the effect of a single trap becomes 

more pronounced and more influential. 

2.7 Summary 

A brief review on the development of low frequency noise has been provided. 

Several key concepts are shown which provide a basic understanding of the origin of LFN. 

LFN can be related to the channel carrier number fluctuations which may dominate the 

DSVS  amplitude and the fluctuations in the VDS signal in large–area devices, while in the 

 

Figure 2-5 The effect of mobility and number fluctuations on the drain–source voltage 
signal due to single and multiple active traps in time and frequency domains. 
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small–area devices the mobility fluctuation becomes more pronounced. State–of–the-art in 

the RTS analysis has been reviewed and several RTS models are discussed. Analyzing 

and reconstructing the RTS in time and frequency domains based on the SRH and Poisson 

statistics is shown to be the best approach. The method based on the first principles takes 

into account the actual physical species causing the fluctuations in the VDS. In addition, 

several other physical mechanism can be incorporated through this method.  
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Chapter 3  Experimental Measurement Setup and Techniques  

3.1 Introduction 

Conducting accurate, vigorous, and repeatable measurements is essential to 

predicting and modeling the low frequency noise. Noise measurement is a sensitive 

process which requires extra caution. The acquired signal should result from the targeted 

device, not from extrinsic interferences such as RF or other source of electronic signals. 

Therefore, shielding and grounding of extraneous noise are essential. A nondestructive 

procedure is adopted to investigate the low frequency noise in several MOS devices. Wafer 

level measurements at room temperature were performed to verify the IV characteristics 

and to select certain devices for further investigation at various temperatures. 

MicroManipulator 8600 series probe station is used for this purpose after the proper 

connections and settings are made. After certain devices were identified and selected, 

wafer was diced into several modules and packaged to be placed inside the cryostat 

(Figure 3-1).  

In order to protect the device from electrostatic discharge (ESD), a known voltage 

should be maintained on its leads at all times while the device is not under test. For the 

purpose of eliminating the noise from the bias circuit, we have used two sets of 

rechargeable batteries connected in series (Figure 3-2). This low-noise biasing circuitry is 

used to provide the necessary current to bias the gate-source and the drain-source 

terminals. A resistive voltage divider is utilized along with the batteries to provide a 

continuous flow of current. Once the device is biased, the measured drain-source AC 

voltage signals are amplified through EG&G PAR113 pre-amplifier. This low noise pre-

amplifier was set to operate at the frequency range of DC-300 kHz with a voltage gain of 

10,000. The output of the amplifier is then connected either to the oscilloscope to record 

the RTS in time domain or to the dynamic signal analyzer to evaluate the RTS spectrum. 
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Figure 3-1 Bonded chip shows several devices connected to the external leads to 
be used inside the cryostat.  
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Figure 3-2 DC bias circuit used in the RTS measurements. The source of the MOSFET 

and negative terminal of the batteries are connected to custom made ground line. 
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60 Hz power line effect on the RTS signals is observed while the device is under 

test inside the shielded room. This problem can be completely treated by making sure the 

source and substrate terminals of the nMOS device are shorted and connected to real 

ground line that is connected outside the building. Relying on the battery box virtual ground 

to minimize the effect of 60 Hz is not an effective solution. Therefore, RTS cannot be 

observed and measured if we do not eliminate the effect of 60 Hz and its harmonics. All 

equipment including oscilloscope, dynamic single analyzer, precision semiconductor 

parameter analyzer, precision impedance analyzer, temperature controller, and vacuum 

pump are kept outside the shielded room to minimize the effect of 60 Hz or any external 

noise pick-up. Having the AC equipment outside the shielded room helps to track, observe, 

and record the RTS traces. Consequently, the quality and the credibility of the acquired 

RTS data are improved (Figure 3-3). 

 

Figure 3-3 Variable temperature RTS measurement setup using a passive continuous 
flow, open cycle cryogenic system that does not require any power. All equipment inside 
the shielded room are battery-operated to minimize 60 Hz and environmental noise pick-

up. All equipment on AC power are kept outside the shielded room. 
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3.2 Advantages of Variable Temperature RTS Measurements 

In general, variable temperature RTS measurements provide more perceptive 

information about the defect responsible for the RTS than room temperature RTS 

measurements. It is essential to vary the temperature to study the thermally activated 

processes and to extract the associated activation energies such as: relaxation energy 

associated with a trap in the oxide, capture activation energy, and emission activation 

energy. In addition, capture cross section prefactor can be evaluated from which the 

capture cross section is computed. Moreover, the nature and origin of a defect can be 

studied and might be identified through the RTS measured data.  

Lowering the ambient sample temperature has several advantages over heating 

up the device. If we are to identify the defects responsible for the RTS, there is simply a 

wider temperature range below room temperature than above to go to and still maintain 

safe and reliable operation of the MOSFET without changing the defect inherent 

characteristics. Other reasons for taking low temperature measurements are: (1) as only 

traps within a few Bk T  of the Fermi level are active, lowering the temperature allows us to 

pinpoint individual traps without interference from other active ones with close energies 

(Figure 1-2) [42, 43, 76, 77], (2) less thermal noise helps us pick up faster RTS signals with 

lower magnitude, (3) and ability to track the interactions and trapping/detrapping events 

between the traps within the time scale of the measurement, since switching slows down. 

Heating up the device may stress or activate several traps or may lead to two-state systems 

capable of producing discreet events looking like capture and emission of a carrier but in 

fact originating from an unstable scattering center induced by the increased temperature 

[77].  
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3.3 Device Specifications 

Several nMOSFETs were investigated with a channel area of 0.36-0.55 µm2. RTS was 

measured from room temperature down to 80 K. Gate-source voltage was varied from the 

threshold voltage into strong inversion while drain-source voltage was kept between 0.20 

and 0.50 V. The voltage rating of the investigated devices was 3.3 V. All investigated 

devices were provided and fabricated by Texas Instruments Inc. The investigated devices 

were based on two different technologies. The first group has higher doping concentration 

and thinner oxide thickness than the second group. MOS–capacitor structures with an area 

range of 1,400 and 10,800 µm2 were used to measure the CV data at the same 

temperatures that the RTS was observed.  

3.4 Current- Voltage and Capacitance – Voltage Measurements 

DC measurements are the first step in the noise analysis. DC characterizations 

were performed to extract the threshold voltage and current – voltage (IV) characteristics 

as a function of VGS and VDS (Figure 3-4 and 3.5). Once the RTS was observed at different 

temperatures, the DC measurements were repeated for the same temperature range to 

extract Vth as a function of temperature. In addition, the channel output conductance  dg  

was extracted from the DC measurements as a function of VGS for the calculation of the 

channel carrier mobility in the linear and in the onset of saturation region.  

The threshold voltage was evaluated from the square root and the derivative of the 

square root of drain – source current with respect to gate – source voltage. From the 

maximum of DS GSI V   a straight line was dropped down to intercept with DSI  curve 

at point A (Figure 3-6). From the intercept of point A and the slope of DS GSI V   curve, 

Vth was determined from the intercept with VGS - axis at point B. 
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Figure 3-4 Typical drain current and channel output conductance 
characteristics as a function of VGS for a 3.3 V nMOS device. 
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Figure 3-5 An example of measured drain – source current at various gate – 
source voltage for a 3.3 nMOS device. The drain – source current curves show 

the device behave normally where short channel effect is not observed. 
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Capacitance–voltage (CV) measurements were taken at the same temperatures 

that the RTS was observed. The CV measurements were performed between the gate and 

channel  GCC  after the proper connections were made as depicted in Figure 3-7. The 

outer conductor of all coaxial cables used was connected together with the guard terminal 

of the Agilent precision impedance analyzer 4294A (Figure 3-8). In addition, all ground 

lines of the probe-tips were connected with the guard terminal of Agilent 4294A. This 

helped to prevent a ground loop effect which may add a stray capacitance and mutual 

inductance to the measured CV data. Providing a return path to the induced current through 

the outer conductor in opposite direction to the injected current improved the measured CV 
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Figure 3-6 Extraction of the threshold voltage from the square root of drain – source 

current and the derivative of the square root of drain–source current with respect to gate 

– source voltage. 



39 
 

data.  

From the experimental CV data, charge carrier concentration per unit area was 

extracted as a function of VGS. The total inversion charge (Qinv) was evaluated from the 

integrated area under the gate-channel capacitance curve after the overlap capacitance in 

the accumulation layer was subtracted from the entire GCC  curve (Figure 3-9). This leads 

to the evaluation of the carrier density in the inversion layer ( invN  ) [37]: 
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The effective channel length ( effL ) was extracted from the GCC  curve using [37]: 
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Figure 3-7 Gate-channel capacitance measurement setup for nMOS device using Agilent 
4294A precision impedance analyzer. 
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Figure 3-9 Raw data of the gate-channel capacitance at variable temperatures for 
an nMOS-capacitor.  

 

Figure 3-8 (a) A ground loop effect is observed when the outer conductor of the coaxial 
cable is grounded on both ends. This connection may create a stray capacitance. (b) 

Connecting one end of the outer conductor to the probe ground helps decrease the noise. 
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where L  is the drawn channel length in a MOSFET, GCC  is the overlap gate-channel 

capacitance in the accumulation region, and the 
invGCC  is the gate-channel capacitance in 

the inversion region. 
GCC  data was used to extract the oxide thickness as a function of 

temperature where, 
20ox SiO oxT C  . Here, oxC  is the corrected 

invGCC , 0  and 
2SiO  are 

permittivity of free space and SiO2, respectively. From Figure 3-9, the gate–channel 

capacitance does not change with temperature, which allowed us to provide one CV curve 

to the RTS simulation to calculate the Ninv and Leff. Further discussion and use of CV data 

can be found in Chapters 4 and 5.  

 

3.5 RTS Noise Measurement Setup and Procedure 

Performing the DC measurements and verifying if the RTS was observed at room 

temperature was the first step in the procedure of the RTS data acquisition. If the RTS was 

not observed at room temperature, we lowered down the sample ambient temperature until 

the switching in the VDS signal was observed (Figure 3-10). Once the RTS was picked up 

on the oscilloscope, the RTS measurements were taken at that temperature for 10 to 15 

different bias points by varying the VGS and keeping the VDS at a constant value. For 

variable VDS measurements, we fixed the VGS and varied the VDS at several bias points 

between the linear and saturation regions (please see section 4.3.4). 

Once the packaged device is attached to the cold finger inside the cryostat 

chamber, all leads of the device under test (DUT) were shorted with 4 miniGrabber test 

clips to eliminate the effect of ESD and provide a known voltage at its leads (Figure 

3-11(a)). Then, the DUT leads were disconnected from the outer - frame of the package. 

Four custom made pin socket connectors were used to connect the DUT leads with the 
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BNC connectors in the cryostat (Figure 3-11(b)). As soon as the device was shorted and 

the interface with the BNC connectors was done, DUT connection with the RTS 

measurement setup was completed. Before device was biased, the four miniGrabber test 

clips were taken out. Typically, the device was biased at low VDS  0.2 V while VGS was 

varied from threshold voltage to strong inversion searching for RTS. If RTS was not seen, 

VDS was increased and VGS was varied again.  

The cryostat (RC 102) pressure was lowered to below 65 mTorr using mechanical 

pump. DUT temperature was set to the desired value using a LakeShore 330 temperature 

controller. The proportional-integral-derivative (PID) gain loop was set to 350, 50, and 0, 

accordingly to have optimal temperature control [78]. Once the desired vacuum level was 

reached, liquid and gas nitrogen nozzles were gradually opened to avoid overflow of liquid 

nitrogen. Temperature of the cryogenic system was monitored on the temperature  

 

Figure 3-10 A procedure is set to acquire RTS data, CV and IV measurements at  
variable temperatures and bias conditions. 
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Figure 3-11 (a) Leads of the investigated device are shorted using 
miniGrabber test clips. (b) DUT is connected through pin socket connectors 

to the BNC connectors in the cryostat.  
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controller display. Once the desired temperature was reached, the flow of the liquid 

nitrogen was slowed down and the nitrogen gas cylinder pressure gauge was set between 

8 and 12 psi to maintain a fixed-continuous flow of the liquid nitrogen. This helped the 

controller to keep the cryostat temperature at the desired value.  

There were two temperature sensors inside the cryostat. First one was located 

under the stage close to the wire wound heater nozzle where the second one was placed 

behind the cold finger. Both temperature sensors were connected to two different channels 

in the LakeShore 330. The first sensor was connected to channel A and the second one 

was connected to channel B. We typically consider the sample temperature that was 

measured by the second sensor (Channel B), since it is located close to DUT. Channel A 

was used to provide feedback to the temperature controller. 

Sampling frequency of the oscilloscope was adjusted according to the DUT 

temperature and the speed of communication of the trap with the channel carriers. High 

DUT temperature results in fast transitions of electrons between the channel conduction 

band and the bound state at the defect site, since capture and emission of an electron are 

thermally activated processes. For this reason, high sampling frequency in the range of 

0.5-1 MS/s was used to capture all of the transitions. Otherwise, sampling frequency was 

decreased since the carriers communicate much more slowly with the traps as the 

temperature was decreased.  

In some cases, a trap was found to be communicating very slowly with the channel 

carriers. Thus, not enough transitions were observed between the RTS levels within the 

observation window for meaningful statistical analyses. If there are 600 to 1000 transitions 

between two states in an RTS trace for 60,000 to 100,000 readings, the Poisson statistical 

analysis would be more realistic. However, if there are less than 200 transitions for 20,000 

points in two - level RTS trace, the statistical analysis most likely will be invalid. Therefore, 
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more RTS traces were acquired and stitched together at the same bias and temperature 

conditions to ensure adequate transitions. For the convenience of the stitched RTS 

analysis, sampling frequency, and the total number of acquired points, and the total 

recording time were kept the same for all RTS traces that were stitched together.  

HP-3562A is used along with computer interface to perform the fast Fourier 

transform on the time domain VDS signals which produces the PSD. The number of 

averages was set up to 28 and overlap sampling window to 75%. The spectrum analyzer 

AC power cord is connected to an outlet surge protection where its earth – grounding line 

is connected directly to outside building. This helps to minimize the effect of 60 Hz on the 

PSD.  

 

3.6 Device Stressing 

The idea behind stressing MOSFET devices is to analyze the DC-stress-induced 

trap(s) in the Si/SiO2 interface and compare it with the process-induced trap characteristics. 

As it is known, devices degrade over time. Thus, tracking the RTS effect as a function of 

operation time is important for prediction of the lifetime of a device. RTS was searched and 

scanned in a fresh device before it was stressed. Agilent-4156C was used to stress the 

device for 60 second at the conditions shown in Table 3-1. The device was then tested in 

 

Table 3-1 Stressing and testing conditions for a 3.3 V nMOS device. 

Stressing conditions   

Gate terminal (V) Drain terminal (V) 
Source and body 

terminals (V) 
Temperature (K) 

2.1 3.0 0.0 

295 

Testing conditions (V) 

Gate terminal (V) Drain terminal (V) 
Source and body 

terminals (V) 

0.0-2.5 0.1 0.0 
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the linear region for variable VGS up to 2.5 V with VDS = 0.1 V. IV characteristics and Vth 

were recorded (Figure 3-12). The device was scanned again for any RTS presence after 

the stressing. If the RTS was observed, the RTS measurement procedure was repeated 

(Figure 3-10). Cumulative stressing of 120, 360, 600, 900, 1380 seconds was performed 

all at room temperature. It was noticed that the major shift in Vth occurred in the first 60 

seconds and after that the change was much less as depicted in Figure 3-13. On the other 

hand, observing a major shift in the Vth does not necessarily produce an RTS in a device. 

This implies that a process- or stress-induced trap may be permanently filled with a carrier, 

producing a fixed charge in the gate oxide which changes the electrical property of the 

dielectric material. This might be the reason behind the shift in the threshold voltage without 

any accompanying RTS fluctuations.  
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Figure 3-12 ID as a function of VGS for a 3.3 NMOS device before and after stressing. 
Major shift in the ID value occurs at the first 60 seconds then minor shift is observed for 

the rest of the 1320 seconds. 
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In general, a fixed charge could not cause additional number fluctuations. 

However, it might cause additional mobility fluctuations depending on the location of the 

induced charge. In addition, stressing a device may induce a trap capable of capturing and 

emitting an electron from and to the channel. One of the investigated devices showed no 

RTS before stress. However, after it was stressed for 1460 seconds, two – level RTS was 

observed at the temperature range of 186 and 228 K. 

 

3.7 Summary 

Variable temperature RTS measurement setup is outlined. Extraction of the 

threshold voltage procedure from the IV curve is shown. Evaluating the total charge in the 

inversion layer from the measured CV data is explained. For variable temperature 
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Figure 3-13 Threshold voltage and its degradation percentage as a function of 
stressing time range between 0 and 1380 seconds. The first 60 seconds Vth 

degraded 16 % and after 1320 seconds it degraded 10 %. 
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measurements the advantages of cooling down the investigated devices over heating them 

up are discussed. The procedures for obtaining IV characteristics and threshold voltage for 

stressed and fresh nMOSFETs are described. From the IV and RTS data of the stressed 

devices, shift in the threshold voltage does not necessarily lead to switching in the VDS.  
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Chapter 4 RTS Analysis in Time and Frequency Domains 

4.1 Introduction 

The availability of deep-submicrometer MOSFETs has provided an opportunity to 

study the noise generated by individual gate oxide traps. It is possible to have one oxide 

trap or a few active traps in the vicinity of surface Fermi level over the entire channel [41]. 

RTS originates from the consecutive capture and emission events of a single or multiple 

electrons by defect center(s) at the Si/SiO2 interface or in the gate oxide bulk [42]. RTS 

can be used as a diagnostic tool to study the energy and spatial distribution of gate oxide 

traps. However, existing techniques assumed a uniform trap distribution and neglected 

variation of trap characteristics. RTS is based on real-time electron switching events in the 

drain current or voltage. Therefore, it is used to probe active traps individually. RTS plays 

major role in determining the future limitations of highly scaled devices [43]. RTS method 

is adopted to study the variability of traps and other electrically active defects within the 

same process technology and to study the multi-level fluctuations caused by independent 

or correlated traps. 

In this chapter, the results and analyses of simple two-level and multilevel RTS as 

well as RTS due to fast and slow traps are presented. RTS is statistical in nature and may 

vary between different devices with the same geometry and technology or different 

geometries on the same wafer. Therefore, RTS was investigated on a variety of MOSFETs 

and technologies at different operational voltages and in a wide range of temperatures to 

obtain sufficient statistical data that can be used to construct a meaningful statistical model.  

Identifying and characterizing of gate oxide defects with high resolution and 

nondestructively are essential for the reliability of MOSFETs and digital memory devices. 

Investigating the gate oxide defects using RTS is considered to be a powerful tool for 

studying the oxide trap characteristics in real time, although, there are several trap 
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characteristics that cannot be extracted from room temperature RTS measurements alone. 

These are the trap capture cross section prefactor  0 , capture activation energy  BE

, change in entropy  S , trap binding enthalpy  H , emission energy  BE H T S    

, and relaxation energy  RE  (Figure 4-1). On the other hand, room temperature RTS 

measurements are sufficient for the extraction of trap position  tx  in the oxide with respect 

to the Si/SiO2 interface, trap location along the channel with respect to the source  ty , 

and the trap energy in the SiO2 band–gap  
oxC TE E . Therefore for complete 

characterization of the oxide traps and accurate simulation of the resultant RTS traces, 

variable temperature measurements, analyses and modelling were done in this work. 

 

 

Figure 4-1 Configuration coordinate diagram denotes two electron states. Dashed 
curve corresponds to the empty trap and the electron is free in the channel. The solid 

curve corresponds to the trap filled with an electron. BE  and H  are temperature 

independent. However, the energy needed to release a trapped electron from the 
defect site increases with the decrease of temperature. In this particular diagram,

0H T S    . 
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4.2 RTS Analysis in Time Domain 

In the time domain, RTS traces are characterized by three major parameters. First, 

RTS amplitude  DSV  is computed from the Gaussian histograms of the RTS data. 

Second, average time constant associated with the empty state  c  is extracted from the 

RTS waveforms (Figure 4-2). Third, average time constant associated with the filled state 

 e  is calculated from the RTS waveforms as depicted in Figure 4-2. MATLAB code was 

developed to track c  and e  associated with each trap and calculate the RTS amplitude 

corresponding to each trap. An example of RTS acquired on a 3.3 V nMOSFET with the 

channel area of 0.36 μm2 is shown in Figure 4-2. The three-level RTS in Figure 4-2 are 

due to two dependent traps, since all transitions to level 3 occur from level 2. A minimum 

of 200 transitions between different RTS levels and 20,000 readings were obtained for 

each time-trace. The corresponding time associated with the empty state of trap A (Figure 

4-2) is recorded until the state changes. Once the transition is realized, the recording time 

associated with the empty state of trap A stops. Meanwhile, the recording time associated 

with the full state of trap A begins until the state changes. Same procedure was used to 

run the time analysis associated with trap B. In general, when a trapped carrier moves from 

one state to another, one of the average time constants associated with the trap is stopped 

recording and others continued to be recorded or reset as illustrated clearly in Figure 4-2.  

After setting the upper and the lower limits for each level on the RTS signal, then 

the distribution of time spent in each level was investigated. The time was divided into bins 

 nbt  in seconds and the frequency of occurrence of each time duration  nbF  was counted. 

Thus, the average time constant associated with each RTS level was computed as: 

 ,

1 1

b b

b b b

N N

c e n n nt F F   . (4-1) 
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Here, bn  is the bin number used in the histogram, and bN is the total number of bins used 

in the histogram. 

4.3.1 Average Time Constants Associated with Each RTS Level 

The discussion here will be confined to two-, three-, and four-level RTS in two 

different nMOSFETs. For transistor A (TA), two level-RTS was seen at low temperatures 

between 80 and 122 K for VGS = 1.50-1.74 V with VDS = 0.25 V (Figure 4-3). Also three-

level RTS was observed in TA at T=80-88 K for VGS = 1.62-1.74 V (Figure 4-4). In transistor 

B (TB), four-level RTS due to fast and slow traps switching was seen at temperature range 

of 263 and 300 K for VGS = 1.00–1.90 V while VDS kept at 0.30 V (Figure 4-5(a)). Due to 

the complexity of this RTS waveform and difficulty to differentiate between the RTS levels, 

RTS was acquired at two different sampling frequencies in an attempt to capture the fast 

and slow transitions at two different traces. Therefore, RTS measurements due to the fast 

trap were taken at VGS between 1.00 and 1.45 V with sample frequency 1 MSample/s. RTS 

data due to the slow trap were acquired at low sampling frequency  1 KSample/s for VGS 

range of 1.50–1.90 V. At lower temperature (217–263) K, the slow trap became quiet and 

only RTS due to the fast trap was seen.  

 
Figure 4-2 Time analysis for measured RTS traces for two dependent acceptor traps. 

Trap B is active only when trap A is full. 
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The Poisson distribution for the switching events of the two RTS samples in Figure 

4-3(a) and Figure 4-4(a) is shown in Figure 4-6 and Figure 4-7, respectively. The extracted 

average times associated with the observed RTS in TA as a function of VGS and T are 

depicted in Figure 4-8. The fluctuations in the VDS due to the fast trap represent two-level  

 

Figure 4-4 Three-level RTS corresponding to two active traps along with the RTS 

amplitude to the right. Traps A and B were dependent where B was active only when A 

was full. VGS=1.7 V, VDS = 0.25 V at DUT temperature 88 K. 
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Figure 4-3 (a) Two-level RTS corresponding to one active trap measured on an 
nMOS device. (b) Histogram of the time domain RTS data from which the RTS 
amplitude was extracted. VGS=1.5 V, VDS = 0.25 V, and DUT temperature 88 K. 
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Figure 4-5 Sample of four level RTS obtained on a 3.3 nMOS transistor due to fast and 
slow traps. (b) The separated two–level RTS due to the slow trap. (c) The separated two–

level RTS due to the fast trap. VGS = 1.90 V, VDS = 0.30 V where temperature is 263 K. 
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Figure 4-6 Time events distribution with Poisson fitting corresponds to the RTS 

waveform in Figure 4-3(a). c =1.9, e = 25.6 ms. VGS = 1.5 V, VDS = 0.25 V and DUT 

temperature 88 K. 
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Figure 4-7 Time events distribution with Poisson fitting corresponds to the RTS 
waveform in Figure 4-4. The data were taken at bias conditions of VGS = 1.7 V where 

VDS = 0.25 V at temperature 88 K. cA   2.2, eA   87.5, cB   121.0, and eB   22.6 

ms. 
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RTS. Extraction of the average times associated with each trap was done after the 

separation between the overlapped levels had been completed. From Figure 4-5(a), level 

2 is overlapped with level 3. Thus, level 3 was shifted below level 2 without affecting or 

changing the integrity of level 2 (appendix A). The separated waveform looks like the one 

in Figure 4-5(b). The separated RTS data due to the fast trap is shown in Figure 4-5(c). 

The separated RTS data (Figure 4-5(c)) due to the fast trap were not used in the analysis 

of time constants. This is due to the fact that these data looked like spikes in this time scale. 

The histogram of the RTS shown in Figure 4-5 is illustrated in Figure 4-10. From Figure 

4-10(c), the VDS fluctuations are not strictly Gaussian distribution. Thus, only the extracted 

data due to the slow trap were considered and used in the analysis of time constants when 

RTS was acquired at low sampling frequency. For TB, the average times associated with 

 
Figure 4-8 Average capture (a) and emission (b) times computed from the RTS time 

trace at each bias condition and temperature for TA. VDS = 0.25 V. 
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slow and fast traps are plotted in Figure 4-9. It is noted that at a specific gate bias average 

time constants increase as the temperature is decreased. This is due to the reduction in 

the lattice temperature. And since the mechanism of capture and emission of an electron 

is phonon–assisted, we expect the average times to increase when DUT temperature falls 

down. 

To show the relative importance of trap A and B in TA, we looked at the progression 

of the RTS in time domain with bias. The DUT temperature was fixed at 88 K while VDS 

kept at 0.25, then VGS was varied between 1.62 and 1.72 V. Figure 4-11 shows trap A was 

more active at lower VGS with higher number of transitions, and became less active at 

higher VGS. On the other hand, trap B was active at high VGS which can be inferred from 

the RTS histograms amplitude in Figure 4-12. 

 

Figure 4-9 Average capture (a) and emission times (b) associated with the fast and 
slow traps for TB. VDS = 0.30 V. 
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Figure 4-10 (a) Histogram of the time domain RTS data for both traps before 

separation. (b) Histogram of RTS data for the slow trap after separation from which the 
RTS amplitude due to the slow trap is extracted. (c) Histogram of RTS data due to the 

fast trap which does not represent a Gaussian distribution for level 2. 
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Figure 4-11 Three-level RTS shows the relative influence of trap A and B on the VDS 
signals in TA. Trap B became more active and pronounced at higher VGS, while channel 

communications with trap A started to diminish. 
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Figure 4-12 RTS histogram amplitude for the RTS waveforms in Figure 4-11 for VGS 
range between 1.62 and 1.72 V at VDS = 0.25 and temperature 88K. Level 1 started 
to diminish as VGS was increased and level 3 started to become more pronounced. 
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4.3.2 Determination of Average Capture and Emission Times for a Trap 

Average capture time can be defined as the time it takes the trap to capture an 

electron from the channel provided the state of that trap is initially empty (if the trap is an 

acceptor type) (Figure 4-13). On the other hand, average emission time represents the 

average confinement time for a carrier in the defect center before is released back to the 

channel. 

From the VGS dependence of the extracted average times associated with each 

trap, the average capture and emission time constants were identified. If a trap is an 

acceptor and the channel carriers are electrons, the average time associated with level 1 

(Figure 4-3(a)) decreases as the VGS is increased, and that is corresponding to c  (Figure 

4-8(a) and Figure 4-9(a)). However, the average time constant associated with level 2 

(Figure 4-3(a)) increases as a function of VGS, which represents e  (Figure 4-8(b) and 

Figure 4-9(b)). In addition, the ratio  1c e t tf f     decreases due to the increase of the 

trap occupancy [42]. Here, tf  is the trap occupancy function. The trap responsible for the 

switching events in this device was identified to be an acceptor type. Acceptor defects in 

nMOS are neutral centers prior to the capturing of an electron and negatively charged after 

they are filled with an electron. On the other hand, donor defects are neutral when filled 

and positively charged when empty. 

 

Figure 4-13 (a) Two-state drain-source voltage switching in an nMOSFET device, 
where the lower state corresponds to the trap when empty and the upper state 

corresponds to the trap when full with an electron.  
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4.3.3 Extraction of Trap Position in the Oxide  

For an electron to be captured by a defect in the oxide, it needs to overcome the 

potential barrier due to the conduction band-edge offset between the Si and SiO2. From 

the energy band diagram of the Si/SiO2
 system in an nMOS device (Figure 4-14), an 

expression for the trap position  tx  in the oxide with respect to Si/SiO2 interface can be 

derived as [79]:  

    1 2 0Cox T T FnE E E E E E       . (4-2) 

From the ratio of the two shaded triangles as shown in Figure 4-14, 1E  energy can be 

defined as:  

  1 1ox t ox t ox GS FB sE qV x T E qx T V V      , (4-3) 

where FBV  is the flat band voltage, and oxV  is the voltage across the oxide. At the same 

time 2 s C FnE q E E    where, C Ep Fn Fn Ep CqV E E E E qV     . Thus, 2E  is: 

  2 C Fp C sE E E qV q    . (4-4) 

Here, FpE  is the Fermi energy level for holes, FnE  is the Fermi energy level for electrons, 

and CV  is the channel voltage. Equations (4-4) and (4-3) are substituted in Eq. (4-2): 

        0T Fn C Fp C s t ox GS FB s Cox TE E E E qV q qx T V V E E             . (4-5) 

Based on the Shockley-Read-Hall (SRH) statistics and for linear region of MOSFET 

operation, the trap occupancy can be expressed in terms of the ratio of the average capture 

to emission times as [42]: 

 
 T F Bn
E E k Tc

e

ge





 . (4-6) 

Equation (4-5) is substituted in    ln
nc e T F BE E k T    . Therefore,  ln c e   can be 

shown as: 
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Trap position in the oxide from the Si/SiO2 interface was evaluated using the slope of 

 ln c e GSV    [79 ,80, 81]: 
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The surface potential was computed from Ninv (Eq. (3-1)) as a function of VGS and T [82]: 
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Figure 4-14 A schematic energy band diagram for Si/SiO2 system in an nMOSFET 
device at a specific position along the channel. 
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 s s Bu q T k T ,  22 Si B DA k T q L T , and DL  is the Debye length which is evaluated 

from  2

0Si Bk T q p T  [82]. Here, 
0p  is the carrier concentration for holes in equilibrium. 

All temperature dependent parameters were evaluated at the same temperatures that the 

RTS was observed. The temperature dependent parameters used in all aspects of the RTS 

calculations and analyses were [37, 63, 82]:  

  
*
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 , intrinsic carrier concentration in equilibrium. 

Charge density per unit volume  n  in the inversion layer was evaluated based on the 

surface potential ( )s x  from the interface down to the silicon bulk through [37, 63, 82]: 

    0
s Bq k T

n T n T e


 , (4-10) 

where 2

0 0( ) ( ) ( )in T n T p T . Here, 0n  is the carrier concentration for electrons in 

equilibrium. From the charge neutrality we derived an expression to calculate the hole 

concentration per unit volume as a function of temperature. Typically, at low temperatures 

the hole concentration does not equal to the background concentration ( AN ) (for 
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nMOSFET). This is due to the carrier freeze-out effect. The majority carrier concentration 

in equilibrium as a function of temperature is: 
0 ( ) ( )Ap T N T  where, 

 0 ( ) ( )exp ( )V V F Bp T N T E E k T  , and 
AN  is the ionized acceptor concentration which 

can be expressed as [37, 63, 82]: 
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. (4-11) 

Here, AE  is the ionization energy that depends on the dopant type in the semiconductor, 

and Ag  is the degeneracy factor for holes which is typically taken as 4 for Si. After 

substitution of 0p  and      A F A V V FE E E E E E      in Eq. (4-11), we have an 

expression for 0p  as: 
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. (4-12) 

The trap position values in the oxide that are obtained from Eq. (4-8) exhibit a large error 

if change in surface potential with respect to VGS is ignored [80, 81]. 

Ratio of the average capture to emission times for the measured RTS data on TA 

and TB are plotted in Figure 4-15. Table 4-1 shows the values of tx  thus obtained following 

the procedure outlined above for traps in TA and TB. In general, bias dependence of the 

capture time constant depends on the trap positon in the oxide with respect to the Si/SiO2 

interface. Based on the principle of detailed balance, e  may increase, decrease or stay 

constant with gate voltage. This behavior is highly affected by the trap location in the oxide 
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from the Si/SiO2 interface. As VGS increases, band bending will also increase which will 

push the furthest trap from the interface down below the Fermi level at a higher rate 

compared to the trap closer to the interface. This makes the exponent of 

 / 1/ exp
ne c T F Bg E E k T      to dominate, causing an increase with gate bias. Traps 

closer to the interface, however, might not experience much change with gate bias in their 

emission times or capture time as illustrated in Figure 4-15 for the trap A in TA and the 

slow trap in TB. Weak VGS dependence of the average time constants can be found in 

 

Table 4-1 Summary of the trap position in the oxide with respect to the Si/SiO2 
interface in TA and TB. 

TA TB 

Trap tx  (nm) Trap tx  (nm) 

A 0.26 Fast 1.50 

B 1.66 Slow 0.86 
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Figure 4-15 Ratio of the natural log of average capture to emission times for TA (a) and 
TB (b) from which the trap position in the oxide was calculated. 
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these references [24, 83, 84]. 

 

4.3.4 Extraction of Trap Position along the Channel 

The drain-source voltage dependence of the ratio of the average capture to 

emission times was utilized to extract the trap location along the channel with respect to 

the source. Since the DUT is symmetrical, the source and drain can be switched. The 

possible orientations of the device are shown in or forward  mF  and reverse  mR  modes. 

We measured the RTS data as a function of VDS in Figure 4-16 the strong inversion from 

linear to saturation region (Figure 3-10). Figure 4-17 depicts that the  c e   versus VDS 

increases in the linear region and decreases in the saturation region. Based on the SRH 

statistics, average capture times can be expressed in terms of capture cross-section   , 

average thermal velocity, and charge carrier density as [42]: 

 
1

c

thv n



 . (4-13) 

For small VDS, the linear channel approximation was assumed where the quasi-Fermi level 

for electrons varied linearly between the source and drain. Thus, the charge carrier density 

per unit volume can be evaluated from the gradual channel approximation [61, 85]: 

 
 ox GS th C

inv

C V V V
n

qt

 
 , (4-14) 

 
Figure 4-16 Schematic diagram of two nMOSFET orientations showing the trap location 

along the channel with respect to the source for forward (a) and reversed (b) modes. 
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where, invt  is the inversion layer thickness. At ty  , the channel voltage is [79]:  

 t DS
C

y V
V

L
 . (4-15) 

When VDS was increased in the linear region, VC increased which in turned decreased n . 

If the charge density near the drain region decreased, c  would be expected to increase 

slightly. However, when the DUT operated in the saturation region, the average velocity of 

channel carrier exceeded thv  which was affected by the high electric field. At the same time 

n  in the saturation region did not change that much. This made c e   to decrease in the 

saturation region as shown in Figure 4-17. 

In the forward mode, Eqs. (4-7), (4-15), and 
0s s CV    were utilized to compute 

trap location along the channel with respect to the source. Here, 
0s  is the band bending 

at the source side [79, 86]. Thus, the ratio of  ln
m

c e F
   can be expressed as: 

 

Figure 4-17 Ratio of the average capture to emission times as a function of drain-
source voltage for the slow trap in TB. VGS = 1.20 V and DUT temperature was 

295 K. 
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In the reverse mode,  1C t DSV y V L   and  
0

1s s t DSy V L     were substituted in Eq. 

(4-7) which resulted in  ln
m

c e R
  : 
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Eq. (4-17) was subtracted from Eq. (4-16) which yielded the trap position along the 

channel: 
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. (4-18) 

Here, 
maxFDSV  and 

maxRDSV  are the drain-source voltages in the forward and reverse modes, 

respectively at which the maximum interaction between the trap and the channel carriers 

can be observed (Figure 4-17). The maximum c e   versus VDS depends on the location 

of the trap along the channel. Therefore, the extracted ty L  for the fast trap in TB is 0.66 

which suggests the trap is located closer to the drain than to the source. However, we could 

not extract the trap location for the slow trap in TB. We acquired RTS as a function of VDS 

in the forward mode but we did not see any RTS in the reverse mode. This might be due 

to location of the slow trap being much closer to the drain side than to the source side in 

the forward mode. Therefore, if the trap is located near the source side and capable of 
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capturing an electron from the channel, most likely the effect of losing an electron on the 

local conductivity or the effect of Coulomb scattering on the channel carriers will be 

smeared out by the presence of large number of charge carriers near the source and their 

screening effect.  

 

4.3.5 Extraction of the Trap Electrical Properties 

Understanding the microscopic processes by which charge carrier trapping occurs 

by gate oxide defects in MOSFETs is essential in identifying the physical origin of these 

defects and taking precautionary measures to minimize them. In our analysis, first 

principles were used to study the capture and emission of a mobile charge carrier by 

defects in the oxide. Kirton and Uren developed trapping model and standard MOSFET 

analysis where the average capture and emission time constants are given by [42]: 
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From the VGS and temperature dependence of c  and e  several trap properties were 

extracted. The following section will highlight these parameters.  

 

4.3.5.1. Capture Cross – Section 

The capture cross section of a trap depends on the depth of the trap in the oxide 

(the tunneling, exp( )tx   ) and the lattice relaxation upon capture of an electron in an 



70 
 

nMOS device [84]. The tunneling component does not change with respect to temperature. 

The latter component, however, depends exponentially on temperature. Capture cross-

section can be expressed in terms of capture activation energy and capture cross-section 

prefactor as [42]: 

 0 exp( )B BE k T   . (4-21) 

Capture cross-section was evaluated based on Eq. (4-13). The obtained values of   as a 

function of VGS and temperature are shown in Figure 4-18. 

The change in the capture cross section with respect to temperature is primarily 

determined by the BE  and the temperature range measured. In general, there are three 

 

Figure 4-19 Three type of capture cross sections where (a) is neutral, (b) is the 
Coulombic repulsive, and (c) is the Coulombic attractive center. 
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Figure 4-18 Capture cross-section of the probed traps in TA (a) and TB (b). 
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different defect centers in the oxide: The capture cross section for a neutral center is weakly 

dependent on the electric field and highly dependent on the temperature. Capture cross 

section for a neutral center increases when temperature is increased (Figure 4-19(a)) [87, 

88, 89]. The second type is the Coulombic repulsive defect center, whose capture cross-

section increases when VGS and T are increased (Figure 4-19(b)) [87, 88, 89]. The third 

type is the Coulombic attractive center. The capture cross section for the Coulombic 

attractive center decreases when temperature is increased and increases when VGS
 is 

increased Figure 4-19(c)) [87,88, 89]. According to these three defect centers and from the 

values of capture cross section which are extracted from the RTS data, the results suggest 

that the defect responsible for the drain-source voltage fluctuations in our case is a neutral 

center which looks like an acceptor that becomes negatively charged after capturing an 

electron.  

Small capture cross sections lead to the trap being mostly empty and therefore 

hard to detect by methods other than RTS. According to [90, 91, 92], the small capture 

cross-section values of negatively charged oxygen vacancy is difficult to detect and identify 

experimentally. However, using the RTS technique to probe on electrically active trap 

would resolve the short average capture times from which capture cross-section of a trap 

is computed. This yielded the extraction of  for a negatively charged center. In addition, 

taking long-time RTS data would allow the measurement of a small capture cross-section. 

This can be done through several acquired RTS traces which can be stitched together to 

provide enough transitions between the RTS levels. 

 

4.3.5.2. Capture Activation Energy 

Capture activation energy of defects in the gate oxide in a MOSFET is an important 

parameter that can be utilized to evaluate c , relaxation energy, and energy needed to 
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release the trapped carrier back to the channel. As discussed earlier, the mechanism of 

capturing an electron from the channel by a defect at the Si/SiO2 interface or deep in the 

oxide is phonon-assisted tunneling. This means an electron needs to overcome the barrier 

energy between the trap level and the Si conduction band edge in order to be captured 

(Figure 4-1). Before capturing an electron, the trap center would go under thermal 

vibrations around the equilibrium position close to the silicon conduction band-edge. This 

is accompanied by large lattice vibrations. This phenomenon facilitates the capture of 

electrons from the channel [93].  

From the Arrhenius plots of   (Eq. (4-13), BE  and 0  in Eq. (4-21) were 

extracted for all traps in TA and TB as illustrated in Figure 4-20. The extracted capture 

 

Figure 4-20 Arrhenius plot of the normalized emission time constant for trap A in TA 
(a) and the two traps in TB (c).The Arrhenius plot of capture cross–section for trap A 

in TA (b) and the fast and slow traps in TB (d). 

 

 

10
-26

10
-25

10
-24

10
-23

8 9 10 11 12 13


 (

cm
2
)

1000/T (K
-1

)

(b)

1

10
1

10
2

10
3

10
4

V
GS

= 1.50 V

V
GS

= 1.68 V

 e
N

C
(T

/m
* )1

/2
 (

(K
/K

g
)1

/2
c

m
-3

s
)

(a)


0
 (cm

2
)E

B
 (eV)V

GS
(V)

2.31x10
-190.1041.50

5.99x10
-200.0931.68

S/k
BH (eV)V

GS
(V)

3.5720.0121.50

4.3090.0251.68

10
-28

10
-27

10
-26

10
-25

10
-24

10
-23

10
-22

3.50 4.00 4.50 5.00 5.50


 (

c
m

2
)


0
 (cm

2
)E

B
 (eV)V

GS
 (V)

2.49x10
-170.311.2

6.47x10
-120.841.7

(d)

1000/T (K
-1

)

10
29

10
30

10
31

10
32

10
33

10
34

10
35

10
36

Fast trap, V
GS 

= 1.2 V

Slow trap, V
GS

= 1.7 V

 e
N

C
(T

/m
* )1

/2
 (

(K
/K

g
)1

/2
c

m
-3

s
)

S/k
B
TH (eV)V

GS
 (V)

7.810.191.2

-3.35-0.121.7
(c)



73 
 

activation energy of the defects in TA and TB are plotted in Figure 4-21. The extracted BE  

associated with the trap A ranges from 0.092 to 0.103 eV (in TA). In general, the average 

capture time depends exponentially on BE . Here, the extracted BE  values agree with 

the previously reported ones [42, 94]. Capture activation energy of the fast trap  
FastBE  n 

TA was in the range of 0.27-0.32 eV. Similar BE  values have been reported in the 

literature [42, 90, 93]. On the other hand, capture activation energy of the slow trap  
SlowBE  

is bigger than capture activation energy of the fast trap. 
SlowBE  was between 0.77 and 0.82 

eV. This high capture activation energy reveals the reason behind the long times to 

exchange a mobile charge between the channel and the defect(s). In addition, the high 

capture activation energy reflects on the relaxation energy associated with the defect. This 

can be inferred from the relation between BE  and RE  as it will be shown in section 4.3.5.6. 

Capture cross section prefactors for trap A in TA were found in the range of 
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Figure 4-21 The gate voltage dependence of the extracted capture activation energy, 

emission energy, and change in enthalpy for trap A in TA (a) and the fast and slow 

traps in TB (b). The drain-source voltage in TA and TB kept at 0.25 and 0.30 V, 

respectively. 
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4.29x10-20-3.34x10-19 cm2 where capture cross-section prefactor of the fast trap  0Fast
  in 

TB was found between 6.73x10-18 and 4.07x10-17 cm2. These values agree with the 

previously reported ones [42, 95]. The extracted capture cross-section prefactor of the slow 

trap  0Slow
  was found on the range between 8.72x10-13 and 1.17x10-11 cm2. 

0Slow
  was 

larger than 
0Fast

  with 5-6 orders of magnitude. The values of 
0Slow

  are close to the ones 

that have been reported before [96]. If we did not incorporate trap entropy component in 

Eq. (4-20), the capture cross-section prefactor values obtained from Eq. (4-19) would be 

one to two orders of magnitude smaller than those obtained from Eq. (4-20). Therefore, 0  

in Eq. 4-20 is not the capture cross-section prefactor but the capture cross-section 

prefactor multiplied with BS k
e
 , which accounts for the discrepancy between 0  values 

extracted from Eqs. (4-19) and (4-20). 

 

4.3.5.3. Emission Activation Energy 

Upon capturing an electron the defect binding force is assumed to increase. 

Consequently, lattice oscillations increase [97]. The raise of phonon energy works to 

restore the defect structure very quickly to the state prior to the trapping (empty state) by 

emitting the trapped electron back to the channel. The energy needed to release a trapped 

electron from the defect  BE H   and the constant 

    
1

08 * ( ) e BS k

B CC g k T m T N T 



  (Eq. 4-20) can be read out from the Arrhenius plot 

of  
1/2

( ) ( ) *(T)e CT N T T m  as denoted in Figure 4-20(a) and (c). The obtained values of 

 BE H   associated with trap A in TA and the fast and slow traps in TB are shown in 
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Figure 4-21.  

4.3.5.4. Change in Enthalpy 

Change in the system enthalpy is highly impacted with the delocalization of the 

remaining bound carriers to the defect [98]. Higher value of H  corresponds to deeper 

trap level within the SiO2 band gap. However, our data in TA show small values of H = 

12 -25 meV which were within the range of the reported values (Figure 4-21(a)) [93, 94]. 

Change in enthalpy due to the fast trap (TB) was found to be between 180 and 200 meV. 

These values reveal the emission of a trapped electron back to the channel is an 

endothermic-process that absorbs energy in the form of heat. Change in enthalpy due to 

the slow trap lies in the range of -0.21 to -0.10 eV. This indicates the emission of a trapped 

electron by the slow trap is an exothermic-process where a heat is generated upon 

releasing the trapped electron.  

 

4.3.5.5. Change in Entropy 

Change in entropy was computed from the constant C (as previously defined in 

section 4.3.5.3) which was read out from the Arrhenius plots of the normalized average 

capture times. Change in entropy due to trap A in TA was 6.00–9.00. A typical value of 

BS k  is 5-8 for Si/SiO2 system, while values as high as 11.8 and as low as 2.2 have also 

been reported [42]. The increase in the entropy comes from the contribution of the electron 

freed from the trap and the structural relaxation of the remaining defect. Change in entropy 

due to the fast trap  B Fast
S k  in TB was in the range of 6.15 and 9.34. These values are 

consistent with other extracted values through RTS measurements [42, 93, 94]. Change in 

entropy due to the slow trap  B slow
S k  was between -6.08 and -1.64. The negative change 

in entropy may show that the trapped electron was shared between the defect atom and 
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the surrounding lattice. As a consequence, the interactions between the neighboring atoms 

increased and the energy separation between the trap and the ground state energy level 

of the electron in the conduction ban-edge would be small [99]. This would soften the lattice 

in the immediate vicinity of the defect (when the trap is full) which decreases the vibrational 

frequency [42]. Similarly, when the trapped electron was emitted, a negative change in 

enthalpy was observed which showed heat was transformed to the lattice. Transferring 

heat to the lattice would increase the vibrational frequency which in turn increases the 

binding force and leads to less entropy (when the trap is empty). To our knowledge, this is 

the first time change in entropy due to the emission of a trapped electron to the channel 

resulted in negative S  values based on the RTS analysis. Again, this might reveal that 

the local environment within the vicinity of the defect in the oxide was more disordered 

when the trap was filled with an electron than when was empty. 

 

4.3.5.6. Geometric Relaxation Energy 

The relaxation energy was used as one of the four trap characteristics to identify 

the trap species that causes the fluctuations in the drain-source voltage. BE , H , and 

 

Figure 4-22 Configuration coordinate diagram. The dashed curve corresponds to the 
empty trap and the electron is free in the conduction band-edge where, solid the 

curve represents the trap state when is filled with an electron.  
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S  were used to evaluate RE  as a function of VGS and temperature. According to Figure 

4-22, 
RE  was computed from the potential barrier between the initial and the final state of 

the total system energy and the trap energy level with respect to the silicon conduction 

band-edge. The change in Gibbs free energy was considered to perfect the RTS analysis. 

The change in Gibbs free energy can be expressed in terms of the trap binding enthalpy 

and entropy as [42]: 

 CTE H T S     . (4-22) 

Here, 
SiCT C TE E E   . As we discussed before, the mechanism of trapping/detrapping of 

channel carriers is phonon-assisted tunneling. Therefore, when a carrier is trapped, it will 

relax to the trap energy level by emitting several phonons and that determines the RE  

value. The relaxation energy associated with the defect center in the gate oxide was 

derived from the energy and wave vector (k) relation [84]. We equated the two parabolic 

curves (Figure 4-22) as: 

  
22

1Ak A k k b   . (4-23) 

Here, A is a constant, CTb E H T S      , and we are assuming that the effective mass 

of the electron does not change between the free and the trapped state. The value of 

 H T S    can be positive where the trap energy is below the Si conduction band edge, 

or it can be negative if the trap energy is above the Si conduction band edge. kc was 

evaluated at the intercept point: 

  
2

22 2 2 2 1
1 1 1

1

2
2

c c c c c c

Ak b
Ak A k k b Ak Ak Ak k Ak b k

Ak


          . (4-24) 

From Figure 4-22, we defined 
2

R 1E Ak , 
2

B cE Ak  , and substituted them in Eq. 4-24: 
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Thus, the derived relaxation energy in terms of Gibbs free energy and capture activation 

energy is [84]: 
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  . (4-27) 

The extracted relaxation energy associated with trap A in TA and the fast and slow 

traps in TB were on the average of 0.60, 1.24, and 3.19 eV, respectively. These values 

were compared with several relaxation energies associated with a variety of possible defect 

configurations in the silicon dioxide. RE  values of trap A in TA and the fast trap in TB 

showed that the electron was trapped by an unrelaxed neutral oxygen deficiency center 

(V0 ODC II) where, the origin of the slow trap was unclear to us [90, 91, 100]. According to 

Kimmel et al. [91], The geometric relaxation energy associated with the oxygen neutral 

vacancy depends on the local environment of the vacancy which can lower the total energy 

system by 0.8 - 2.1 eV, causing dispersion in RE . These values were found by using 

embedded cluster method, which is used to study point defects in various charge states 

along with their relaxation and polarization effects [101]. The wide range of relaxation 

energy could lead to inaccurate conclusion. Therefore, we used three more trap 

characteristics ( Cox TE E , BE  , and  ) to deduce the nature and origin of the defect in 

the gate oxide. The study was repeated on several nMOSFETs at various T and VGS ranges 

to verify the results (Table 4-2) and (Figure 4-23).  
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Figure 4-23 Average capture (solid symbols) and emission (open symbols) time 
constants measured on several nMOSFETs. (a) Device 1, (b) device 2, (c) device 

3, and (d) device 4. 
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Table 4-2 BE , RE ,  Cox TE E  values extracted from the measured RTS data on six 

nMOSFETs at various VGS and T ranges. 

Device VGS (V) T (K) EB (eV) ER (eV) (ECox-ET) (eV) 

1 1.38-1.48 239-279 0.35 1.63 2.98 

2 1.54-1.68 186-228 0.28 1.14 2.88 

3 1.36-1.50 154-195 0.23 0.89 2.89 

4 1.40-1.52 158-211 0.24 0.90 3.00 

5 1.50-1.68 80-122 0.10 0.60 3.09 

6 1.00-1.45 217-300 0.31 1.25 3.00 
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There are no assumptions made in the process of identifying the trap nature. In 

fact, all results and analysis were based on experimental RTS data from which the average 

capture and emission time constants were extracted. From the VGS and temperature 

dependence of c  and e , energies associated with a trap were extracted. This gives the 

RTS some advantages over other methods by looking instantaneously at the trap 

characteristics in real time within one measurement setup.  

 

4.3.5.7. Trap Energy in the SiO2 Band-Gap  

The trap energy with respect to the SiO2 conduction band-edge  Cox TE E  was 

evaluated as a function of VGS and temperature using Eq. 4-7. The values shown in Figure 

4-24 would make the trap to be relatively deep in the SiO2 band-gap. Moreover, these 

values indicate that the trap center responsible for the fluctuations in the VDS signal was a 

neutral oxygen vacancy which becomes a negatively charged center upon capturing an 

electron [11, 90]. According to [102], the negatively charged oxygen vacancy center has 

an energy level of 3.3 eV with respect to the SiO2 conduction band-edge. This result was 
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Figure 4-24 The trap energy level with respect to the SiO2 conduction band-edge for 

TA (a) and TB (b). 
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found through spin unrestricted time–dependent density functional theory approach in 

agreement with our values, which are extracted from the RTS. 

 

4.3.6 RTS Amplitude 

The RTS amplitude was experimentally obtained from the histogram of the RTS 

data after the peak of each Gaussian was identified as shown in Figure 4-3(b) and Figure 

4-4(b). The RTS amplitude was evaluated as function of VGS and temperature due to each 

active trap in TA and TB and plotted in Figure 4-25. Remote Coulomb scattering effect of 

the charged trap was considered for mobility fluctuations of the channel carriers in addition 

to the carrier number fluctuations due to trapping/detrapping. This is the essence of UNMF 

model [22]. According to UNMF model, the fluctuations in the drain-source voltage can be 

written as the summation of carrier number and correlated mobility fluctuations from which 

the RTS amplitude is computed as [22]:  
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The RTS amplitude was utilized to compute the screened scattering coefficient using Eq. 
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Figure 4-25 RTS amplitude extracted from the measured RTS data. VDS = 0.25 and 
0.30 V for TA (a) and TB (b), respectively. 
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4-28 (Figure 4-26). From the linear regression of   versus  ln invN WL , remote Coulomb 

scattering coefficients k1 and k2 were identified through this empirical formula [22]:  

  1 2 ln invk k N WL   . (4-29) 

Here, k1 and k2 are constants where, 2 0k  . The extracted k1 and k2 as a function of 

temperature associated with the active traps in TA and TB are denoted in Table 4-3. The 

values of   thus obtained agree with the previously reported ones [41, 93,103]. The 

screened scattering coefficient indicates the effectiveness of the trap in causing mobility 

fluctuations in the channel carriers. When gate oxide thickness is decreased, and VGS is 

increased, the surface channel carrier density increases. Since k2 < 0, and with the 

increase of Ninv, the screening effect would increase which decreases the screened 

scattering coefficient as illustrated in Eq (4-29) (Figure 4-26).  

The effective channel carrier mobility for the linear region ( l ) was computed from 

the channel conductance dg  (Figure 4-27) and the total charge  inv invQ qN  as [44]:  

 ( / )l d invg W L Q  . (4-30) 
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Figure 4-26 Screened scattering coefficient as a function of natural log of charge carrier 

number in the inversion layer for TA (a) and TB (b).  
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The obtained values of l  are plotted in Figure 4-28. The effective channel carrier mobility 

in the onset of saturation region (
s ) can be obtained using [44]: 
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s l
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Si

V C

qp

 




 
 
 

  
 

 
 

, (4-31) 

where, F  is the Fermi energy level with respect to the intrinsic energy level in the Si bulk, 

and VSB is the source-body voltage.  

The relative contribution of the number and mobility fluctuations to the RTS 

amplitude was extracted as a function of VGS and temperature (Figure 4-29). As depicted 

in Figure 4-29(c)-(d), the number fluctuations in TA and TB as well as the mobility 

Table 4-3 The extract Coulomb scattering coefficients k1 and k2 associated with the 
identified traps in TA and TB as a function of temperature. 

TA 

 Trap A Trap B 

T (K) 1k  (V-s) 
2k  (V-s) 

1k  (V-s) 
2k  (V-s) 

122 1.14x10-12 -1.12x10-13   

118 2.05x10-12 -2.08x10-13   

108 2.51x10-12 -2.55x10-13   

103 5.88x10-13 -5.44x10-14   

88 1.58x10-12 -1.57x10-13 7.58x10-12 -7.80x10-13 

80 2.40x10-12 -2.43x10-13 6.39x10-12 -6.56x10-13 

Average 1.71x10-12 -1.71x10-13 6.99x10-12 -7.18x10-13 

TB 

 Fast trap Slow trap 

T (K) 1k  (V-s) 
2k  (V-s) 

1k  (V-s) 
2k  (V-s) 

300 4.50x10-13 -5.03x10-14 9.44x10-16 -1.05x10-16 

295 5.08x10-13 -5.81x10-14 2.78x10-14 -2.93x10-15 

283 5.85x10-13 -6.69x10-14 2.17x10-14 -2.18x10-15 

273 6.32x10-13 -7.22x10-14 3.28x10-14 -3.23x10-15 

263 7.72x10-13 -8.84x10-14 7.09x10-14 -7.16x10-15 

252 8.47x10-13 -9.69x10-14   

242 8.62x10-13 -9.89x10-14   

217 8.50x10-13 -9.75x10-14   

Average 6.88x10-13 -7.86x10-14 3.08x10-14 -3.12x10-15 
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fluctuations in TB decreased with the increase of VGS and temperature. In contrary to that, 

mobility fluctuations contribution in TA increased as VGS and T were increased. This might 

be due to the weak effect of   on the channel carriers (T=80-122). In addition, the average 

mobility increased with the increased of VGS which in turn dominated the mobility fluctuation 

term. Number and mobility fluctuations almost had the same influence on the VDS in TB. In 

case of large oxide thickness, the effect of  ln invN WL  and the values of k1 and k2 on the 

mobility fluctuations were insignificant [93]. Therefore, the contributions of number and 
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Figure 4-28 Average channel carrier mobility in TA (a) and TB (B). Drain-source voltage 
were 0.25 and 0.30 V for TA and TB, respectively 
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Figure 4-27 Channel conductance for TA (a) and TB (b) devices showed linear relation 
with VGS. VDS for TA and TB were 0.25 and 0.30 V, respectively. 
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mobility fluctuations to the RTS noise were comparable. However, mobility fluctuations in 

TA dominated over number fluctuations.  

 

 

4.3.7 RTS Analysis in time domain before and after Electrical Stressing 

Characteristics of DC-stress-induced traps were investigated in the gate dielectric 

oxide on 3.3 V-rated nMOSFETS with the channel area of 0.36 µm2. RTS measurements 

were performed in the same device (TA) before and after electrical stress, from which the 

trap characteristics were extracted. Trap species responsible for the fluctuations in the 

drain-source voltage were identified and found to be due to unrelaxed oxygen deficiency 

center before DC stress (DCS) and after DCS.  

 

Figure 4-29 Number (a and c) and mobility (b and d) fluctuations contribution to the 
RTS as a function of gate-source voltage where VDS = 0.25 and 0.30 V for TA and TB, 

respectively. 
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DCS was performed to intentionally create defect centers in the gate oxide and 

compare it to the process-induced trap characteristics. First, RTS and IV measurements 

were taken on a fresh device as a function of VGS and temperature. Two level and three 

level RTS were observed and recorded at the temperature range of 80 to 122 K. 

Subsequently, the same device was stressed at VGS = 2.1 V and VDS = 3.0 V for 60, 120, 

180, 220, 350, and 480 s at room temperature. After each stressing, IV measurements 

were repeated. The device was scanned again for any RTS presence. It was observed that 

the RTS quieted down after 60 s of stressing, while degradation in the threshold voltage 

Vth was noted. Even after, 1410 s of stressing time, no RTS was observed. This implies 

that a stress-induced or a process-induced trap may be filled with a carrier during stress, 

producing a fixed charge in the gate oxide which shifts Vth (Figure 4-30).  

Next, the temperature was lowered down to 80 K in small increments. Two-level 

RTS was observed on the stressed device at the temperature range of 239 to 279 K for 

VGS =1.38-1.52 V with VDS=0.25 V. Although before DCS, two-level RTS was seen for 

T=80-122 K, and three-level RTS was present for T= 80 and 88 K (Figure 4-4), after 

stressing, only two level RTS was present for T= of 239 to 279 K. The data were analyzed 
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Figure 4-30 Threshold voltage on TA before and after DC stress. 
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to extract the trap properties responsible for the switching events in each case. Carrier 

freeze-out statistics and the temperature dependence of all device parameters were taken 

fully into account. The traps responsible for RTS before DCS are referred as A and B, while 

the identified trap after DCS is called trap C. 

Figure 4-31 depicts the average capture and emission time constants computed 

using the described technique in section 4.3.2. Trap position of trap C from the Si/SiO2 

interface was calculated using Eq. 4-8 and found to be on the average of 1.83 nm. The 

stress-induced trap C was found deeper in the oxide than the process-induced trap A, 

inducing slower switching. This is an unusual result for hot-electron stressing. However, 

the temperatures where each trap is active are different. 

The RTS amplitude after stressing as a function of VGS and temperature are plotted 

in Figure 4-32. From the measured RTS amplitude, the computed inversion carrier density 

and mobility, and the relative contributions of mobility and number fluctuations were 

determined (Figure 4-33).   for trap A is smaller than   for trap C where   for trap B is 

the largest (Figure 4-34). Therefore, trap B has the highest influence on the fluctuations 
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Figure 4-31 (a) Average time associated with empty state of trap C after DCS. (b) 
Average time associated with filled state of trap C after DCS. 
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compared to traps A and C.  

The capture energy, change in the trap enthalpy, change in the trap entropy, and 

capture cross  section prefactor were extracted for traps A, B, and C as shown in the Table 

4-4. BE  and H  values after stress are three and 13 times larger than the values before 

stress, respectively (Table 4-5). Based on the extracted relaxation energy, the trap species 

responsible for RTS before and after DCS were identified to be an unrelaxed neutral 

oxygen deficiency where trap stability after DCS is more than before DCS. 
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Figure 4-32 RTS amplitude due to trap C after stressing of TA. VDS =0.25 V 
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Figure 4-33 (a) Number fluctuations due to trap C after stressing. (b) Mobility 

fluctuations due to trap C after stressing 
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The extracted capture cross-section values as a function of VGS and temperature 

were evaluated and shown in Figure 4-35. The capture cross-section of the potential well 

for a neutral center is highly dependent on the temperature and weakly dependent on the 

VGS (Figure 4-19(d)) [4]. This seems consistent with the data we have in Figure 4-18(a) 

and Figure 4-35 for before and after DCS.   did not change much with the increase of VGS 

while it increased one order of magnitude as the temperature was increased. In contrast, 

if the trap were a Coulombic attractive center, it should have behaved in the exact opposite 

manner (Figure 4-19(c)). It is possible that trap A had been annealed after stress due to an 

electron tunneling from the channel to a neutral center. Putting an extra electron on a 

neutral Si atom would generate a dipole. The positive and the negative end of the dipole 

attracted each other. True annealing was then obtained by reforming the bond between 

the two neighboring Si atoms. If the bond between the two Si atoms was reformed, then 

the trap configuration might change to a more stable one [104].  
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Figure 4-34 Screened scattering coefficients as a function of charge carriers in the 
inversion layer for trap A, B, and C. Again, trap B causes the largest scattering. 
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Table 4-4 
RE  and Cox TE E  were evaluated at different temperatures where VGS = 

1.62 and 1.38 V before and after DCS, respectively. 

 Before Stressing After Stressing 

 Trap A Trap B Trap C 

T (K) RE  

(eV) 
Cox TE E  

(eV) 
Cox TE E  

(eV) 

T  
(K) 

RE  

(eV) 

Cox TE E  

(eV) 

122 0.464 3.08  279 1.20 2.80 

118 0.461 3.09  269 1.22 2.79 

108 0.456 3.09  259 1.24 2.78 

103 0.453 3.10  249 1.27 2.85 

88 0.444 3.10 2.98 239 1.29 2.86 

80 0.439 3.10 3.00    
 

 

Table 4-5 BE , H , BS k , and 0 were extracted from the measured RTS data 

before and after stressing as a function of VGS at VDS = 0.25 V. BS k  was evaluated at 

122 K and 279 K before and after stress, respectively. The rest of the parameters are 
temperature independent as expected. 

Before stressing After stressing 

VGS 

 (V) 
BE  

(eV) 

H  
 (eV) 

∆S/kB 0  

(cm2) 

VGS  
(V) 

BE  

 (eV) 

H  
(eV) 

∆S/kB 0   

(cm2) 

1.50 0.103 0.012 3.55 2.31x10-19 1.38 0.394 0.130 11.3 7.33x10-19 

1.52 0.108 0.012 3.48 3.38x10-19 1.40 0.396 0.137 11.3 9.55x10-19 

1.54 0.106 0.015 3.77 2.72x10-19 1.42 0.388 0.129 10.8 7.56x10-19 

1.56 0.102 0.014 3.48 1.67x10-19 1.44 0.366 0.131 9.60 3.24x10-19 

1.58 0.099 0.014 3.51 1.28x10-19 1.46 0.373 0.143 11.0 4.90x10-19 

1.60 0.099 0.013 3.31 1.14x10-19 1.48 0.341 0.156 11.3 1.44x10-19 

1.62 0.095 0.011 2.88 7.82x10-20 1.5 0.338 0.152 11.0 1.48x10-19 

1.64 0.091 0.013 3.17 4.29x10-20 1.52 0.286 0.164 11.1 1.52x10-20 

1.66 0.092 0.018 3.70 5.09x10-20      

1.68 0.093 0.025 4.31 5.79x10-20      
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4.3  RTS Analysis in Frequency Domain 

As was discussed in section 1.2.4, the drain-source voltage power spectral density 

of random telegraph signals can be expressed as [42]: 
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Here, DSV  is evaluated using Eq. 4-28. PSD for RTS follows a Lorentzian spectrum where 

its amplitude is constant up to a corner frequency  0f . 0f  is evaluated for each trap based 

on the average time constant for an RTS ( ) , where 1 1 1c e     and  0 1 2f  . The 

amplitude of the RTS PSD can be then described as: 
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The total PSD of all active traps  
activetN  in a particular device is then calculated from the 

summation of the individual Lorentzian spectrum associated with each active trap [42, 105]: 
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Figure 4-35 Capture cross-section of trap C after stressing. 
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The parameters ik  and 0if  are the PSD magnitude and corner frequency due to the ith trap, 

accordingly. Further discussions of Eq. 1-6 will be in Chapter 6. 

 

4.4 Trap Nature and Origin 

Oxygen vacancy is one of the different kinds of defects responsible for RTS in 

MOSFETs [90, 106]. Oxygen vacancy has manifested in several structural configurations 

due to the variation in local bonding [106]. Each type of oxygen vacancy exhibits a different 

structural relaxation energy from which the trap species can be identified [91, 106]. Here, 

we show that electron switching RTS was caused by an unrelaxed neutral oxygen 

deficiency center (V0 ODC II) that was transformed into a negatively charged vacancy (V-). 

This is the first time V0 ODC II center was confirmed to be the source of electron switching 

through RTS. 

Unrelaxed neutral oxygen deficiency centers in SiO2 had been identified as the 

cause of random telegraph signals in 75% of the investigated devices here. The novelty of 

this study lies in the fact that four trap characteristics: relaxation energy, trap energy in the 

SiO2 band-gap, capture activation energy, and capture cross-section were extracted from 

the RTS data and used together as identification markers to study the nature and origin of 

the gate oxide defects. In general, the electrical properties ( RE , BE , and Cox TE E ) 

associated with a trap in the gate oxide show a wide range of values. For this reason, some 

of the electrical properties of several oxide defects were studied and summarized in Table 

4-6. 
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Table 4-6 The electrical properties of some defects in the oxide. The corresponding 
energy level of different trap states (+/0, 0/+, 0/-, and -/0) with respect to the SiO2 

conduction band-edge. The first and the second signs denote the charge state of the 
defect before and after capture of a charge carrier (e- or h+), respectively.  

Trap species RE  (eV) 
BE  (eV) Cox TE E  (eV) 

V0 ODC II 
0.8-2.1 [91] 

capturing an e- 
0.1-0.5 

[90] 
0/- 3.3 [102] 

Nitrogen defect  0.9 [107] 
2.5-2.87 [108, 109, 110, 

111] 

Hydrogen 
bridge with Si 

atoms 

1.9-3.1 [112] 
capturing an e- 

1.5 [113] 

+/0 3.9-4.1 

0/+ 8.1-8.7 

0/- 4.6-5.8 

-/0 7.8-8.1 [114] 

E’ 
0.3-0.4 [115, 116] 

capturing a h+ 

0.1-.4 
[115, 116] 

 

+/0 4.9-5.1 [114] 

0/+ 6.6-6.9 [114] 

0/- - 

-/0 - 

E’ 
0.6-1.6 [117] 

Capturing a h+ 
1.2 [106] 

 

+/0 
5.4-7.3 [114] 

0/+ 
8.5-8.7 [114] 

Fluorine  
0.5-1.0 
[107] 

0/+ 1.0 [107] 

 

 

4.5 Summary and Conclusions  

Extraction of average time constants associated with each RTS level based on the 

Poisson statistics was shown. A procedure to determine the capture and emission time 

constants associated with each trap was described. A methodology to locate the trap in 

the oxide with respect to the Si/SiO2 interfaces and along the channel was presented. 

Some of the electrical properties associated with the traps were extracted from the gate-

source and temperature dependence. From the extracted energies associated with the 

traps, the origin of the three defects was identified to be unrelaxed neutral oxygen 

deficiency center. However, the origin of the slow trap could not be found due to the narrow 

temperature range that this trap was active.  
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Chapter 5  RTS Modeling 

5.1 Introduction 

Current circuit and device designs are based on worst scenarios resulting in 

significant waste of wafer real estate. This is due to lack of physics-based statistical device 

models that can accurately: (1) predict gate dielectric defect levels and all active defects. 

(2) Compute trapping/detrapping characteristics of traps at time zero and as a function of 

operational time. (3) Correlate the effect of charge carrier number and mobility fluctuations 

due to trapping/detrapping. (4) Calculate trap position in the oxide and along the channel. 

(5) Evaluate the effectiveness of the active trap(s) on the drain-source voltage. Thus, 

experimental and analytical procedures were developed to lay down the foundations for 

these statistical models. This is an improvement over the current statistical models for RTS, 

which are either experimentally-oriented or physics-based, but not necessarily both. RTS 

is statistical in nature and may vary between different devices with the same geometry and 

technology or different geometries on the same wafer. Therefore, RTS is investigated at a 

variety of devices and at different operational conditions to obtain sufficient statistical data 

that can be used to construct meaningful statistical models. Moreover, most of the current 

RTS statistical models concentrate on the prediction of the noise PSD in frequency domain, 

but neglect RTS trace [9, 118]. Although, some RTS model were developed to predict the 

RTS at room temperature but not as a variable of temperatures. This limits the extraction 

of RTS and trap characteristics to a few parameters such as: RTS amplitude, average 

capture and emission times, screened scattering coefficient, and capture cross-section [15, 

26, 105]. In our model, we incorporated some of the physical properties associated with a 

trap ( BE  , Cox TE E , and tx ) from which the average capture and emission times are 

computed. In addition, our newly developed RTS model capable of reconstructing the RTS 

in time and frequency domains as a function of gate-source voltage, drain-source voltage, 
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and temperature from which several RTS and trap characteristics can be extracted as was 

earlier discussed in section 4.1. 

 

5.2 Mechanism and Principles 

A stand-alone, comprehensive, variable-temperature, single-to-multi-trap scalable 

RTS model has been developed based on first principles and supported by experimental 

data. The model is governed by the following principles: (1) non-radiative multiphonon-

assisted tunneling is known to be the mechanism for trapping/detrapping of the channel 

carriers by the oxide traps, leading to the switching events observed as RTS in the drain 

voltage in a MOSFET [18, 19, 42]. (2) Traps only within a few Bk T  of the Fermi energy 

level are considered electrically active. This helps to identify and quantify the gate oxide 

traps that are capable of communicating with the channel carriers at each bias point and 

temperature [18, 42]. (3) The number of traps at a specific device follows a Poisson 

distribution [2, 13, 15, 119]. (4) The trap density as a function of energy is taken as a U–

shaped in energy in the silicon band-gap [20, 21]. (5) Doping concentration along the 

channel is considered non-uniform, allowing for channel implants for halo doping etc. (6) 

The effect of linear and saturation regions on the channel carrier distribution and on the 

RTS is included. (7) A trap is treated as either neutral or charged prior to the capturing, 

becoming charged or neutral upon capture, respectively [120, 121]. (8) UNMF model is 

adopted to compute the RTS amplitude [22]. (9) Only one electron can be trapped by an 

electronic trap in the oxide [42]. (10) Trap can be located at any distance from the Si/SiO2
 

interface up to Tox. The probability of finding the trap at a location in the oxide was assumed 

to be exponentially decreasing from the Si/SiO2 interface to the oxide bulk. (11) 

Temperature dependence of all parameters is considered.  
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5.3 Developing the Statistical Model 

Several RTS statistical models had been developed that can describe charge 

carrier trapping/de-trapping at the MOS semiconductor/dielectric interface and in the 

dielectric [1, 15, 26, 40]. Novelty of this newly developed RTS statistical models lies in the 

fact that it: (1) is based on first principles of charge carrier conduction, (2) is measurement 

driven, (3) incorporates the effects of selected process variations, (4) takes into account 

the temperature dependence of all parameters, (5) generates simultaneously a time- and 

frequency-domain output directly usable by the engineers, (6) is fully scalable from single 

electron switching to ensemble averaged 1/f noise, (7) can be used for n- or p-MOS with 

different gate oxide materials, (8) and incorporates the electrical parameters of the physical 

species of the oxide trap. 

The parameters of the newly developed statistical model are computed based on 

the extracted physical properties associated with the identified trap. This relies upon 

accurate determination of the trap characteristics ( BE , Cox TE E , tx , 1k , and 2k ) for a 

particular technology. RTS is a Poisson process governed by the average capture, 

emission time constants, and RTS amplitude. These parameters are described in terms of 

the physical device parameters (W, L, Tox, etc.), and bias and temperature conditions. The 

RTS statistical models were developed in time and frequency domains. In this section, we 

will show these models respectively.  

 

5.3.1 Time Domain 

The capture and emission of a mobile charge is a stochastic processes describable 

by their average values. The average capture time was computed based on the SRH 

statistics using Eq. (4-19) where, the average emission time was evaluated according to 

Eq. (4-20) [42]. thv , cN , n , and *m  in Eqs. (4-19) and (4-20) were computed as shown in 
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section 4.3.3. From Eqs. (4-7), (4-19), and (4-20), the change in Gibbs free energy is 

extracted as: 
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Equation (5-1) in conjunction with the active capture energy is used to compute the 

relaxation energy associated with a defect in the oxide. The capture cross-section prefactor 

in Eq. (4-19) was given by [18], 122]: 
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where, ijE  is the electron energy in the jth energy sub-band in the ith valley of the inversion 

layer, pS   is the relaxation energy where, S  is the Huang and Rhys parameter 

corresponding to the number of emitted phonons,  is the reduced Planck constant, and 

p  is the radian frequency of the phonon. ijE  is computed as [18]: 
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Here, SurfF  is the effective surface of electric field which is obtained from [61]:  
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Here, dX  is length of the space-charge region and is given by [61]: 
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 . (5-5) 



98 
 

AN  is evaluated according to Eq. (4-12) where the temperature dependence is accounted 

for. 
10E  is typically taken as 0.06 (eV) [122]. The relaxation energy in Eq. (5-2) is evaluated 

from Eq. (4-27). Capture cross-section as a function of VGS and T of a trap is computed 

from Eqs. (4-19) and (5-2). The capture cross section prefactor in Eq. (5-2) is not a constant 

as a function of VGS. Therefore, it is assumed to vary with the change of VGS. However, 0  

shows no explicit dependence on the VGS. 

The newly developed RTS model and its simulation tool evaluate the channel 

carrier density in the inversion layer from one of the three provided options. First, full CV 

data of the gate-channel capacitance ( GCC ) can be uploaded. Second, discrete CV values 

( 1GCC , 2GCC , 3GCC ) of GCC  for three points at different regions can be provided (Figure 5-1) 

from which the full CV curve can be reconstructed as a function of VGS. Third, the gate 

oxide thickness. Accurate inversion layer carrier density can be computed from either of 

the first two cases by integrating under the corrected curve (Figure 5-1) divided by q , while 

 

Figure 5-1 The CV curve for the gate-channel capacitance which can be extracted 

from three regions (in the accumulation ( 1GCC ), at VGS=0 ( 2GCC ), and in the strong 

inversion ( 3GCC )). The solid line is the gate-channel capacitance as measured. The 

dashed line is the corrected GCC  with overlap capacitance subtracted. Shaded area 

represents invqN . 
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for the last option, 
invN  is estimated through: 

 
   ox GS th o ox GS th

inv

ox

C V V V V
N

q qT

  
  . (5-6) 

Here, 1GCC  is the overlap capacitance, 2GCC  is the gate-channel capacitance at VGS = 0, 

and 3GCC  is the gate-channel capacitance in the strong inversion. In Figure 5-1, the overlap 

capacitance is subtracted from the raw values of the three discreet GCC  as:

1 1 1CorGC GC GCC C C  , 
2 2 1CorGC GC GCC C C  , 

3 3 1CorGC GC GCC C C   where, 1,2,3GC corC  is the 

corrected GCC  values at the three regions as shown in Figure 5-1. 

From the IV measurements, Vth and dg  are extracted as a function of T and VGS, 

respectively. From the linear relation of Vth vs. temperature, the slope  thTDV  and the 

intercept  gDA  of the fitting equation in Figure 4-30 can be read out. Knowing Vth as a 

function of temperature allowed the extraction of flat band voltage as a function of 

temperature and is given by [44, 61]: 

 
0 04
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Si F

FB th F

ox

q p
V V

C

  
   . (5-7) 

Here, oxC  is the same as 
3CorGCC . Flat band voltage was used in Eq. (4-7) to evaluate the 

ratio of the average capture to emission times. 

In our model, we assumed dg  is independent of temperature, since the standard 

deviation of dg  in a wide range of temperatures is less than 3%. Then, average charge 

carrier mobility in the inversion layer is computed using Eqs. 4-30 and 4-31 for the linear 

and saturation regions, respectively. After RTS amplitude is calculated using the UNMF 
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model (Eq. (4-28)), the contributions of number  FcontN  and mobility  Fcont  fluctuations 

to the noise were extracted as (Figure 4-29): 
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The effect of remote Coulomb scattering on the channel carrier and number fluctuations 

are utilized to evaluate the RTS amplitude. The screened scattering coefficient is calculated 

based on Eq. (4-29) after the total channel carrier concentration in the inversion layer was 

calculated.  

 

5.3.2 Frequency Domain 

Welch’s power spectral density (WPSD) method is used to evaluate the 

corresponding PSD of the measured and generated RTS traces [123]. WPSD method 

estimates the discrete time signal vector VDS(t) through fast Fourier transform function 

(FFT). The VDS(t) sequence is multiplied by a Hanning window before the FFT is applied 

[124]. In addition, the VDS(t) data are divided into 16 sections with 50% overlap. The 

sampling frequency ( SF ) of a measured or generated RTS trace is provided to WPSD 

function. The implementation of WPSD function along with the extraction of 0f  and PSD 

amplitude from the fitted PSD data are shown in appendix A. 

An example of RTS PSD with a Lorentzian fitting using WPSD model is shown in 

Figure 1-4. The corner frequency is extracted and displayed on the graph (Figure 1-4). In 

general, the PSD of two level RTS can be evaluated as a function of frequency using Eq. 

(1-6), since the average capture, emission times, and RTS amplitude are known. In the 
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case of several active traps, RTS PSD is estimated using the superposition of RTS spectra 

as depicted in Eq. (4-33). Examples of superposition of RTS spectra are presented in 

Chapter 6. 

5.4 Summary 

Mechanism and principles of the newly developed RTS model and its simulation 

tool were presented and discussed. RTS model is constructed in time and frequency 

domains based on first principles. In addition, the electrical characteristics associated with 

trapping defects are defined and explained. A methodology to determine the change in 

Gibbs free energy due to the capture and emission of an electron from and to the channel 

was presented. Computing of the channel carrier concentration in the inversion layer from 

the gate-channel capacitance and the gate oxide thickness was shown.  
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Chapter 6  RTS Simulation 

6.1 Introduction 

Several RTS simulation techniques have been developed to predict and 

reconstruct RTS in time and frequency domains [1, 15, 26,40, 71, 75, 105, 118, 125, 126]. 

The number of active traps per device and the location of these traps in the oxide and along 

the channel are statistical events affecting the resultant RTS trace. Although the trap 

position along the channel has been mostly taken into account, many have assumed the 

traps to be at the Si/SiO2 interface [1, 26, 40, 126] or uniformly distributed in the oxide [105, 

125]. In this work, we consider an experimentally verified, exponentially decreasing 

probability distribution in the oxide from the interface for the traps [21]. 

Random Telegraph Signals Simulation (RTSSIM) tool can reconstruct accurate 

multi-trap time traces and PSD for variable gate-source voltage (VGS), drain-source voltage 

(VDS), and temperature (T) in less than 15 minutes. The RTSSIM is capable of producing 

smooth transition from RTS to 1/f noise. RTSSIM takes into account device scalability. 

There is no limit to the number of traps simulated. In addition, RTSSIM can be used as 

means for training those who have no prior experience with RTS. RTSSIM might be linked 

or integrated with circuit simulator although this has not be done yet. 

The RTSSIM was constructed using MATLAB as a platform. RTS phenomenon is 

a Poisson process governed and controlled by the calculated c  and e . The RTSSIM 

computes c  and e  based on the extracted electrical properties associated with a trap 

then reconstructs RTS traces from which PSD is evaluated. Based on our experimental 

data, RTSSIM is set to recognize three different trap species: (1) single acceptor (SA) [93, 

103, 120], (2) two dependent acceptors (AA) [13, 103, 127, 128, 129], (3) and single donor 

(SD) [43, 103, 121].  
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6.2 Principles 

RTSSIM has been constructed based on the aforementioned models and 

principles which were discussed in chapter 5. RTSSIM computes and reconstructs RTS 

traces and the corresponding PSD that originates from MOSFET gate-oxide defects, once 

these defect types are inputted to the program along with some of their electrical properties 

as it will be discussed latter in this chapter. After c  and e  are computed, probabilities of 

the electron transition from one level to others are evaluated. A Poisson process is 

executed at each interval time which is governed by the average capture, emission time 

constants, and sampling frequency. Duration time for each Poisson process is tracked and 

fed into the probability equations after each iteration. Once the probability is computed and 

the decision is made for the next transition, another Poisson process occurs and time is 

tracked and fed back into the probability equations. After RTS is generated, all RTS and 

trap characteristics are extracted from the VGS and temperature dependence. 

 

6.2.1 Computation of the Electron Transitions Probabilities  

Once the device and RTS parameters (section 4.3.3, and Eqs. (4-19)-(4-28)) are 

computed for each temperature and bias point, the switching time trace is constructed 

(section 6.4.3). The following description pertains to an acceptor trap resulting in two level 

switching 1S  and 2S  ( 1 c  , 2 e  ). All traps are assumed to be empty at time zero. 

The accessibility probability of a trap by a channel carrier is computed based on previously 

calculated c , and e  (section 5.3.1). If DSV  goes from empty to filled trap state, 1 2S S  

or stays for some time at 2 2S S  (Figure 4-13) and then goes back to 1S , then a trap is 

considered to be electrically active. If DSV  stays all the time at 1S , then the trap is assumed 

to be inactive. The probability of charge transition from the channel to the trap is 
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12 1(1 2) cP dt dt    . Similarly, the probability of the transition from the trap back to the 

channel is 21 2(2 1) eP dt dt    . Therefore, the probability of a trap to be occupied as 

a function of time is computed based on the probability of the transition 1 2S S  [20, 42]: 

  
 

  1 21 12
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1 2
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t

P t e
 

 

 
 


. (6-1) 

Probability that an electron will remain within the vicinity of the defect site for a period of 

time is calculated using [20, 42]:  
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. (6-2) 

Complete derivation of Eqs. (6-1) and (6-2) are shown in appendix B.  

In a complex RTS, there are two or more active traps at the same time for which 

the trap occupancy might depend on one another. In this case, the probability of the 

electron transition from one level to all others is evaluated first to find the highest probability 

transition e.g. if there is a three level RTS and the VDS signal is at level 2, then the 

probabilities of electron transition will be evaluated before the next transition is made. Thus, 

if the transition probability to level 3 is higher than to level 1, then electron transition 

proceeds to level 3.  

 

6.3 Features of the RTSSIM 

In this section, features and operational requirements of RTSSIM are discussed. 

RTSSIM is equipped with a friendly user interface and an easily understandable manual. 

RTSSIM was built based on several modules which are known as functions. These 

functions are connected and linked to each other to run the calculations, produce RTS 

traces, extract RTS and trap characteristics, and output results to MS Excel files. RTSSIM 

has the capability to output all generated figures for each active trap at each bias and 
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temperature condition. In addition, RTSSIM transfers all provided parameter values as well 

as all generated RTS data and the extracted parameters to MS Excel files as it will be 

shown in the upcoming sections. 

 

6.3.1 Operational Requirements  

RTSSIM was constructed using MATLAB as a platform. RTSSIM requires 

MATLAB R2013 or newer version which includes symbolic variables and functions solver 

(sym). This function is used to solve several equations that are embedded inside the 

RTSSIM program. In addition, Ezyfit 2.42 toolbox needs to be downloaded in order to 

enable RTSSIM to fit the Poisson distribution of the set frequencies of time events 

associated with each RTS level. After ezyfit is downloaded, user needs to select (Set Path) 

which is available in the home- tab in MATLAB R2013. Moreover, RTSSIM requires MS 

Excel program (2007 or newer versions) to export all generated RTS data in time and 

frequency domains. Please see section 6.4.5 about the output results for more information.  

 

6.3.2 User Interface 

RTSSIM possesses friendly user interface environment that allows users to input 

all device, trap characteristics, bias, and temperature conditions in a sequential manner 

with pop-up windows for different menu and utility. Figure 6-1 is the flow chart diagram of 

the RTSSIM program. From the flowchart, RTSSIM is divided into three stages: 

 User interface. 

 Calculations and generation of RTS characteristics and RTS traces, respectively. 

 Output results and figures. 

Once user provides all device and trap parameters that are necessary to activate RTSSIM 

(section 6.3.3), the program automatically starts: calculating the new RTS statistical model  
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Figure 6-1 RTSSIM flow chart starts with two modes that user can choose. The user 
needs to initialize the device and provide the prompted trap characteristics to 

reconstruct the RTS in time and frequency domains. RTS and trap characteristics are 
extracted from the generated traces. All user-provided and extracted parameters are 

exported automatically to MS-Excel files for further analysis. 
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parameters, generating RTS traces in time and frequency domains, and outputting the 

results. RTSSIM does not disrupt ongoing activities on the computer. However, user can 

stop the process of simulation by manually interrupting the program using “Ctrl+C” in 

MATLAB command window.  

 

6.3.3 Parameters Input and Initialization  

The aim of RTSSIM is to provide a realistic reconstruction of RTS traces which is 

based on the extracted physical properties of a trap. Therefore, specific trap parameters 

need to be provided to the RTSSIM as shown in Table 6-1. From these provided 

parameters, RTSSIM calculates the rest of the RTS model parameters which leads to the 

RTS traces and its corresponding PSD. In addition, the provided trap characteristics are 

extracted again from the simulated RTS waveforms for comparison purposes and 

evaluation of the predicted trap characteristics. Table 6-1 also shows the parameters 

needed to initialize the simulated device in order to activate the RTSSIM. Based on the 

device dimensions and characteristics provided by the user, the MOSFET is initialized and 

the equilibrium electron 0n  and hole 0p  carrier concentrations are computed for the GSV  

and DSV  bias ranges and the temperature range requested by the user (section 4.3.3). 

Carrier freeze-out is fully taken into account. The units for the user interface are adopted 

in terms of convenience, such as µm for lateral dimension of the device, nm for vertical 

dimensions, and trap position in the oxide etc. Some of the device parameters such as Vth, 

dg , and doping concentration can be extracted from the IV and CV measurements and 

then entered into the simulation (sections 3.4, 4.3.6, and 4.3.7). This helps to provide 

realistic conditions which are similar to those in a real measured device.  
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6.3.4 Output Choices  

User has the leverage to control the output of the generated graphs. User can 

choose to display or suppress the generated graphs by selecting the desired graph(s) from 

the drop-down menu as shown in Figure 6-2. If there are several active traps at the same 

time, the contribution of each trap can be outputted or by selecting “Over all output only”, 

the total RTS and PSD can be outputted (Figure 6-2). RTSSIM generates several graphs 

Table 6-1 User-provided and calculated RTSSIM parameters. 

User Input Calculated by RTSSIM 

Device Trap Device Trap 

Channel L  and W  (µm) BE  (eV) 
0p  (cm-3) H  (eV) 

Halo implanted 

region length, haloL  (µm) tx  or 
tx  (nm) 

0n  (cm-3) 
BS k  

Doping concentration 

AN  or DN  (cm-3) Cox TE E  (eV) n  (cm-3) T FE E  (eV) 

Halo doping concentration 

AhaloN  or DhaloN  (cm-3) 
1k  (V-s) & 

2k  ( V-s) 
s  (eV) CTE  (eV) 

GSV  range (V)  oxC  (F/cm2) 0  (cm2) 

DSV range (V)  invN  (cm-2) RE  (eV) 

Temperature range  
(77-350) (K) 

 c  (cm2/V s) c  & e  (s) 

Threshold voltage at room 

temperature, thV  (V) 
 oxT  (nm) DSV  (V) 

Slope of threshold voltage vs. 

temperature, thTDV  (V/K) 
 effL  (µm) BE  (eV)* 

 

Slope of Dg  vs. GSV , 

gDA  (A/V2) 
  tx  (nm)* 

 

Intercept of Dg  vs. GSV , 

Dintg  (A/V) 
  Cox TE E  (eV)* 

CV curve or Tox   ty  (µm) 

Areal trap density, tAN , tAAN , 

and/or tDN  (cm-2) 
  

activetAN , 
activetAAN , 

and 
activetDN  

*For verification of the input parameters only. 



109 
 

in the same run. Thus, RTSSIM tracks and displays the following marks on each generated 

graph: 

 Title of the graph. 

 Simulated trap type whether single acceptor (SA), two dependent acceptors (AA), 

or single donor (SD). 

 Trap set: 

o First set  

o Second set. 

 The simulated trap number. 

 Simulated gate and/or drain bias conditions. 

 Simulated temperature. 

 Forward mode (FM) or reveres mode (RM). 

When several bias and temperature conditions are set to simulate RTS, the expected 

number of generated graphs is large. Therefore, user can select the “over all output only” 

 

Figure 6-2 Graph output options where user can choose to output All/Some of the 
options. 
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option rather than the individual figures. 

All user provided parameters come with default values and an allowed range. In 

case user provides a value outside of this range, the program terminates and generates 

error message “Please check your value and keep it within the range”. Simultaneously, 

another window pops-up showing the inputted and corrected range values for that provided 

parameter. For example, if the user has entered 15 µm for the channel length, then an 

error message will be invoked and the program will terminate, since maximum channel 

length is set to be 11 µm (Table 6-2). At the same time, the correct range values will be 

displayed as [0.02 -11] µm. User can change the range of any input by modifying 

getrangerror function parameters. getrangerror function is shown in appendix C. 

 

6.4 RTSSIM Procedures  

Random telegraph signals simulation starts first with two simulation modes. These 

simulation modes are: VGS mode which simulates RTS at various VGS while VDS is constant, 

and VDS mode which keeps VGS constant and varies the VDS between the minimum and 

maximum bias conditions. User can choose only one simulation mode to be simulated in 

each run. Thus, user cannot simulate both modes at the same time. From the VGS mode, 

RTSSIM extracts the RTS and trap characteristics as shown in Table 6-3. On the other 

hand, VDS mode yields the extraction of a trap position along the channel. Once the 

simulation mode is selected, the program prompts user to the next user input window to 

initialize the simulated device. The user-input device and trap parameters are shown in 

Table 6-1. User needs to know some information about the simulated device such as: 

 Length and width of the channel which are the nominal values. RTSSIM calculates  

the effective channel length from the nominal value and the CV data (Eq. (3-2))  
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 Table 6-2 Ranges of minimum-maximum of each user-provided parameter. 

User Input 

Parameter Min. Value Max. value 

Channel length, L  (µm) 0.02 11.00 

Channel width, W  (µm) 0.10 11.00 

Halo doping concentration, AhaloN  (cm-3) 0 1x1020 

Halo implanted region length, haloL  (µm) 0.00 5x10-3 

Sub channel doping concentration, subN  (cm-3) 1x1015 9x1019 

Threshold voltage at room temperature, thV  (V) 0.10 1.50 

Slope of threshold voltage vs. temperature, thTDV  (V/K) -0.09 -1x10-4 

Slope of Dg  vs. GSV , gDA  (A/V2) 1x10-7 9x10-1 

Intercept of Dg  vs. GSV , Dintg  (A/V) -9x10-3 -1x10-6 

Length of the MOS capacitor, capL  (µm) 0.10 10.00 

Width of the MOS capacitor, capW  (µm) 1.00 60.00 

Number of fingers per device, fdevN  1.00 300.00 

Number of devices, devN  1.00 20.00 

Overlap gate-channel capacitance, GCovC  (F) 0.00 1x10-11 

Gate-channel capacitance at GSV =0, 0GCC  (F)  1x10-13 1x10-10 

Gate-channel capacitance in the inversion region, GCinvC  (F) 1x10-13 1x10-8 

Oxide thickness, oxT  (nm) 3.00 200.00 

Minimum GSV , GS minV  (V) 0.15 5.00 

Maximum GSV , GS maxV  (V 0.15 10.00 

Minimum DSV , DS minV  (V) 0.15 5.00 

Maximum DSV , DS maxV  (V) 0.15 10.00 

Number of GSV  points, GSincV   1.00 10.00 

Minimum temperature, minT  (K) 77.00 350.00 

Maximum temperature, maxT  (K) 77.00 350.00 

Number of temperature points, incT  1.00 10.00 

Areal trap density for SA, AA, SD are tSAN , tAAN , and tSDN  

(cm-2), respectively.  

1x103 1x1015 

Capture activation energy, BE  (eV) 0.001 1.50 

Energy difference between conduction band edge of the 

SiO2 and trap, Cox TE E  (eV) 

2.00 4.00 

Remote Coulomb scattering constant, 1k  (V-s)  1x10-14 1x10-10 

Remote Coulomb scattering constant, 2k  (V-s)  -1x10-10 -1x10-15 

Trap position from the Si/SiO2 interface, tx  (nm) 0.20 Tox 

Average trap position from the Si/SiO2 interface, tAvgx  (nm) 0.20 Tox 
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(if user provides the CV curve or three discrete values of CGC  (5.3.1)).  

 Length of a halo implanted region. This does not always exist in all devices, it 

depends on the size of a MOSFET. If there is no halo implant, 0 is entered. 

 If there is a halo implantation in a device, user needs to provide the doping 

concentration for this region (either p- or n- type dopant). 

 Background doping concentration needs to be provided whether for acceptor (NA) 

or donor (ND). 

 RTSSIM takes into account the non-uniformity of doping concentration along the 

channel. Doping concentration along the channel is divided into three regions 

(Figure 6-3):  

 A: Halo implant near the source. 

 B: Sub channel. 

  C: Halo implant near the drain. 

Table 6-3 RTS and Trap characteristics are extracted from VGS and VDS modes. 

Extracted parameters from 

GSV  mode 
Extracted parameters from DSV  mode 

H  (eV) 
Maximum and minimum of 

c e   in forward and 

reverse mode 

BS k  DSV  values where maximum and minimum 
c e   

is observed 

Cox TE E  (eV) 
ty  (µm) 

CTE  (eV)  

0  (cm2)  

RE  (eV)  

c  & e  (s)  

DSV  (V)  

BE  (eV)  

tx  (nm)  
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RTSSIM takes the lateral non–uniform of doping profile along the channel as a step 

function. As the channel length becomes shorter, lateral non-uniform doping causes the 

threshold voltage to increase. RTSSIM computes the average effective doping 

concentration along the channel  
effAavgN  as [37]: 

 
   2 2

sub halo

eff

A halo A halo

Aavg

N L L N L
N

L

 
 . (6-3)  

 Threshold voltage information as a function of temperature needs to be provided 

(Figure 4-30). 

 The VGS dependence of the channel output conductance ( gDA ) needs to be 

provided. The intercept of the channel output conductance versus VGS ( intDg ) also 

is one of the provided parameters. From gDA  and intDg , the output conductance 

can be reconstructed as a function of VGS from which the average mobility of the 

channel carriers is evaluated (Eqs.(4-30) or (4-31)). 

 

Figure 6-3 Non uniform-doping concentration along the channel. 
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6.4.1 Variation of Bias and Temperature Conditions  

RTSSIM generates the RTS traces in time domain as a function of gate–source 

voltage, drain-source voltage, and temperature from which the trap characteristics are 

extracted. Typically, RTS is observed at certain VGS and T ranges (Table 4-2). Therefore, 

VGS range can be selected from the strong inversion up to the rated voltage of a device at 

a wide range of temperatures. User can run the RTSSIM for only one VGS and T by 

providing the VGS and temperature increments (VGSinc and Tinc ) to be 1. However, the 

extracted RTS and trap characteristics will be invalid because number of variable VGS and 

temperature are insufficient to extract the dependences. Therefore, user can choose 

number of variable of VGS and T to be at least 3 at wide ranges of bias and temperature 

conditions.  

When VDS dependence is selected from the simulation mode options, the interface 

window of the simulation conditions allows user to vary the VDS instead of VGS. This mode 

yields the generation of RTS traces as a function of VDS in the forward and reverse mode 

from which the trap location along the channel is extracted using Eq. (4-18). 

 

6.4.2 Simulation of Different Trap Types 

The effect of the trap type (attractive or repulsive) on RTS has been neglected in 

simulations. Here we consider both attractive (positively charged when empty and neutral 

when full, donor) and repulsive trapping centers (neutral when empty and negatively 

charged when full, acceptor) for electrons in NMOS. When the trap type window pops-up, 

user can choose one trap type from the drop list menu to be simulated. The trap type 

interface window pops–up twice during user interface stage. RTSSIM is designed to handle 

a complex RTS. Thus, combination of two different or similar species is essential to 

produce complex RTS traces. AA choice would lead to three-level RTS but not necessarily 



115 
 

to a complex RTS. User can choose a single species or one of the 9 permutations of the 

two trap species as shown in Table 6-4 to simulate RTS. 

RTSSIM statistically calculates the number of active traps in a device, based on 

trap density and device area. There is no limit to the number of traps simulated. Areal trap 

density for each simulated trap type is provided to the RTSSIM. Areal trap density is 

identified from the experimental data. The average number of active traps for a selected 

species such as single acceptor  ntSAA  is calculated as: 

 ntSA tSAA N WL . (6-4) 

Here, tSAN  is the areal trap density of a single acceptor. Equation (6-4) is also used to 

calculate the average number of traps in a device for two dependent acceptors  ntAAA  and 

single donor  ntSDA . However, tSAN  would be replaced by tAAN , and tSDN , respectively. 

The average number of traps in a simulated device goes through a statistical process from 

which number of active traps is computed. Number of active traps in a specific device 

follows Poisson distribution [2, 13,16, 119]. Thus, number of active traps in a device for a 

single acceptor species  
activetAN  is computed as: 

Table 6-4 Trap type options that user can choose for RTSSIM. 

First choice 
options 

Second choice 
options 

Permutation of two 
trap species 

SA1 SA2 SA1 and SA2 

AA1 AA2 SA1 and AA2 

SD1 SD2 SA1 and SD2 

Null Null AA1 and SA2 

  AA1 and AA2 

  AA1 and SD2 

  SD1 and SA2 

  SD1 and AA2 

  SD1 and SD2 

 



116 
 

  
activetA ntSAN poissrnd A . (6-5) 

Again, number of active traps in a device for two dependent acceptor traps  
activetAAN  and 

single donor  
activetDN  can be evaluated using Eq. (6-5). 

As soon as the actual active trap number is generated, trap position interface 

window pops-up. User has the options to provide either the trap position  tx  for each trap 

species or the average trap position  tx  for a trap species. If user chooses to provide tx , 

then a trap position for each species can be assigned based on an exponential decreasing 

distribution from the Si/SiO2 interface to the oxide bulk [21]. It is known from the 1/f noise 

statistics that trap density decreases exponentially from the Si/SO2
 interface to the oxide 

bulk [21]. Thus, the probability of a trap position in the oxide  
txp  can be expressed as:  

   0t

bx

xp x a e . (6-6) 

Here, 0a  and b  are constants. Assuming oxT  , then integration of Eq. (6-6) from 0 to 

∞ is 1. Thus, 

 0 0

0

1bxa e dx a b



    . (6-7) 

The ensemble average of tx  can be calculated as: 

  
 0

0

0 00

1 1
t

bx

t x

e a x
x xp x dx

a a


    

   . (6-8) 

Hence, the probability of a trap position can be expressed in term of average trap position 

as: 
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x


 . (6-9) 

RTSSIM generates trap position from tx  as: 

  exptSA tSAx rnd x . (6-10) 

Here, 
tSAx  and 

tSAx  are the position and average position for a single acceptor species, 

respectively. Equation (6-10) is used to compute the trap position for AA  tAAx  and SD 

 tSDx  from the average trap position  tAAx  and  tSDx , respectively. The provided average 

trap position cannot exceed oxide thickness. Therefore, RTSSIM limits the generated trap 

position for each individual active trap by the oxide thickness.  

The electrical properties ( BE , Cox TE E , tx , k1, and k2) do not change for the 

same kind of species e.g. if there are three active SA species, then RTSSIM utilizes one 

time entry of the inputted electrical properties. Form the experimental data, capture 

activation energy and  Cox TE E  do not change with the change of VGS [42], meanwhile 

they are temperature independent. RTSSIM takes into account the effect of number and 

mobility fluctuations on the VDS signal according to UNMF model. RTSSIM computes the 

RTS amplitude from the provided screened scattering coefficients k1 and k2 (Eqs. (4-28) 

and (4.29)). In the case of AA species, RTSSIM allows the provided electrical properties 

for each dependent trap to be sequentially entered. 

 

6.4.3 Generating RTS Traces 

RTSSIM is activated by providing certain parameters at the level of device and trap 

as shown in Table 6-1. The provided  Cox TE E  and tx  are utilized to evaluate Eq. (4-7). 

If tx  is unknown, the average trap position can be provided from which tx  is evaluated 
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using Eq. (6-10). The position of the trap along the channel  ty  is randomly chosen with 

equal probability. After  ln c e   is evaluated,  H T S    is calculated using Eq. (5-1). 

Providing BE  leads to the evaluation of the relaxation energy as expressed in Eq. (4-27) 

where in turn the relaxation energy is used to compute the capture cross section prefactor 

(Eq. 5-2). 
BE  from the experimental results does not show distinguishable change with 

the increase of VGS [42, 105]. Thus, it is assumed to remain constant and is temperature 

independent. 

c , e , and DSV  are considered to be the foundation of the newly developed RTS 

model and its simulation tool. Having BE  as one of the user-provided parameter allows 

RTSSIM to calculate c  through Eqs. (4-19) and (5-2) (section 5.3.1). Then BE  and 

 H T S    are used to evaluate e  as described in Eq. (4-20) (section 5.3.1). RTSSIM 

evaluates the channel carrier density in the inversion layer from one of the three provided 

options as discussed and shown in section 5.3.1. Number of active traps in a simulated 

device is calculated using Eq. (6-5). Number of active traps is proportional to the WL of a 

MOSFET channel. Number of active traps reflects on the generated RTS and its power 

spectral density. RTS PSD might be closer to 1 f  noise, if there is a large number of active 

traps in the simulated device. 

RTSSIM generates RTS samples using Poisson statistics in time domain for each 

active trap. RTSSIM generates a sequence of samples for each interval of time by updating 

the value of the current random variable with a new sample generated number. The 

random variable is generated based on: the ceiling function, uniformly distributed 

pseudorandom numbers  rand , average capture or emission times, and sampling 
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frequency  SF  as expressed [130]: 

   ,log c e sceil rand F . (6-11) 

Here, the sampling frequency is set to be three times larger than the reciprocal average 

time   3 1 1S c eF     to ensure all transitions are captured. From Figure 6-4, Poisson 

process generated 7 samples at T1 and 4 samples at T2 etc. The duration time for each 

interval is:   Snumber of samples F . After the RTS trace was generated, the time events 

distribution with Poisson fitting (Eq. (4-1)) was utilized to compute the average time 

associated with each level. Again, the processes of generating RTS samples in level 2 and 

level 3 were repeated. In appendix C, the complete code for generating two level RTS trace 

(get1LARTS) is shown. 

 

 

Figure 6-4 An example of generated RTS sample using Poisson process which occurred 
between interval one (T1) to interval 8 (T8). The duration time for each interval was 

tracked and fed back to the probability equations. If signal is at level 2, the probability of 
electron transition is evaluated first before next transition is made. The highest 

probability determines the direction of the next transition. 

T1

T2 T4 T6

T3
T7

T5

T8

7 samples

4 samples 12 samples

5 samples

9 samples

7 samples

5 samples

5 samples
Level 1

Level 2
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6.4.4 Extraction of RTS and Trap Properties from the Simulated RTS Data 

To our knowledge, RTSSIM is the first simulation that incorporates the electrical 

properties of the identified trap in order to reconstruct RTS traces and its PSD as a function 

of VGS, and temperature from which the trap characteristics are extracted. RTSSIM extracts 

the average capture and emission times for each generated RTS traces using Eq (4-1) (if 

number of active traps in a simulated device is <20). Once the average capture and 

emission times are populated in matrices as a function of VGS and T, trap characteristics 

are extracted using the same procedures that were discussed in chapter 4. RTSSIM 

evaluates the RTS amplitude for each bias and temperature conditions according to the 

UNMF model using Eqs. (4-9), (4-28), and (4-29). 

If number of active traps in a simulated device is less than 20, trap position in the 

oxide as a function of temperature is extracted using Eq. (4-8). Capture activation energy 

and capture cross-section prefactor are read out from the Arrhenius plots of capture cross-

section (Eq. 4-21). Emission energy and change in trap entropy are extracted from the 

Arrhenius plots of the normalized average emission times (Eq. 4-20). Then the relaxation 

energy and Cox TE E  are calculated using Eqs. (4-27) and (4-7), respectively. In addition, 

the corner frequency of a Lorentzian spectrum is evaluated for each RTS traces as: 

1 1 1c e     where  0 1 2f  . Welch’s PSD density is utilized to evaluate the RTS 

PSD for each generated RTS traces and the overall of PSD due to the resultant RTS [123]. 

 

6.4.5 Output results 

RTSSIM is designed to handle high volume of data. It is capable of transferring all 

generated RTS and its PSD data to MS Excel files. This allows the user to conduct further 

analyses of the generated data and results. RTSSIM generates the following MS Excel 
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files upon completion of the simulation: 

 RTSresult.xls contains the RTS and trap properties that have been extracted from 

the simulated RTS data. In this file, the workbook is divided into several sheets 

such as: 

o User-provided parameter. 

o Random generator output. 

o Calculated and extracted RTS and trap characteristics. This sheet is 

labeled as depicted in Figure 6-5 which includes the following information: 

 Simulation mode (forward (FM) or reverse (RM)). 

 Trap set option order (First or Second).  

 Trap type (SA, AA, or SD). 

 The simulated trap number. 

The expected parameters in the user provided parameter sheet, random generator output 

sheet, calculated and extracted RTS and trap characteristics sheet are shown in Table 6-5, 

and Table 6-6, respectively. 

 OutputRTSData.xls includes the generated RTS data in time domain for each 

bias, temperature, and active trap.  

 OutputPSD.xls includes PSD data for each bias, temperature, and active Trap.  

 OverAllOutputRTSData.xls contains the resultant RTS data due to all active traps  

 

Figure 6-5 (a) User provided parameter sheet. (b) Random generator output sheet. (c) 
The simulation is taken in forward mode. (d) Calculated and extracted RTS and trap 

characteristics are resulted from the first set option where the trap is a single acceptor 
(e). (f) The simulated trap number is 1. (g) The extracted RTS results in the reverse 

mode. The expected parameters in each sheet are shown in Tables 6-5 and 6-6. 

 

c d eba f g
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Table 6-5 The expected parameters in the user-provided parameter and random generator 
output (MS Excel sheets). 

The expected parameters in the  
user-provided parameter sheet 

The expected parameters in the 

random generator output sheet 
Channel L  and W  (µm) Number of active traps 

Halo implanted region length, haloL  (µm) 
generated 

tx  (nm) and 
ty  (µm) 

for each active trap 
Doping concentration AN  or DN  (cm-3)  

Halo doping concentration
AhaloN  or 

DhaloN  (cm-3)  

GSV  range (V)  

DSV range (V)  

Temperature range (K)  
Threshold voltage at room temperature, thV  (V)  

Slope of threshold voltage vs. temperature, thTDV  

(V/K) 

 

Slope of Dg  vs. GSV , gDA  (A/V2)  

Intercept of Dg  vs. GSV , intDg  (A/V)  

MOS capacitor information and 3-point CV discrete 
values 

 

Areal trap density (cm-2)  

BE  (eV)  

Cox TE E  (eV)  

oxT  (nm)  

k1 and k2 (V-s)  

 

Table 6-6 The expected parameters in the calculated and extracted (MS Excel sheet). 

Parameter Versus VGS Versus temperature 

c  & e  (s)   

BE  (eV)   

BS k    

Cox TE E  (eV)   

0  (cm2)   

RE  (eV)   

DSV  (V)   

0f  (Hz)   

tx  (nm)   
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for each bias and temperature conditions. 

 OverAllOutputPSDData.xls encompasses the corresponding PSD data for the 

resultant RTS for each bias and temperature conditions. 

 

6.4.6 Evaluation RTS PSD  

Welch’s power spectral density method is used to calculate the corresponding PSD 

for the generated RTS traces (section 5.3.2). In the case of 20 or more active traps, 

RTSSIM proceeds automatically to 1 f  noise mode without generating RTS time traces. 

RTSSIM evaluates the total PSD for 20 or more active traps in a specific device based on 

the summation of the RTS Lorentzian spectra using Eq. (4-33). In this case, the average 

capture and emission times are evaluated as [42]: 

 
   10 1 T F BE E k Tp

c e
 

  . (6-12) 

 
   10 1 T F BE E k Tp

e e


  . (6-13) 

Here, p  is a random number with a range between -5 and 1. This range is set based on 

the experimental data for different technologies. In addition, p  can be related to   as: 

 logp  . According to Kirton et al. [42],   of RTS can be chosen from a uniform 

distribution on logarithmic time scale. Thus, p  is randomized with equal probability 

between lower  lla  and upper  lua  limit of average tunneling time interval as depicted in 

this relation:  

    1,
activell t lu llp a rand N a a   , (6-14) 

where, 
activetN  is the number of the total active traps in a simulated device.  T FE E  also 
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is randomized with equal probability between ±3 eV values. This ensures that only the traps 

existing within 3 Bk T  of the Fermi energy level are simulated. Therefore,  T FE E is 

randomized as: 

      2 1, 4
activeT F tE E rand N    , (6-15) 

The total PSD due to all active traps in a specific device is then calculated by adding the 

individual RTS spectrum associated with each active trap [42, 105]: Again, the RTS 

amplitude in Eq. 4-32 reflects on the PSD amplitude which is calculated from the first 

principles using Eqs. (4-9), (4-28), and (4-29). 

 

6.5 Validation of RTSSIM 

In this section, we are comparing simulated RTS data to measured RTS data taken 

on three nMOS transistors (TA, TB, and TC) at different ranges of VGS and T with different 

dimensions and oxide thickness( WxL≤ 0.55) µm2. Measured RTS data on TA and TB were 

shown in Chapter 4. In TC, two level RTS was seen at the temperature range of 154-195 

K for VGS = 1.36-1.50 V and VDS = 0.20 V. A sample window of measured two-level RTS 

waveforms in TB is shown in Figure 6-6. Following the same procedure in sections 4.3.1 

and 4.3.2, the average time constants associated with each RTS level were extracted from 

the measured RTS data. Figure 6-7 depicts the computed average capture and emission 

times associated with each active trap as a function of VGS and T for three transistors. In 

addition, RTS amplitude was extracted from the difference between the corresponding 

DSV  of the two peaks of the RTS Gaussian-distribution as shown in Figure 6-6(b). The 

values of the RTS amplitude are displayed in Figure 6-8 for TC.  

Experimental, simulated RTS and trap characteristics were compared to verify the 

newly develop RTS statistical model and its simulation tool. The values of the user provided 
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parameters at the level of trap are listed in Table 6-7 for TA, TB, and TC. Then RTSSIM 

calculates the rest of the RTS model parameters. The areas of the three simulated 

nMOSFETs were ≤ 0.55 µm2. The extracted BE , S , and H  from the measured and 

simulated RTS data for TB and TC are shown in Table 6-9. Table 6-8 shows the normalized 

values of tx  thus obtained from the measured RTS data, with respect to Si/SiO2 interface 

as a function of T for both traps in TB and TC. The variation with respect to T represents a 

10 %, and 9% error in extracting the trap location in TB and TC, respectively.  

 

 

 
Figure 6-6 (a) A small two-level RTS time trace (b) RTS histogram amplitude. RTS was 

measured on TB. VDS = 0.30 V. T = 283 K. 
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Figure 6-7 Measured and simulated mean capture (a) and emission (b) times for nMOS 
devices TA, TB, and TC. VDS = 0.25, 0.30, and 0.20 V, for TA, TB, and TC, respectively. 
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Figure 6-8 RTS amplitude extracted from the measured RTS data for TC. VDS = 0.20 V. 

 

Table 6-7 Simulation conditions and user–provided parameters for three nMOS devices. 

Device VGS (V) VDS (V) T (K) 
BE  

(eV) 
Cox TE E

(eV) t oxx T   
k1 

(V-s) 

k2 

(V-s) 

TA 1.50-1.62 0.25 88-122 0.240 3.10 0.061 1.58x10-12 -1.57x10-13 

TB 1.00-1.45 0.30 242-295 0.308 3.00 0.134 6.88x10-13 -7.86x10-14 

TC 1.36-1.50 0.20 154-195 0.234 2.87 0.310 3.56x10-12 -1.20x10-13 
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Table 6-9 BE , BS k , and H  extracted from the measured and simulated RTS data 

in TB and TC devices. User–provided BE  was 0.308 and 0.234 eV for TB and TC, 

respectively. VDS was kept constant at 0.30 and 0.20 in TB and TC, respectively. 

 TB TC 

 Measured Simulated  Measured Simulated 

VGS 

(V) 
BE  

(eV) 

∆H 

(eV) 
∆S/kB BE  

(eV) 

∆H 

(eV) 
∆S/kB 

VGS 

(V) 
BE  

(eV) 

∆H 

(eV) 
∆S/kB BE  

(eV) 

∆H 

(eV) 
∆S/kB 

1.00 0.319 0.193 9.34 0.299 0.143 6.92 1.36 0.236 0.060 6.78 0.222 0.065 7.23 

1.10 0.310 0.187 8.39 0.309 0.163 7.24 1.38 0.240 0.064 6.64 0.218 0.070 7.27 

1.20 0.314 0.192 7.81 0.289 0.173 7.17 1.40 0.250 0.073 6.87 0.223 0.075 7.23 

1.30 0.322 0.187 7.28 0.292 0.171 6.52 1.42 0.230 0.110 8.91 0.221 0.084 7.55 

1.40 0.273 0.199 7.26 0.312 0.192 6.90 1.44 0.232 0.104 8.11 0.221 0.082 7.04 

1.45 0.305 0.178 6.15 0.305 0.192 6.36 1.46 0.235 0.070 5.53 0.221 0.091 7.31 

       1.48 0.230 0.076 5.58 0.221 0.096 7.30 

       1.50 0.216 0.080 5.54 0.217 0.098 7.05 

 

Table 6-8 The normalized values of the trap position in the oxide with respect to the 

Si/SiO2 interface in TB and TC. Average provided t oxx T  to the RTSSIM were 0.134, and 

0.310 for TB and TC, respectively. 

 TB TC 

T (K) 
Measured 

 

Simulated  

 
T (K) 

Measured  

 

Simulated 

 

295 0.150 0.166 195.0 0.354  0.342 

283 0.146 0.181 185.0 0.351 0.335 

273 0.127 0.151 174.0 0.335 0.295 

263 0.123 0.146 163.0 0.312 0.280 

252 0.116 0.139 154.0 0.297 0.293 

242 0.124 0.140    

 

t oxx T t oxx T t oxx T t oxx T
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The experimental and simulated RTS traces are shown in Figure 6-9. Experimental 

and simulated RTS and trap characteristics were compared to verify RTSSIM. From Figure 

 

Figure 6-9 A An example time window for two-level measured and simulated RTS 
traces on devices TB (a) and TC (a). VDS= 0.30, VGS= 1.30 for TB. VDS= 0.20, VGS= 1.42 

for TC. 
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6-9, channel carrier communication with the defect site slows down as temperature is 

decreased. This is due to the reduction in phonon energy which confirms the 

charging/discharging defect by an electron is phonon–assisted tunneling. The RTS 

amplitudes from the measured and simulated RTS agree well. The corresponding PSD for 

the RTS waveforms in Figure 6-9 are shown in Figure 6-10. Corner frequency and PSD 

 

 

Figure 6-10 PSD corresponding to the two-level measured and simulated RTS in Figure 
6-9 for TB ((a) and (b)), and for TC ((c) and (b)) with corresponding Lorentzian fitting. 
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amplitudes from the measured and simulated RTS data agree although there is some 

variation (18%) in the corner frequencies due to the cumulative effect of individual 

variances in c  and e . 

The extracted BE , H , and BS k  from the measured and simulated RTS data 

for TC show an average variation of 3%, 6%, and 8%, respectively (Table 6-8). Meanwhile, 

we observed an average of 6% variation between the simulated and the measured tx  

(Table 6-8). For TB, the percentage variation between the measured and simulated BE , 

H , BS k , and tx  are 2%, 9%, 11%, and 13%, respectively. RTS simulation was 

repeated at the same conditions for 22 times. The standard deviation of obtained c , e , 

RE , Cox TE E , BE , 0 , and tx  were found to be 3%, 4%, 1%, 0.1%, 15%, 1%, and 2%, 

respectively.  

The effectiveness in simulating three level RTS was also verified. Figure 6-11(a) 

shows a sample trace for a three-level RTS, where two acceptor traps whose occupancy 

depends on each other are responsible for the switching [127]. As can be seen from Figure 

 

Figure 6-11 Measured (a) and simulated (b) RTS data for two active dependent 
acceptor traps. VGS = 1.66 V, VDS = 0.25 V, and T = 88 K where W x L = 0.6 x 0.6 µm2. 

Measured: Measured: 2.5   74   240    12cA eA cB eBms ms ms ms       . Simulated: 

1.6   52   337    11cA eA cB eBms ms ms ms       . 

21.0 21.2 21.4 21.6 21.8

-0.4

-0.2

0.0

0.2

0.4

Time (s)


V

D
S
 (

m
v
)

26.8 27.0 27.2 27.4 27.6

0.0

0.2

0.4

0.6

0.8

Time(s)


V

D
S
 (

m
V

)

(a) (b)

Trap B

Trap A

Trap B

Trap A



132 
 

6-11 (b), RTSSIM is capable of reproducing the trace.  

Smooth transition from RTS to 1/f noise was confirmed by checking the scalability 

of the model and agreement with the UNMF noise model [42]: 

 
2

21
( ) ( )

DS

B DS
V c T F

eff inv

k TV
S N E

fWL N



  . (6-16) 

Here, effL  is computed as described in section 5.3.1.   and c  are evaluated as shown 

in section 4.3.6.   is calculated as expressed in section 2.2. And ( )T FN E  is the volumetric 

trap density per energy which is computed from the areal trap density and the average trap 

position as:     3 2T F t B tN E N k T x  (cm-3 eV-1), assuming only traps within 3 Bk T  energy 

are active, and uniform trap distribution up to 2 tx  with an average distance tx . The 

estimated PSD according to the RTSSIM and UNMF model in large-area nMOSFETs show 

a good agreement (Figure 6-12).  

Another example of a complex simulated RTS is shown in Figure 6-13 (a) due to 

five active traps in an nMOS device. The simulation conditions for this example are shown 

 

 

Figure 6-12 Simulated PSD using two approaches (RTSSIM and UNMF model) in 
nMOSFETs with the same area but two different widths and lengths which shows 35 and 
39 active single acceptors for (a) and (b), respectively. VGS = 1.52 V, VDS = 0.25 V, T = 

295 K, k1 = 4.56x10-13 V-s, k2 = -3.02x10-14
 V-s, tAN   = 6.00x108 cm-2, and tx  = 1.00 nm. 
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in Table 6-10. The corresponding PSD for this complex RTS is shown in Figure 6-13(b) 

based on two different approaches, the RTSSIM model is predicting 1 f   more realistically 

than the UNMF model. This confirms that RTSSIM is capable of predicting the RTS and its 

corresponding PSD at various areas of MOSFETs with a different number of active traps 

(Figure 6-14). The simulation conditions for this example (Figure 6-14) are shown in Table 

6-11. From Figure 6-14, RTSSIM scales from Lorentzian to 1 f  noise PSD as the device 

area scales up. Figure 6-15 shows the simulated PSD for different trap densities with fixed 

device area (0.50 μm2). Again, RTSSIM agrees with the UNMF model for 1 f  noise. The 

 
Figure 6-13 (a) Multilevel simulated RTS due to five single acceptor traps and its 

corresponding PSD (b). VGS = 1.52 and VDS = 0.25 V. T = 280 K. 

 

10
2

10
3

10
4

10
5

10
-12

10
-11

10
-10

10
-9

10
-8

Frequency (Hz) 

S
V

D
S
(V

2
/H

z
)

1.32 1.34 1.36 1.38
1.50

2.00

2.50

3.00

3.50

4.00

4.50

Time(s)


V

D
S
 (

m
V

)

RTSSIM

UNMF Model

Table 6-10 Simulation conditions and user-provided parameters for an nMOSFET in 
Figure 6-13 

Used parameters Value  

W (μm) 0.60 

L (μm) 0.60 

VGS (V) 1.52 

VDS (V) 0.25 

T (K) 280 

NtA  (cm-2) 8.00x109 

tx  (nm) 0.80 

k1 (V-s) 4.56x10-13 

k2 (V-s) -3.02x10-14 

BE  (eV) 0.26 

Cox TE E  (eV) 3.09 
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simulation conditions used to demonstrate Figure 6-15 are depicted in Table 6-12.  

 

 

 
Figure 6-14 Progression of simulated PSD as device area scales up based on the 

RTSSIM and UNMF model. Simulation conditions are shown in Table 6-11. 

Table 6-11 Conditions used for the simulated PSD in Figure 6-14. 

Used 
parameters 

1 Trap 5 Traps 9 Traps 16 Traps 25 Traps 

W (μm) 0.6 0.6 0.6 0.6 0.6 

L (μm) 0.6 2.4 4.8 10.0 11 

NA (cm-3) 3.5x1017 3.5x1017 3.5x1017 3.5x1017 3.5x1017 

Vth (V) 0.794 0.794 0.794 0.794 0.794 

Slope of Vth  
vs. T (V/K) 

2.0x10-3 2.0x10-3 2.0x10-3 2.0x10-3 2.0x10-3 

Dg  (A/V) 3.27x10-5 8.18x10-6 4.09x10-6 1.96x10-6 1.78x10-6 

VGS (V) 1.50 1.50 1.50 1.50 1.50 

VDS (V) 0.25 0.25 0.25 0.25 0.25 

T (K) 295 295 295 295 295 

tAN  (cm-2) 3.0x108 3.0x108 3.0x108 3.0x108 3.0x108 

tx  (nm) 1.0 1.0 1.0 1.0 1.0 

BE  (eV) 0.20 0.20 0.20 0.20 0.20 

Cox TE E  (eV) 3.09 3.09 3.09 3.09 3.09 

k1 (V-s) 4.56x10-13 4.56x10-13 4.56x10-13 4.56x10-13 4.56x10-13 

k2 (V-s) -3.02x10-14 -3.02x10-14 -3.02x10-14 -3.02x10-14 -3.02x10-14 
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Figure 6-15 Simulated PSD for different number of active traps with fixed device area 
based on RTSSIM and UNMF model. Simulation conditions are shown in Table 6-12. 
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Table 6-12 Simulation conditions used to generate the PSD in Figure 6-15. 

Used 
parameters 

1 Trap 3 Traps 8 Traps 17 Traps 32 Traps 

W (μm) 1.0 1.0 1.0 1.0 1.0 

L (μm) 0.5 0.5 0.5 0.5 0.5 

NA (cm-3) 1.0x1017 1.0x1017 1.0x1017 1.0x1017 1.0x1017 

Vth (V) 0.553 0.553 0.553 0.553 0.553 

Slope of Vth  
vs. T (V/K) 

1.26x10-3 1.26x10-3 1.26x10-3 1.26x10-3 1.26x10-3 

Slope of gD vs. 
VGS (A/V2) 

2.06x10-4 2.06x10-4 2.06x10-4 2.06x10-4 2.06x10-4 

Intercept of 

Dg  vs. VGS 

(A/V) 

-1.97x10-4 -1.97x10-4 -1.97x10-4 -1.97x10-4 -1.97x10-4 

VGS (V) 1.50 1.50 1.50 1.50 1.50 

VDS (V) 0.25 0.25 0.25 0.25 0.25 

T (K) 295 295 295 295 295 

NtA  (cm-2) 3.0x108 1.5x109 2.4x109 3.8x109 8.8x109 

tx  (nm) 1.0 1.0 1.0 1.0 1.0 

BE  (eV) 0.30 0.30 0.30 0.30 0.30 

Cox TE E  (eV) 3.09 3.09 3.09 3.09 3.09 

k1 (V-s) 4.56x10-13 4.56x10-13 4.56x10-13 4.56x10-13 4.56x10-13 

k2 (V-s) -3.02x10-14 -3.02x10-14 -3.02x10-14 -3.02x10-14 -3.02x10-14 
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6.6  Summary and Conclusions  

Random telegraph signals simulation tool was presented and shown to effectively 

predict and replicate the RTS in time and frequency domains. RTSSIM is constructed 

based on first-principles. It takes into account the Coulombic scattering effect and 

considers the non-uniformity in doping concentration in the channel and the non-uniformity 

in the trap distribution in the oxide. The newly developed RTS models incorporates the 

effect of both linear and saturation regions of operation in nMOSFETs. RTSSIM is fully 

scalable from single switching electron to ensemble 1/f noise. The RTSSIM generates the 

RTS in time domain based on the electrical properties that are associated with the identified 

trap(s). The PSD is evaluated from the generated RTS traces for each active trap as well 

as from the resultant RTS traces using Welch’s PSD method (if total number of active traps 

<20). For 20 or more active traps, RTSSIM computes the total PSD based on the 

summation of the RTS Lorentzian spectra contributed from each trap without constructing 

the time domain RTS. RTSSIM shows over 92% accuracy in predicting the RTS and trap 

characteristics. The model also represents the first realistic simulation of multilevel RTS. 
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Chapter 7  Conclusions and Summary 

A new RTS statistical model and its simulation tool are developed to predict and 

simulate the phenomenon of charging/discharging of trap(s) in the gate-oxide of 

nMOSFETs in time and frequency domains. We have presented a comprehensive, 

variable-temperature, single-to-multi-trap scalable RTS model and a simulation tool based 

on first principles, and supported by experimental data. We have investigated random 

telegraph signals on several sub-micron nMOSFETS from room temperature down to 80 

K. Two-level and multi-level RTS due to correlated and uncorrelated traps were observed 

in the investigated nMOSFETs. RTS and trap characteristics were extracted from the gate-

source voltage and temperature dependence such as: average capture times, average 

emission times, RTS amplitude, capture activation energy, emission energy, change in 

entropy, change in enthalpy, capture cross-section, capture cross-section prefactor, 

relaxation energy associated with the defect oxide, and trap energy level with respect to 

the SiO2 conduction band-edge. The devices used in this work were provided by Texas 

Instruments Inc. The area of the investigated devices was ≤0.55 µm2. 

Analytical procedures were developed for extracting trap characteristics from the 

VGS and temperature dependence of the average capture and emission times associated 

with the active trap(s). The average capture and emission times were extracted based on 

the transition from one level to others and the state of the trap whether empty or full. A 

multilevel RTS with envelope transitions was also observed due to the fast and slow traps. 

A MATLAB algorithm was developed to analyze the envelope transitions and separate the 

fluctuations due to each trap. The extracted average capture and emission times 

associated with the fast traps were several orders of magnitude less than the ones 

associated with the slow traps. The normalized trap locations with respect to Tox for the 

fast and slow traps from the Si/SiO2 interface ranged from 0.134 to 0.080. Capture 



138 
 

activation energy associated with the fast and slow traps was on the average of 0.31 and 

0.83 eV, accordingly. The high barrier energy may explain the long-time that takes the slow 

trap to capture and emit an electron from and to the channel. The extracted relaxation 

energy associated with the fast and slow traps was 1.24 and 3.19 eV, respectively. This 

results showed that the origin of the fast trap was due to unrelaxed neutral oxygen 

deficiency center. However, the origin of the slow trap could not be found. The VGS and 

temperature dependence of capture cross-section for both traps was similar to the 

attributes of a neutral center where   of a neutral center increases with the increase of 

temperature and shows a slight change with VGS. 

The predicted results based on the newly developed RTS model and its simulation 

tool were shown to agree with the experimentally obtained data. The reconstructed RTS 

traces had been related to the extracted electrical properties and location of the trap 

(capture activation energy, trap energy level in the SiO2, screened scattering coefficients, 

and trap position in the oxide). To our knowledge, this is the first time an RTS simulation 

can predict RTS in time and frequency domains at variable VGS, VDS, and temperatures 

from which the trap characteristics can be extracted. Amplitude of the RTS PSD and the 

corner frequency were shown for the measured and simulated RTS data to agree well. 

Simulated RTS on various channel widths and lengths had been provided. Results 

demonstrated that RTSSIM accurately quantifies device scalability and trap density in a 

simulated device. RTSSIM showed over 92% accuracy in predicting the RTS and trap 

characteristics. 

The novelty of this work lies in the fact that four trap characteristics: relaxation 

energy, trap energy level in the oxide band-gap with respect to the SiO2 conduction band-

edge, capture activation energy, and capture cross-section are extracted from the 

measured RTS data and used together as identification markers to investigate the nature 
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and origin of the gate oxide defects. RTSSIM interrelates the electrical properties of the 

identified traps to reconstruct RTS traces in time domain and evaluate the corresponding 

noise PSD as a function of VGS, VDS, and temperature. Smooth transition from RTS to 1 f  

noise was confirmed by checking the scalability of the model and agreement with the 

UNMF noise model. The estimated PSD according to the RTSSIM and UNMF model in 

large-area nMOSFETs show a good agreement.  

Possible future work can be summarized as follows: (1) a comprehensive, variable-

temperature, single-to-multi-trap scalable RTS model supported by experimental data on 

sub-micron pMOSFETs can be done and incorporated in the RTSSIM. (2) The effect of 

noise variability in highly scaled devices can be assimilated in the RTS model and its 

simulation tool. (3) High-k dielectric materials (HfO2, ZrO2, etc.) and its electrical properties 

can be embedded in the RTSSIM where user can be provided by different options of 

material properties that can be selected and simulated. (4) Integrating RTSSIM with circuit 

simulation such as SPICE to instantaneously monitor the effect of RTS on a circuit and 

take any precautionary measures during initial design cycle. Integrating RTSSIM with 

circuit simulation may allow some of the provided parameters to be directly inputted into 

the RTSSIM such as CV curve, doping profile, Vth, gD, etc. without providing them manually. 
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Appendix A:  

MATLAB Program Code to Analyze Complex RTS Due to Fast and Slow Oxide Traps  
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%---------------------------------------------------------------- 
% This program is designed to run the analysis of RTS data due to the fast and slow traps. 

The first section of the program converts all RTS data into digital values (0 and 1). Then, 

from the pattern of these digitized values, we developed an algorithm to recognize the 

overlapped levels where a function called "getrefineddata " handles this task. This function 

can individually separate the RTS data due to the fast and slow trap without changing or 

affecting the integrity of the RTS raw data. There are another two functions were used to 

analyze this complex RTS which are “TrackTime” and “getAvgTime”. The three mentioned 

functions are called from the main program. At the end of this main algorithm, all three 

functions are listed with some comments and notes to ease the understanding of this code.  

%---------------------------------------------------------------- 
close force all 

clear all 

clc 

 

G=10000;      % Gain of the preamplifier 

tic 

    % Upload the measured RTS data into the program 

b1 = csvread(‘File name with full path extension,22);  

t = b1(:,1); 

v = b1(:,2); 

v3=v/G;         % Real Value of Voltage 

data=b1; 

G=10000;        % gain of the preamplifier 

t = data(:,1);  % assigned the measured time data to  variable t 

v = data(:,2);  % assigned the measured RTS data to  variable v 

v3=v/G;         % Real value of drain-source voltage fluctuations 

    % Sampling frequency 

sample_rate=length(v3)/(max(t)-min(t)); 

Delta_T=t(2,1)-t(1,1); 

Time=zeros(length(v3),1); 

for i=2:length(v3) 

     

    t(i,1)=t(i-1,1)+Delta_T; 

end 

  

     % Plot the raw RTS data 

figure; 

plot(t,v3); 

title('RTS'); 

xlabel('Time (s)'); 
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ylabel('\DeltaV_{DS} (V)') 

 

% Plot the histogram of the raw RTS data, after number of bins is  

% provided 

Number_Bin_Noise=input('Number of Bins for Noise Histogram = '); 

figure; 

hist(v3,Number_Bin_Noise); 

title('Noise') 

title('(Raw) RTS Amplitude Histogram') 

xlabel('\DeltaV_{DS} (V)'); 

ylabel('Frequency '); 

 

% User interface where number of bins used for time events  

% distribution due to the slow trap 

NOB12S=input('Number of Bins for taw 0 = '); 

NOB21S=input('Number of Bins for taw 1 = '); 

 

% Set up limit of the upper and lower envelopes 

L_Level_0 = input('Lower cut of Level 0 = '); 

H_Level_0 = input('Higher cut of Level 0 = '); 

L_Level_1 = input('lower cut of Level 1 = '); 

H_Level_1 = input('Higher cut of Level 1 = '); 

 

% This used to shift the fast trap data by certain amplitude which  

% allows separation of RTS data due to the fast and slow traps 

A1= input('The amplitude of the fast trap = '); 

H_high=H_Level_1; 

L_high=L_Level_1; 

H_low=H_Level_0; 

L_low=L_Level_0; 

nrows=length(v);           % number of points which has been acquired 

myState=zeros(nrows,1);   % create a matrix with number of elements 

RTS_dig=zeros(nrows,1);   % equal to the number of acquired points 

new_value=zeros(length(v3),1); 

count=0; 

 

% quick refinement on the RTS raw data, points out side the limit  

% of each envelope will be shifted back to the level of the previous  

% points 

for i=2:length(v3)-1 

    if(v3(i,1)>L_low && (v3(i,1)<H_low)||(v3(i,1) >L_high)&&... 

            (v3(i,1) <H_high)) 

        new_value(i,1)=v3(i,1); 

    else 

        new_value(i,1)=v3(i-1,1); 

    end 

end 

 

% Converting the real values of RTS data into digital values  

% (000110). 
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for r=1:nrows 

    

if((new_value(r,1)>=(L_Level_0))&&(new_value(r,1)<=(H_Level_0))) 

        RTS_dig(r,1)=0; 

    

else((new_value(r,1)>=L_Level_1)&&(new_value(r,1)<=(H_Level_1))) 

        RTS_dig(r,1)=1; 

    end 

end 

H2=H_high; 

L2=L_high; 

H1=H_low; 

L1=L_low; 

n=4;  % This sets the maximum number of points need to be 

refined,  

%if up to 4 points of 0's or 1's are found in series of the  

%converted digital values e.g. if we have  

%0000011111001111100000111100000, the expected refined values 

are:     

%0000011111111111100000000000000 

%----------------------------------------------------------------

% The getrefineddata function is used to extract the RTS data due  

% to fast trap from the slow % trap. This function returns the  

% following data: 

%  1-RTS_dig_S:  Digitized RTS data due to the slow trap 

%  2-RTS_RFBM: Extracted RTS data due to fast trap before is merged 

%  3-RTS_RFAM: Extracted RTS data due to fast trap after is merged 

%  4-RTS_RS: Extracted RTS data due to slow trap from the raw RTS 

%     data 

[RTS_dig_S,RTS_RFBM,RTS_RFAM,RTS_RS]=getrefineddata(new_value,... 

          RTS_dig,L1,H1,L2,H2,A1,n); 

RTS_dig=[];new_value=[]; 

Time=t(1:length(RTS_RFBM)); 

b=RTS_RS(RTS_RS~=L1); 

D_ST=b(b~=L2); 

  

figure; 

hist(D_ST,Number_Bin_Noise); 

title('RTS Amplitude Histogram for The Slow Trap') 

xlabel('\DeltaV_{DS} (V)'); 

ylabel('Frequency '); 

  

figure 

plot(Time,RTS_RFBM) 

title('RTS data for Fast Trap before is mearged') 

xlabel('Time (s)'); 

ylabel('\DeltaV_{DS} (V)'); 

  

%% Run time analysis on the extracted RTS data due to fast trap  

L_Level_0 = input('Lower cut of Level 0 = '); 
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H_Level_0 = input('Higher cut of Level 0 = '); 

L_Level_1 = input('lower cut of Level 1 = '); 

H_Level_1 = input('Higher cut of Level 1 = '); 

NOB12F=input('Number of bins for fast trap, leve0 = '); 

NOB21F=input('Number of bins for fast trap, leve1 = '); 

H2=H_high; 

L2=L_high;      

H1=H_low; 

L1=L_low; 

  

RTS_RFBM=RTS_RFBM'; 

for i=2:length(RTS_RFBM)-1 

    

if(RTS_RFBM(i,1)>L_low&&(RTS_RFBM(i,1)<H_low)||(RTS_RFBM(i,1)... 

   >L_high)&& (RTS_RFBM(i,1) 

<H_high))new_value(i,1)=RTS_RFBM(i,1); 

    else 

        new_value(i,1)=RTS_RFBM(i-1,1); 

    end 

end 

  

RTS_digF=[];   % Digital values of RTS due to fast trap 

for r=1:length(RTS_RFBM)-1 

    

if((new_value(r,1)>=(L_Level_0))&&(new_value(r,1)<=(H_Level_0))) 

       RTS_digF(r,1)=0; 

    

elseif((new_value(r,1)>=L_Level_1)&&(new_value(r,1)<=(H_Level_1))

) 

       RTS_digF(r,1)=1; 

    else 

       RTS_digF(r,1)=2; 

    end 

end 

  

x=RTS_dig_S';  % Digital values of RTS due to slow trap  

  

Ampl1=1; 

Ampl2=2; 

FS=sample_rate; 

 

%---------------------------------------------------------------- 

% The TrackTime function is used to track the average times  

% associated with a trap.  

[taw12S,taw21S,taw23S,taw32S]=TrackTime(x,Ampl1,Ampl2,FS,NOB12S,N

O 

B21S,NOB12F,NOB21F); 

[taw12F,taw21F,taw23F,taw32F]=TrackTime(RTS_digF,Ampl1,Ampl2,FS,N

O 

B12F,NOB21F,NOB12S,NOB21S); 
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% Plot the RTS data due to the fast and slow traps after separation   

figure; 

hist(RTS_RS,Number_Bin_Noise); 

title('Refined RTS Amplitude Histogram of the Slow Trap') 

xlabel('\DeltaV_{DS} (V)'); 

ylabel('Frequency '); 

  

figure; 

hist(RTS_RFAM,Number_Bin_Noise); 

title('Refined RTS Amplitude Histogram of the Fast Trap') 

xlabel('\DeltaV_{DS} (V)'); 

ylabel('Frequency '); 

  

Time=t(1:length(RTS_RFAM)); 

figure 

plot(Time,RTS_RFAM) 

title('The Fast Trap Data after Mearged') 

xlabel('Time (s)'); 

ylabel('\DeltaV_{DS} (V)'); 

  

Time=t(1:length(RTS_RS)); 

figure 

plot(Time,RTS_RS) 

title('The Slow Trap Data') 

xlabel('Time (s)'); 

ylabel('\DeltaV_{DS} (V)'); 

  

Time=t(1:length(RTS_dig_S)); 

figure 

plot(Time,RTS_dig_S) 

title('Digital values of the slow trap') 

xlabel('Time (s)'); 

ylabel('\DeltaV_{DS} (V)'); 

  

% List the extracted average times associated with each trap. 

taw1slow_taw2slow_taw1fast_taw2fast=[taw12S  taw21S taw12F taw21F] 

 

---------------------------------------------------------------------------------------------------- ----------------- 

The associated programs that have been used along with the main algorithm for time 

analysis of RTS data due to the fast and slow traps 

%*************************************************************************************************** 

function 

[RTS_dig_S,RTS_RFBM,RTS_RFAM,RTS_RS]=getrefineddata(Data,state,..

.L1,H1,L2,H2,A1,n) 
% Data         : the RTS raw data 
% state        : the digital value of the RTS raw data 
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% L1           : lower level of the lower envelope  
% H1           : Higher level of the lower envelope 
% L2           : lower level of the upper envelope 
% H2           : Higher level of the upper envelope 

 
% initialization of some variables  
RND=[];        % RND is the refined new data 
NS=[];         % refined RTS data due to the slow trap 
NIND0=[];      % index number where 0 is located 
S=[]; 
ind0=[];         
RD=[]; 
c1=0; 
c2=0; 
option1=0; 
option2=0; 
IND0=find(state==0); 
IND1=find(state==1); 
ind0=find(state==0); 
if IND0(1)~=1 && IND0(1)-1<=n  % if RTS starts at higher level           

 % like 1111000 
    option1=1; 
    state([1:IND0(1)])=0; 
    IND0=find( state==0); 
    IND1=find( state==1); 
    for j=1:n 
    % This sets the number of points needs to be refined when 

j=1,   

   % the first point will be refined, when j=2, second point will  

    % be refined etc. 
        for i=1: length(IND0)-1 
            if (IND0(i+1)-IND0(i))-j==1 
    % Check where the transition occurs. This condition shows a   

    % transition is realized. 
                Temp_IND0=IND0(i); 
                NIND0=[NIND0 Temp_IND0];% New refined 
                for k=1:j 
    % This will pick up the data at the edge of the transition 
                    temp_RD=Data(i-1); 
                    RD=[RD temp_RD]; 
                end 
                for k=1:j 
                    temp_IND0=IND0(i)+k; 
                    NIND0=[NIND0 temp_IND0]; 
                end 
            else 
                temp_IND0=IND0(i); 
                NIND0=[NIND0 temp_IND0]; 
            end  % end of if (IND0(i+1)-IND0(i))-j==1 
        end      % end of for i=1: length(IND0)-1 
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        for ii=1:length(NIND0)-1 
     % Check where the transition occurs, this conidian shows no  

     % transition is realized. 
            if (NIND0(ii+1)-NIND0(ii))==1 
                NS=[NS 0]; 
            else 
                NS=[NS 0]; 
                for jj=NIND0(ii)+1:NIND0(ii+1)-1 
                    NS=[NS 1]; 
                end 
            end % end of (NIND0(ii+1)-NIND0(ii))==1 
        end % end of for ii=1:length(NIND0)-1 

         
        if j<n  % This is to rest state between 0 and 1 
            state=NS; 
            IND0=find(state==0); 
            IND1=find(state==1); 
            state=[]; 
            NS=[]; 
            NIND0=[]; 
        else 
            State=NS ; 

           % This gives the final refinement due to the slow trap 
        end 
    end 
else    % the condition of IND0(1)~=1 && IND0(1)-1<=n 
        % if RTS starts at lower level such as 0000111000111000 
    IND0=find( state==0); 
    IND1=find( state==1); 
    for j=1:n 
        for i=1: length(IND0)-1 
            if (IND0(i+1)-IND0(i))-j==1 
                Temp_IND0=IND0(i); 
                NIND0=[NIND0 Temp_IND0]; 
                for k=1:j 
                    temp_IND0=IND0(i)+k; 
                    NIND0=[NIND0 temp_IND0]; 
                end 
            else 
                temp_IND0=IND0(i); 
                NIND0=[NIND0 temp_IND0]; 
            end 
        end 

         
        for ii=1:length(NIND0)-1 
            if (NIND0(ii+1)-NIND0(ii))==1 
                NS=[NS 0]; 
            else 
                NS=[NS 0]; 
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                for jj=NIND0(ii)+1:NIND0(ii+1)-1 
                    NS=[NS 1]; 
                end 
            end 
        end 

         
        if j<n         % This is to rest state 
            state=NS; 
            IND0=find(state==0); 
            IND1=find(state==1); 
            state=[]; 
            NS=[]; 
            NIND0=[]; 
        else 
            State=NS;  % This gives the final refinement 
        end 
    end 
end                     % end of IND0(1)~=1 && IND0(1)-1<=n 
A=[]; 
if option1==1 
    RTS_dig_S=State;    % digitized state of the slow trap  
else 

     
    for i=1:ind0(1)-1 
        A=[A 1]; 
    end 
    RTS_dig_S=horzcat(A,NS); 

% included all digitized RTS data due to slow trap 

end                      
% from the refined digital data of RTS due to the slow trap, we    

% constructed the raw data of the RTS with the prober shift. 
Datat_FT=[]; 
OIND0=find(RTS_dig_S==0);   

OIND1=find(RTS_dig_S==1); 
for i=1:(length(OIND0))-1 
    temp_FDATA=Data(OIND0(i)); 
    Datat_FT=[Datat_FT temp_FDATA]; 
end 
RTS_RFAM=[]; 
for i=1:(length(OIND1))-1 
    temp_FDATA=Data(OIND1(i))-A1; 
    RTS_RFAM=[RTS_RFAM temp_FDATA]; 
% RTS data due to the fast trap after it was stitched from the  

% upper and lower envelopes. 
end 
RTS_RFBM=horzcat(Datat_FT,RTS_RFAM); 
%---------------------------------------------------------------- 
% Preparing refined data for output 
RTS_RS=[];   % extracted RTS data for slow trap from the raw data 
NDFT=[];     % extracted RTS data for fast trap from the raw data 
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IND0ST=find(RTS_dig_S==0); 

% Indices of 0 elements in the digitized RTS due to the fast trap 
IND1ST=find(RTS_dig_S==1); 

% Indices of 1 elements in the digitized RTS due to the fast trap 
if (IND0ST(1))==1 
    for i=1:length(IND0ST)-1 
        if (IND0ST(i+1)-IND0ST(i))==1 && Data(IND0ST(i))<H1 
            temp_data=Data(IND0ST(i)); 
            RTS_RS=[RTS_RS temp_data]; 
        elseif (IND0ST(i+1)-IND0ST(i))==1 && Data(i)>H1 
            temp_data=L1; 
            RTS_RS=[RTS_RS temp_data]; 
        elseif (IND0ST(i+1)-IND0ST(i))~=1 
            for j=IND0ST(i)+1:IND0ST(i+1)-1 
                if Data(j)>L2 && Data(j)<H2 
                    temp_data=Data(j); 
                    RTS_RS=[RTS_RS temp_data]; 
                else 
                    temp_data=L2; 
                    RTS_RS=[RTS_RS temp_data]; 
                end 
            end 
        end 
    end 
else 
    for k=1:IND0ST(1)-1 
        if Data(k)>L2 && Data(k)<H2 
            temp_data=Data(k); 
            RTS_RS=[RTS_RS temp_data]; 
        else 
            temp_data=L2; 
            RTS_RS=[RTS_RS temp_data]; 
        end 
    end 

     
    for i=1:length(IND0ST)-1 
        if (IND0ST(i+1)-IND0ST(i))==1 && Data(IND0ST(i))<H1 
            temp_data=Data(IND0ST(i)); 
            RTS_RS=[RTS_RS temp_data]; 
        elseif (IND0ST(i+1)-IND0ST(i))==1 && Data(IND0ST(i))>H1 
            temp_data=L1; 
            RTS_RS=[RTS_RS temp_data]; 
        elseif (IND0ST(i+1)-IND0ST(i))~=1 
            for j=IND0ST(i)+1:IND0ST(i+1)-1 
                if Data(j)>L2 && Data(j)<H2 
                    temp_data=Data(j); 
                    RTS_RS=[RTS_RS temp_data];  
                else 
                    temp_data=L2; 
                    RTS_RS=[RTS_RS temp_data]; 
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                end 
            end 
        end 
    end %end of for loop of the second option for outputting data 
end     % end of if statement (IND0ST(1))==1 
end     % end of function 
 

%*************************************************************************************************** 

function 

[taw12,taw21,taw23,taw32]=TrackTime(Data,Amplitude1,Amplitude2,..

. 
        

FS,Number_Of_Bin12,Number_Of_Bin21,Number_Of_Bin23,Number_Of_Bin3

2) 

  
% This function extracts the average times associated with RTS 

% levels based on the state of the trap and the transitions.            
jmp12=Amplitude1; 
jmp21=-jmp12; 
jmp23=Amplitude2; 
jmp32=-jmp23; 
v3=Data; 
L_Level_0 =-1;   

H_Level_0 =.2;   

L_Level_1 =.22;  

H_Level_1 =1.3;  

L_Level_2 =1.32  

H_Level_2 =4  
% Initialization of matrices  
Time12=[];Time21=[];Time23=[];Time32=[]; 
startca=0;startcb=0;startea=0;starteb=0; 
% This will save the index number where a transition is 

% recognized  
Pos21=[];Pos12=[];Pos23=[];Pos32=[]; 

 
% Extraction of average times from the digitized RTS data 
for i=1:length(Data)-1 
    if (Data(i+1)-Data(i))==jmp12 && Data(i+1)>H_Level_0 &&... 
                            Data(i+1)<H_Level_1 
        startca=startca;     

% Set the capture time counter associated with trap A 
        P12HB=i;             

% Record index number of the higher limit of the Poisson process  

% interval 
        P12LB=i-startca;     

% Record index number of the lower side of the Poisson process  

& interval 
        Pos12=[Pos12 P12LB P12HB]; 
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        startea=0; 

% Reset the emission time counter associated with trap A 
        startca=0;           

% Reset the capture time counter associated with trap A 
        starteb=0;           

% Reset the emission time counter associated with trap B               
        startcb=startcb+1;   

% Continue recording the capture time associated with trap B 
        state=0; % set state to zero 

 
% The rest of analysis follows the same analogy of the first part 
    elseif (Data(i+1)-Data(i))==jmp21 &&  Data(i+1)<H_Level_0 
        startea=startea; 
        P21HB=i; 
        P21LB=i-startea; 
        Pos21=[Pos21 P21LB P21HB]; 
        startea=0; 
        starteb=0; 
        startca=0; 
        startcb=startcb+1; 
    elseif (Data(i+1)-Data(i))==jmp23 && Data(i+1)>L_Level_2 
        startcb=startcb; 
        P23HB=i; 
        P23LB=i-startcb; 
        Pos23=[Pos23 P23LB P23HB]; 
        starteb=0; 
        startca=0; 
        startcb=0; 
        startea=startea+1; 
    elseif (Data(i+1)-Data(i))==jmp32 &&  Data(i+1)<H_Level_1  

&&Data(i+1)>L_Level_1 
        starteb=starteb; 
        P32HB=i; 
        P32LB=i-starteb; 
        Pos32=[Pos32 P32LB P32HB]; 
        starteb=0; 
        startca=0; 
        startcb=0; 
        startea=startea+1; 
        state=3; 
    else 
        startca=startca+1; 
        startcb=startcb+1; 
        startea=startea+1; 
        starteb=starteb+1; 
    end  % end of if (Data(i+1)-Data(i))==jmp12 &&... 
         % Data(i+1)>H_Level_0 && Data(i+1)<H_Level_1 
end      % end of for i=1:length(Data)-1 

  
Pos12; % The indices number of Poisson process intervals  
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       % associated with the transition from level_1 to Level_2  
Pos21;   
Pos23  
Pos32;   

         
% Computing the duration time for each Poisson process intervals         
L=length(Pos12); 
if(rem(L,2)==0) 
    for ii=1:2:length(Pos12) 
        Time12=[Time12 length([v3(Pos12(ii):Pos12(ii+1))])/FS]; 
    end 
else 
    for ii=1:2:length(Pos12)-1 
        Time12=[Time12 length([v3(Pos12(ii):Pos12(ii+1))])/FS]; 
    end 
end 

  
L=length(Pos21); 
if(rem(L,2)==0) 
    for ii=1:2:length(Pos21) 
        Time21=[Time21 length([v3(Pos21(ii):Pos21(ii+1))])/FS]; 
    end 
else 
    for ii=1:2:length(Pos21)-1 
        Time21=[Time21 length([v3(Pos21(ii):Pos21(ii+1))])/FS]; 
    end 
end 

  
L=length(Pos23); 
if(rem(L,2)==0) 
    for ii=1:2:length(Pos23) 
        Time23=[Time23 length([v3(Pos23(ii):Pos23(ii+1))])/FS]; 
    end 
else 
    for ii=1:2:length(Pos23)-1 
        Time23=[Time23 length([v3(Pos23(ii):Pos23(ii+1))])/FS]; 
    end 
end 

  
L=length(Pos32); 
if(rem(L,2)==0) 
    for ii=1:2:length(Pos32) 
        Time32=[Time32 length([v3(Pos32(ii):Pos32(ii+1))])/FS]; 
    end 
else 
    for ii=1:2:length(Pos32)-1 
        Time32=[Time32 length([v3(Pos32(ii):Pos32(ii+1))])/FS]; 
    end 
end 
% The average capture and emission times are computed using 
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% getAvgTime function. In this function we used equation 4_1 to  

% compute the average times associated with each level. 
% The algorithm of getAvgTime function is shown below. 

  
if length(Time12)>1 
    taw12=getAvgTime(Data,Time12,FS,Number_Of_Bin12); 
else 
    taw12=0; 
end 
if length(Time21)>1 
    taw21=getAvgTime(Data,Time21,FS,Number_Of_Bin21); 
else 
    taw21=0; 
end 
if length(Time23)>1 
    taw23=getAvgTime(Data,Time23,FS,Number_Of_Bin23); 
else 
    taw23=0; 
end 
if length(Time32)>1 
    taw32=getAvgTime(Data,Time32,FS,Number_Of_Bin32); 
else 
    taw32=0; 
end 

  
end 
 

%*************************************************************************************************** 

function taw=getAvgTime(Data,Array_average_time,FS,Number_Of_Bin) 
%This function computes average time constants associated with each 
%level using equation 4-1. 
%Returns total bins were generated and its occurrence frequency 
[hh,xout]=hist(Array_average_time,Number_Of_Bin); 
numer_0f_bins=xout'; 

% Total bins used in the time events distribution  
freq_Magnitude=hh';    

% Frequency of time events in each bin 

% Plot time events distribution as a function of histogram bin  

% numbers 
% Optimization of the total bin numbers used in the histogram  

% of time events for RTS data 
for i=20:5:200 
    [HH,Xout]=hist(Array_average_time,i);  
    Num_Bin=Xout'; 
    Freq_Mag=HH'; 
    for j=1:length(Num_Bin) 
        Mul_Taw_With_frequen(j,1)=Num_Bin(j,1)*Freq_Mag(j,1); 
        j=j+1; 



154 
 

    end 
    t1=[1:length(Data)]/FS; 
    Delta_T=t1(1,2)-t1(1,1); 
    T=Delta_T; 
    T=[T,(sum(Mul_Taw_With_frequen))/(sum(Freq_Mag))]; 

     
end 

  
figure; 
hist(Array_average_time,Number_Of_Bin); 
showfit exp; 
xlabel('Time (s) '); 
ylabel('Frequency '); 

 
for i=1:length(freq_Magnitude) 

Multib_taw_with_frequen(i,1)=numer_0f_bins(i,1)*freq_Magnit

ude(i,1); 
End 

taw=(sum(Multib_taw_with_frequen))/(sum(freq_Magnitude)); 

%This is the extracted average time 
end 

 

 

 

This function is used to evaluate the PSD from the measured and simulated RTS data 
where thermal noise is considered . 

 
S=floor(length(RTS_data)/16);  
% RTS data is divided into 16 overlapped sections where each  

% section has an equal number of elements. 
[myPSD,f]=pwelch(RTS_data,hanning(S),Noverlap,w,FS); 
% Hanning window is used in WPSD function where each section has S 

% elements. 
% Noverlap = S/2 is an integer smaller than length of a Hanning  

% window. 
% w=S is a vector of normalized frequency. 
%Fs: sampling frequency extracted from measured RTS data or computed 

% from average capture or emission times. 
% f is the vector of frequency at which the PSD is evaluated. 

PSD_R=4*kB*T*1/gd; %Thermal noise due to the channel conductance.  
newf=f(1:end); 
newMypsd=myPSD(1:end); 
Tot_PSD=newMypsd+PSD_R; % total PSD 

figure; 
loglog(newf,Tot_PSD) 
hold on 
xdata = f(1:end); 
ydata =Tot_PSD; 
maxYdata=(max(ydata)); 
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newYdata=ydata./maxYdata; 
format long e 
% fit the PSD data using least square curve fitting. 
x = [-1;10]; % Initial guess 
options=optimset('TolFun',1e-9); 
VLB=[];VUB=[];  
%keep the optimization for lower and upper boundaries to optimize  

% for the best fitting result. 
[c,RESNORM,F,EXITFLAG,OUTPUT,LAMBDA,JACOB] =... 
    lsqcurvefit('myfun',x,xdata,newYdata,VLB,VUB); 
% this function used to find the fitting parameters such as:  

% corner frequency (f0) and the PSD magnitude (k) 
myfit=(c(1)./(1+(xdata/c(2)).^2))*maxYdata; 
plot(xdata,myfit,'r','LineWidth',2); 
format shortEng 
c(1); % the extracted PSD magnitude from the fitting curve 
c(2); % the extracted f0 from the fitting curve 
title(['V_{GS}',num2str(Vgs),' V',',  T=',num2str(T),... 
    ' K',', With Thermal Noise']); 
text(c(2), c(1)./(1+(C2/C2).^2)*maxYdata,['\leftarrow f_{0} 

=',... 
    num2str(C2),' Hz'],'FontSize',12); 
xlabel('Frequency (Hz) ');  
ylabel('\itS_{VDS}\rm (V^2/Hz)'); 

hold off 
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Appendix B:  

Calculation of Probability of Electron transitions as a Function of Time 
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Probability of capturing an electron from the channel by a defect in the silicon dioxide is: 

 01 10 (1 )p E

c

c

dt
P e



    . (1) 

Probability of emitting trapped electron from the defect site back to the channel is:  

 10 10 (1 )p E

e

e

dt
P e


    . (2) 

Probability of finding an electron free in the channel is: 

  00 011 1
c

dt
P P



 
    

 
. (3) 

Probability of finding a trapped electron by defect at the SiO2 can be expressed as: 

  11 101 1
e

dt
P P



 
    

 
. (4) 

Probability of finding a trap active as a function of time is: 
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. (6) 

First order differential equation is solved to find  01P T : 
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. (7) 

Integrating factor 
1 1c e

e
   is multiplied by both side of the equation: 
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 . (9) 

From the assumed condition, all traps are empty at time zero 
01( 0) 0P t   : 
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. (10) 

Thus, the probability of trap to be occupied as a function of time in terms of average capture 

and emission time constants is: 
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Probability of occupied trap as a function of time is: 
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From the condition of all traps are empty at time zero,  11 10( 0) 1 ( 0) 1P t P t      
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Hence, the probability of occupied trap as a function of time is: 
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In this appendix, the functions used to construct the RTSSIM are shown in Table 

1. In addition, code for some of the functions is shown here. Complete version of RTSSIM 

can be downloaded from the SRC website.  

 

 

Table 1 Functions of the random telegraph signals simulation for both VGS and VDS modes 

 VGS dependence  VDS dependence 

# Function 
# of 
lines 

Function 
# of 
lines 

1 RTSSIM 17 getVDSDependence 1650 

2 getVGSDependence 1110 getRTScalSingAcep_VdsDependence 379 

3 getCV 86 outputRTSResul2tExcel_VDSD 900 

4 getTraptype 330 getRTScalSingDonor_VDSDep 365 

5 getxt 192 getRTSout2Excel_VDSD 70 

6 getrangerror 21 getFlickNoisCalVDep 130 

7 getOutputgraph2 47 getRTScal2Ldepnd_VDSDep 600 

8 Mybuggy 3 outputRTSResutl_ML_VDSD_2Excel 100 

9 getRTScalSingAcep 415   

10 getVthr 20   

11 getDIN3 127   

12 getDINSecond 100   

13 get1LARTS 164   

14 get3LAARTS 220   

15 getTimeB 161   

16 getTawSeperated 70   

17 getPSD 118   

18 myfun 4   

19 getPSD2Excel 60   

20 getPSD2Excel_VDSD 54   

21 getRTSout2Excel 70   

22 output2ExcelSA1 1238   

23 getSumTotalRTS 211   

24 getPSDML2 69   

25 getRTScalSingDonor 390   

26 getRTScal2Ldepnd 640   

27 output2ExcelMLB 1410   

28 getFinalRTSPlot 58   

29 getDopping 22   

30 getFlickNoisCal 210   

31 output2ExcelFlickerNoise 550   
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clear all 
close all force; 
clc 
tic 

  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%   RTS simulation generates RTS traces in time domain from which 

the PSD is evaluated. This program is built on several physical 

mechanisms to replicate the phenomenon of charging/discharging a 

trap in the gate oxide of a MOSFET. RTSSIM is capable of extracting 

the RTS characteristics and the electrical properties of a trap. 

RTSSIM has a friendly user interface environment where several input 

choices are provided for parameters. RTSSIM also exports all 

generated RTS data in time and frequency domains to MS Excel files. 

In addition, RTSSIM transfers all RTS and extracted trap 

characteristics to MS Excel files. Please refer to the RTSSIM manual 

for more information on how to use the program and what kind of 

information that a user needs to have prior to the simulation at 

the level of simulated device and trap. 

                                                                        

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%   Authors: Mohamed Nour and Zeynep Celik Butler         

%                                   

%                        
%   Date: 05/15/2015                                             

%                                                                 
%   version 1.0                    

% 

%                    

%                                                                

%                  

% 
%   Mohamed Nour © April 2015                                    

%                       

% 
%   All rights are reserved                                      

%          
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
masage= msgbox('Random Telegraph Signals Simulation (RTSSIM)',... 
    'Version 1'); 
pause (1) 

  
prompt={'Simulation option'}; 

  
choice =questdlg('What would you like to run RTSSIM for?',... 
    'Simulation option', ... 
    'Vgs dependence','Vds dependence','No'); 
% Handle response 
system('taskkill /F /IM EXCEL.EXE');  

% This will assure to close all Excel.exe running in the background.  
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%Otherwise, there will be a problem when it output the data to excel 
% files. 
switch choice 
    case 'Vgs dependence' 
        Simulation_choise= 1; 
        VGSdependence=getVGSDependence(Simulation_choise); 
    case 'Vds dependence' 
        Simulation_choise = 2; 
        VDSdependence=getVDSDependence(Simulation_choise); 
end 
toc 
close(masage) 

                                                                                                                                                                                                     

                             

--------------------------------------------------------------------------------------------------------------------- 

function 

[AQ_inv,BQ_inv,l_eff,Tox_eff]=getCV(Vth,l,W,N_f_device,... 
         N_device,W_cap,L_cap) 

%================================================================ 
format long 
q=1.602E-19;kB=8.617e-5; kB_j=1.3806E-23;  epsi=11.9; epsox=3.9; 
eps0=8.85E-14; 
[filename,path]=uigetfile('*.csv','Select the CSV file'); 
if isequal(filename,0) 
    disp('File selected not to open a file') 
else 

end; 
data =[]; 
CV_file = csvread(fullfile (path, filename),22); 
cv_data = [data;CV_file]; 

  
%================================================================ 
%% Allocate imported array to column variable names 
vgs_CV = cv_data(:, 1); 
CV_data = cv_data(:, 2); 
Qul_Fac = cv_data(:, 3); 

  
CV_ov=CV_data(2); 
CV_inv=max(CV_data); 
% This will calculate the effective channel 
% length for nMOS-cap. 
L_eff=L_cap*(1-CV_ov/CV_inv);% for the nMOS-cap 
l_eff=l*(1-CV_ov/CV_inv);    % for the nmos device 
Tox_eff=(L_eff*W_cap*epsox*eps0*N_f_device*N_device)/(CV_inv-

CV_ov); 

  
Area=L_eff*W_cap*N_f_device*N_device; % Total area of the MOS-cap 
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CV_sqcm=[]; 
for i=1:length(vgs_CV)        % Normalized calculated capacitance 
    CV_sqcm(i)=CV_data(i)/(Area); 
end 
CV_min=CV_sqcm(2); 
Corec_CV_sqcm=[]; 
for i=1:length(CV_sqcm) 

     
    Corec_CV_sqcm(i)=CV_sqcm(i)-CV_min; 

     
end 

  
Delta_Vgs_CV=[];Avrg_corec_CV=[]; 
Max_corr=max(Corec_CV_sqcm); 
index_max_cor=max(find(Corec_CV_sqcm==Max_corr)); 

  
for j=1:index_max_cor-1 
    Delta_Vgs_CV(j)=vgs_CV(j+1)-vgs_CV(j); 
    Avrg_corec_CV(j)=(Corec_CV_sqcm(j+1)+Corec_CV_sqcm(j))/2; 

     
end 
prod_VGS_Corec_CV=[]; 
for jj=1:index_max_cor-1 
    prod_VGS_Corec_CV(jj)=Avrg_corec_CV(jj)*Delta_Vgs_CV(jj); 
end 
Bef_integ_Qinv=[0 prod_VGS_Corec_CV]; 
Qinv_sqcm=[]; 
for ii=1:length(prod_VGS_Corec_CV)-1 

     
    Qinv_sqcm(ii)=Bef_integ_Qinv(ii+1)+Bef_integ_Qinv(ii); 
end 
Vth_index=find(vgs_CV==closest(vgs_CV,Vth)); 
 xt_ary=[]; 
vgs_CV_ary=[];Q_inv_ary=[]; 
Length_vgs=min(length(vgs_CV),length(Qinv_sqcm)); 
for i=Vth_index:Length_vgs 
    vgs_CV_Ary=vgs_CV(i); 
    vgs_CV_ary=[vgs_CV_ary vgs_CV_Ary]; 
    Q_inv_Ary=Qinv_sqcm(i); 
    Q_inv_ary=[Q_inv_ary Q_inv_Ary]; 
end 
 fiting_equation=polyfit(vgs_CV_ary,Q_inv_ary,1); 
AQ_inv=fiting_equation(1)*100; 
BQ_inv=fiting_equation(2)*100; 

  
end 

----------------------------------------------------------------- 
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function 

Val_unVal=getrangerror(Reference_value_min,Reference_value_max,..

. 
    Provided_value,parameter) 
pv=Provided_value; 
RF_Valumin=Reference_value_min; 
RF_Valumax=Reference_value_max; 

  
if pv>=RF_Valumin && pv<=RF_Valumax 
    valid_pv=pv; 
    Val_unVal=0; 
else 
 valid_pv=errordlg('Please check your value and keep it within 

the range'); 
    Val_unVal=1; 
    Mymasage=msgbox(['The correct range for ',parameter,' 

is:',... 
        ' [',num2str(RF_Valumin),' - ',num2str(RF_Valumax),']']); 
    a=0; 
    Mybuggy(magic(3));   

% An intentional error to terminate the program 

     
end 

  
end 

 

------------------------------------------------------ 

  
 function [output1,output2,output3,output4,output5,... 
        output6]=getOutputgraph2(choise) 

output1=[];output2=[];output3=[];output4=[];output5=[];output6=0; 
for i=1:length(choise) 
    output=choise(i); 

     
    switch output 
        case 1 
            output1=1; 
        case 2 
            output2=2; 

             
        case 3 
            output3=3; 

             
        case 4 
            output4=4; 

             
        case 5 
            output5=5; 
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        otherwise 
            output6=6; 
    end 
end 
if isempty(output1)==1 || output6==6 ; 
    output1=0; 
end 

  
if isempty(output2)==1 || output6==6; 
    output2=0; 
end 

  
if isempty(output3)==1 || output6==6; 
    output3=0; 
end 
if isempty(output4)==1 || output6==6; 
    output4=0; 
end 
if isempty(output5)==1 || output6==6; 
    output5=0; 
end 
if isempty(output6)==1; 
    output6=0; 
end 

  
end 

 

------------------------------------------------------ 

  
 function z = Mybuggy(x) 
n = length(x); 
z = (1:n)./x; 

------------------------------------------------------ 

  
 function [VFB_aray,Vthr]=getVthr(VthRomm_Temp,T,Vthr_TD,NA,Tox) 
            Vthr=[]; VFB_aray=[]; 
        for i=1:length(T) 

             
            if i==1 
                Vthr_temp=VthRomm_Temp+Vthr_TD*(T(1)-295); 
            else 
                Vthr_temp=New_Vthr+Vthr_TD*(T(i)-T(i-1)); 
            end 
            Vthr=[Vthr Vthr_temp]; 
            New_Vthr=Vthr_temp; 
        end 
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       for ii=1:length(Vthr) 
           Vfb=getVFB(Vthr(ii),NA,Tox,T(ii)) 
           VFB_aray=[VFB_aray Vfb]; 
       end 

        
end 

------------------------------------------------------ 

 
 function 

[Taw_c,Taw_e,Amplitued,n_inv_v,V_ther,eta_T,D_ECT,Phis,... 
    sigmao,E_relax,Delta_ECFB,mn,Nc,SR]=getDIN3(VGS,... 
    VDS, Temp,NA,Width,Length,Tox,position_along_channel,... 
    Threshold_voltage,VFB,xt,DEcox_ET,Delta_EB,K_1,K_2,A,B,... 
    AQinv,BQinv,Trap_Type,NewC_inv,Cox_triangle) 

  
format long e 
%================================================================ 
% This function calculates the average capture and emission times 
% The foundation of RTS parameters are calculated here. The 

output % of this function is fed into other RTSSIM functions.  
%================================================================ 
Vgs=VGS; 
Vds=VDS; 
T=Temp; 
W=Width; 
L=Length; 
Tox=Tox; 
Vthr=Threshold_voltage; 
y=position_along_channel; 
Del_Ecox_ET=DEcox_ET; 
q=1.602E-19;kB=8.617e-5; kB_j=1.3806E-23; 
Ev=0.0;h=6.626E-34; h_ev=4.135E-15;  m0=9.110E-31; % in kg 
hprime=h/(2*pi); 
Nco=2.90E19; % per cm3 
pho=3.13; %VFB=-1.2; 
ga=4; g=1; Ea_Ev=0.045;%in eV 
epsi=11.9; epsox=3.9; eps0=8.85E-14;  % (F/cm) 
vt=(kB_j*T)/q;    
%================================================================ 
mn=m0*(1.0533+0.00012*T); % electron mass as a function of  

  % temperature 
mp=m0*(0.6135+0.00269*T-(3E-6)*T^2); 
E_gap=1.166-((T^2)*4.730E-4)/(T+636); 

% energy band gap as a function of temperature 
Nc=2*((2*pi*mn*kB_j*T)/(h^2))^(3/2)*1E-6;    

% State density around to the conduction band edge 
Nv=2*(2*(pi*mp*kB_j*T)/(h^2))^(3/2)*1E-6;    

% State density around to the valance band edge 
ni=sqrt(Nc*Nv)*exp(-E_gap/(2*kB*T));% Intrinsic concentration 
Vth=sqrt((8*kB_j*T)/(pi*mn))*100;   % Thermal velocity in cm 
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V_ther=Vth; 
%================================================================ 
% Majority carrier density as a function of temperature 
po=(-1+sqrt(1+... 
    

4*NA*(ga/Nv)*exp((Ea_Ev)/(kB*T))))/(2*(ga/Nv)*exp((Ea_Ev)/(kB*T))

); 
Ef=kB*T*log(po/ni); 
n0=(ni^2)/po; 
Cox=((eps0*epsox)/Tox); %F/cm2 

  
if AQinv~=0 && BQinv~=0 
    Qinv=AQinv*Vgs+BQinv; %Ninv*q; 
elseif AQinv==0 && BQinv==0 && NewC_inv==0 
    Qinv=Cox*(Vgs-Vthr); 
elseif AQinv==0 && BQinv==0 && NewC_inv~=0 
    Qinv=Cox_triangle+NewC_inv*(Vgs-Vthr); 
end 

  
if Vgs<Vthr     % To check the device operation 
    error('Device is simulated in cut-off region, please increase 

Vgs') 
end 

  
Ninv=Qinv/q; 
if (Vgs-Vthr)>VDS 
    gd=abs(A*Vgs+B);   %Voltage dependence of channel conductance  
             %linear region 
    mob=gd/((W/L)*Qinv);%Mobility in the linear region 
    SR=((4*kB_j*T)/gd); %Thermal noise 
elseif (Vgs-Vthr)<=VDS 
    gd=abs(A*Vgs+B);   %Voltage dependence of channel conductance 
       %saturation region 
    moblin=gd/((W/L)*Qinv); %Mobility in the linear region 
    un=moblin; 
    gm_sat=moblin*Cox*W/L*(Vgs-VFB-2*Ef-(q*po*epsi*eps0)... 
        /(Cox^2)*(sqrt(1+2*(Cox^2)*(Vgs-VFB)/(q*po*epsi*eps0))-

1)); 
    u_sat=gm_sat/(Cox*(W/L)*(Vgs-Vthr)); 
    mob=u_sat;              % Mobility in the saturation region 
    SR=((4*kB_j*T)/gd);     % Thermal noise 
end 

  
LD=((epsi*eps0*vt)/(q*po))^0.5; 
a_c=(sqrt(2)*epsi*eps0*kB_j*T)/(LD*q^2); 

  
syms phi                    % Solving for surface potential 
phis0=solve(a_c*sqrt(phi/vt+exp(-phi/vt)-1+(ni/po)^2*... 
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    (exp(phi/vt)-phi/vt-1))-po*sqrt((2*epsi*eps0*phi)/(q*po))-

Ninv); 

  
phiS=double(phis0)-(y*q/(L)*Vds); 
N_v=n0*exp(phiS*q/(kB_j*T)); 
n_v=N_v; 
n_inv_v=n_v; 
Delta_ECFB=E_gap-E_gap/2+kB_j*T/q*log(po/ni); 
Delta_ECFs=kB*T*(log(Nc/n0)-phiS/(kB*T)); 

  
eta=Nco*sqrt((8*kB_j)/(pi*mn))/100; 
eta_T=eta; 
RXT=xt/Tox; 

  
% Ratio of average capture to emission times 
RlnTc_Te=-(q/(kB_j*T))*(Del_Ecox_ET-Delta_ECFB-

pho+phiS+xt/Tox*(Vgs-... 
    VFB-phiS)); 
kB_cm=1.3806E-19; 
D_ECT=kB*T*((log((Nc*sqrt((8*kB_cm*T)/(pi*mn)))/(n_inv_v*V_ther))

-... 
    RlnTc_Te)); 
DETF=real(kB*T*log(RlnTc_Te)); 
% Energy difference between trap and Fermi energy level 
E_relax=real(D_ECT+2*Delta_EB+2*sqrt(Delta_EB*(Delta_EB+D_ECT))); 
% Solve for relaxation energy 
Xd=sqrt((2*epsi*eps0*phiS)/(q*po)); 
F_surf=(q*po*Xd)/(epsi*eps0); 
hprim_ev=h_ev/(2*pi); 
E_e=(hprime^2/(2*mn))^(1/3)*((9/8*pi*q*F_surf)^(2/3))*1/q; 
sigmao=sqrt(E_e/E_relax)*(pi^2)/(2*exp(1))*(hprime^2/(2*mn*kB_j*T

)); 

  
taw_c=1/(sigmao*Vth*n_v)*exp(Delta_EB/(kB*T)); 
taw_e=1/(sigmao*sqrt(8*kB_cm*T/(pi*mn))*Nc)*exp((Delta_EB+D_ECT)/

...(kB*T)); 
cal_RTc_Te=taw_c./taw_e; 
Phis=phiS; 
alpha=K_1+K_2*log(Ninv*W*L);% Screened scattering coefficient 
 if taw_c<500 && taw_e<500 && taw_c>1e-8 && taw_e>1e-8 
    Taw_c=taw_c; 
    Taw_e=taw_e; 
else 
    for i=1:5 
        display(' '); 
    end 
    V_gs=VGS 
    Temprature=T 
    Tawc=taw_c 
    Tawe=taw_e 
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    error('Average capture and emission times out of range, 

please provide realistic values to RTSSIM') 

     

     
end 
 

if Trap_Type==1     % To differentiate between acceptor and donor 
    Amplitued=Vds*abs(1/(W*L)*(1/Ninv+alpha*mob)); 
elseif Trap_Type==2 
    Amplitued=Vds*abs(1/(W*L)*(1/Ninv-alpha*mob)); 
end 

  
Avg_Taw=(Taw_c*Taw_e)/(Taw_c+Taw_e); 
F0=1/(2*pi*Avg_Taw); 
K=(4*(Amplitued^2)*(Avg_Taw^2))/(Taw_c+Taw_e); 

  
end 
 ---------------------------------------------------------------- 

 

function 

[New_RTS,New_RMag_RTS]=get1LARTS(Number_trans,Freq_samp,Taw_c,... 
    Taw_e, State0, State1,VGS,Trapnumber,output1,Temp,Ampli,... 
    SetOrder,type,Simulation_mode,Direction) 

  
% This function generates the RTS sample data based on Poisson 
% distribution, the average capture and emission times that 
% were calculated by getDIN3 function controls the Poisson  

% statistics and the entire process of producing RTS samples. 
% Calculating the average capture and emission times are important  

% to reconstruct the RTS in time and frequency domains from which  

% the trap characteristics are extracted. 

 
T=Temp; 
if Direction ==1 
    Direc=', FM'; 
elseif Direction ==2 
    Direc=', RM'; 
end 
if SetOrder==1 
    orderSet='_{First Set}'; 
elseif SetOrder==2 
    orderSet='_{Second Set}'; 
end 
if type==1% Setting the graph title to either SA, SD, % or a AA. 
    tit='SA';    
elseif type==2 
    tit='SD'; 
elseif type==3 
    tit='AA'; 
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end 
N=Number_trans; 
taw_1=Taw_c; 
taw_2=Taw_e; 
i_MC=0; 
Fs=Freq_samp; 
FS=Freq_samp; 
Sod=1;      % State of odd transition, when it goes from 0 to 1 
Sev=1;      % State of even transition, when it goes from 1 to 0 
countdow=0; 
countdup=0; 
countd3=0; 
Time=0; 
RTS=[];RMag_RTS=[]; 
c12=0;c21=0;c23=0;c32=0; 
New_p23=[];New_p21=[]; 
rts11=[];rts12=[]; 
time=[];vod=0; vev=0;v3=0; New_p12=[]; 

  
for K=1:N   % K is number of transitions  
    if  (rem(K,2)==0) 

% Transition form level 1 to level 0, even transition 
        State= State1; 
        sev=rand; 

% generate random number from normal distribution between 0 and 1 
        tev=-log(sev)*taw_2; 
        vev=vev+tev;    

% this is accumulative process to move to next point 
        countdup=countdup+1;  
% keep tracking of transition number when it goes to upper state 
        Current_Num_sampev=ceil(vev*Fs); 
% this is the number of events in each Poisson process 
        New_curent_number_sampleev=Current_Num_sampev-Sev; 
% subtract the current new sample from previous 
        

Array_Num_Sampev=State*ones(1,New_curent_number_sampleev); 
% this turns the generated sample into real RTS data 
% when it is multiplied with the state and save it  
        RTS=[RTS 1*Array_Num_Sampev]; 
% populating the RTS array 
        RMag_RTS=[RMag_RTS 1*Array_Num_Sampev*Ampli]; 
% multiplying the populated RTS array with real magnitude of RTS 
        Sev=Current_Num_sampev; 
% Setting Sev to the current sample number where it will be  

% subtracted latter from the new generated sample number                
        Time=(New_curent_number_sampleev)/Fs; 
% keep tracking time duration for each Poisson process. This is  

% important to evaluate the probability when it comes to complex  

% RTS. 
        rts12=[rts12 State*Array_Num_Sampev]; 
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        time=[time Time]; 
        c21=c21+1; 
    else % This is exactly similar to the previous explanations,  

         % except it generates sample data for level 0. 

   % At time zero all traps are considered empty. 
        State= State0; 
        sod=rand; 
        tod=-log(sod)*taw_1; 
        vod=vod+tod; 
        countdow=countdow+1; 
        Current_Num_sampod=ceil(vod*Fs); 
        New_curent_number_sampleod=Current_Num_sampod-Sod; 
        

Array_Num_Sampeod=State*ones(1,New_curent_number_sampleod); 
        RTS=[RTS State*Array_Num_Sampeod]; 
        RMag_RTS=[RMag_RTS State*Array_Num_Sampeod*Ampli]; 
        Sod=Current_Num_sampod; 
        Time=(New_curent_number_sampleod)/Fs; 
        rts11=[rts11 State*Array_Num_Sampeod]; 
        time=[time Time]; 
        c12=c12+1; 
    end 

     
    Time=0; 

    p12=taw_1/(taw_1+taw_2)*(1-exp(-(1/taw_1+1/taw_2)*Time)); 
    New_p12=[New_p12 p12];   
end 

  
New_RTS1{1}=RTS; 
RMag_RTS1{1}=RMag_RTS; 
Vod=0; 
Vev=0; 
RTS=[]; 
RMag_RTS=[]; 

  
for jj=1:length(New_RTS1) 
                        % Plot the RTS data in time domain 
       if output1==1 
        figure; 
        t1{jj}=[1:length(New_RTS1{jj})]/Fs; 
        plot(t1{jj},RMag_RTS1{jj}) 

         
        if Simulation_mode==1 
            title(['RTS due to ',tit,orderSet,'-

',num2str(Trapnumber),... 
                ', \itV_{GS}\rm= ',num2str(VGS),' V, T = 

',num2str(T),... 
                ' K',Direc]); 
        else 
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            title(['RTS due to ',tit,orderSet,'-

',num2str(Trapnumber),... 
                ', \itV_{DS}\rm= ',num2str(VGS),' V, T = 

',num2str(T),... 
                ' K',Direc]); 
        end 
        xlabel('Time(s)'); 
        ylabel('\DeltaV_{DS} (V)') 
        xlim('auto'); 
        ylim('auto');   
    else 
        disp('User requested not to display RTS in time domain') 
        t1{jj}=[1:length(New_RTS1{jj})]/Fs; 
    end 
end 
%================================================================ 
New_t=t1{jj}; 
vd=1; 
G=1/vd; % Normalized voltage 
t3 = New_t'; 
v = New_RTS1{jj}; 
New_v=RMag_RTS1{jj}; 
v3=v/(G*vd)'; 
New_RTS=v; 
New_RMag_RTS=New_v; 
i_MC=i_MC+1; 
end 

------------------------------------------------------ 
 function 

taw=getTawSeperated(Data,Array_average_time,FS,Number_Of_Bin,... 
    Transition,VGS,Trapnumber,output2,Temp,SetOrder,typeTrap,... 
    Simulation_mode,Direction) 

  
if Direction ==1 
    Direc=', FM'; 
elseif Direction ==2 
    Direc=', RM'; 
end 

  
if typeTrap==1% to set the graph title for either single acceptor  

  % or single donor 
    tit='SA';    

elseif typeTrap==2 
    tit='SD'; 
elseif typeTrap==3 
    tit='AA'; 
end 

  
if SetOrder==1 
    orderSet='_{First Set}'; 
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elseif SetOrder==2 
    orderSet='_{Second Set}'; 
end 
  % This will return the histogram of the Poisson events that 
  % were generated from each level.     
[hh,xout]=hist(Array_average_time,Number_Of_Bin);  
numer_0f_bins=xout';  % Total bins 
freq_Magnitude=hh'; 

  
for i=20:5:200 
 % This will return total bins were generated and its frequency 
    [HH,Xout]=hist(Array_average_time,i);  
    Num_Bin=Xout';  % Total bins 
    Freq_Mag=HH'; 
    for j=1:length(Num_Bin) 
        Mul_Taw_With_frequen(j,1)=Num_Bin(j,1)*Freq_Mag(j,1); 
        j=j+1; 
    end 
    t1=[1:length(Data)]/FS; 
    Delta_T=t1(1,2)-t1(1,1); 
    T=Delta_T; 
    T=[T,(sum(Mul_Taw_With_frequen))/(sum(Freq_Mag))]; 

     
end 

  
if output2==2 

     
% Output the histogram for each level with the proper title and 
% simulated trap number 
    figure; 
    hist(Array_average_time,Number_Of_Bin); 
    showfit exp; 
    if Simulation_mode==1 
        title(['Histogram of a Poisson set of frequencies: ',... 
            int2str(Transition),', ',tit,orderSet,'-',... 
            num2str(Trapnumber),',  \itV_{GS}\rm = 

',num2str(VGS),' V',... 
            ', \itT\rm=',num2str(Temp),' K',Direc]); 

         
    else 
        title(['Histogram of a Poisson set of frequencies: ',... 
            int2str(Transition),', ',tit,orderSet,'-',... 
            num2str(Trapnumber),',  \itV_{DS}\rm = 

',num2str(VGS),' V',... 
            ', \itT\rm=',num2str(Temp),' K',Direc]); 
    end 

     
    xlabel('Time (s) '); 
    ylabel('Frequency '); 
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else 
    disp('User requested not to display hist graph Vs. time') 
end 

  
for i=1:length(freq_Magnitude) 
    

Multib_taw_with_frequen(i,1)=numer_0f_bins(i,1)*freq_Magnitude(i,

1); 
end 
taw=(sum(Multib_taw_with_frequen))/(sum(freq_Magnitude)); 
end 

------------------------------------------------------ 
function F = myfun(c,f) 
F = c(1)./(1+(f/c(2)).^2); 
end 

------------------------------------------------------ 
function 

Result_output=getPSD2Excel(inpVgs,T,Y,Comb_order,Trap_Num,... 
    Direction) 
vGS=inpVgs; 
Tempre=T; 
       % This function will transfer PSD data into MS Excel files 
if Direction ==1 
    Direc='FM'; 
elseif Direction ==2 
    Direc='RM'; 
end 

  
if Comb_order==1 
    Trap_type='First_SA'; 
elseif Comb_order==2 
    Trap_type='Second_SA'; 
elseif Comb_order==3 
    Trap_type='First_SD'; 
elseif Comb_order==4 
    Trap_type='Second_SD'; 
elseif Comb_order==5 
    Trap_type='First_AA'; 
elseif Comb_order==6 
    Trap_type='Second_AA'; 
elseif Comb_order==7 
    Trap_type='Total_PSD'; 
end 

  
Trapnumb=num2str(Trap_Num); 
trapnumb=Trapnumb; 
VGS=num2str(vGS,'%0.1f'); 
Temp=num2str(Tempre,'%0.1f'); 
Excel = actxserver ('Excel.Application'); 
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CDIR=pwd; % This will return the current folder and the full path  

    % name of the used file  
File=fullfile(CDIR,'OutputPSD.xls'); 

% Assigning the full path name to File 
if ~exist(File,'file') 
    ExcelWorkbook = Excel.workbooks.Add; 
    ExcelWorkbook.SaveAs(File,1); 
    ExcelWorkbook.Close(false); 
end 
WB=invoke(Excel.Workbooks,'Open',File); 
filename=File; 

  
try 
    WB.Worksheets.Item('Sheet2').Delete 
catch 
    ; 
end 

  
try 
    WB.Worksheets.Item('Sheet3').Delete 
catch 
    ; 
end 

  
sheetname=sprintf('%s_%s_%s_T=%s_Vgs=%s',Direc,Trap_type,trapnumb

,Temp,VGS); 
% Print sheet name for each bias and temperature condition 
% as well as the simulation mode and simulated trap number 
Varibale_name={'F (Hz)' 'Sv (V^2/Hz)'}; 
xlswrite2007(filename,Varibale_name, sheetname); 
xlswrite2007(filename,Y,sheetname,'A2'); 
WS=Excel.sheets; 
SN=WS.count; 
WB.Worksheets.Item(SN).Range('A1:B1').Interior.ColorIndex = 6; 
WB.Worksheets.Item(SN).Range('A1:B1').ColumnWidth=15; 
WB.Worksheets.Item(SN).Range('A1:B10000').HorizontalAlignment = -

4108; 
Excel.ActiveWorkbook.Save; 
Excel.Quit 
end 

------------------------------------------------------ 

  
function 

Result_output=getPSD2Excel_VDSD(inpVgs,T,Y,Comb_order,Trap_Num,Di

rection) 
vGS=inpVgs; 
Tempre=T; 
if Direction ==1 
    Direc='FM'; 
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elseif Direction ==2 
    Direc='RM'; 
end 

  
if Comb_order==1 
    Trap_type='First_SA'; 
elseif Comb_order==2 
    Trap_type='Second_SA'; 
elseif Comb_order==3 
    Trap_type='First_SD'; 
elseif Comb_order==4 
    Trap_type='Second_SD'; 
elseif Comb_order==5 
    Trap_type='First_AA'; 
elseif Comb_order==6 
    Trap_type='Second_AA'; 
elseif Comb_order==7 
    Trap_type='Total_PSD'; 
end 

  
Trapnumb=num2str(Trap_Num); 
trapnumb=Trapnumb; 
VGS=num2str(vGS,'%0.1f'); 
Temp=num2str(Tempre,'%0.1f'); 

  
Excel = actxserver ('Excel.Application'); 
CDIR=pwd;   
File=fullfile(CDIR,'OutputPSD.xls'); 

  
if ~exist(File,'file') 
    ExcelWorkbook = Excel.workbooks.Add; 
    ExcelWorkbook.SaveAs(File,1); 
    ExcelWorkbook.Close(false); 
end 
WB=invoke(Excel.Workbooks,'Open',File); 

  
try 
    WB.Worksheets.Item('Sheet2').Delete 
catch 
    ; 
end 

  
try 
    WB.Worksheets.Item('Sheet3').Delete 
catch 
    ; 
end 

  
filename=File; 
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sheetname=sprintf('%s_%s_%s_T=%s_Vds=%s',Direc,Trap_type,trapnumb

,Temp,... 
    VGS); 
Varibale_name={'F (Hz)' 'Sv (V^2/Hz)'}; 
xlswrite2007(filename,Varibale_name, sheetname); 
xlswrite2007(filename,Y,sheetname,'A2'); 
WS=Excel.sheets; 
SN=WS.count; 
WB.Worksheets.Item(SN).Range('A1:B1').Interior.ColorIndex = 6; 
WB.Worksheets.Item(SN).Range('A1:B1').ColumnWidth=15; 
WB.Worksheets.Item(SN).Range('A1:B10000').HorizontalAlignment = -

4108; 
Excel.ActiveWorkbook.Save; 
Excel.Quit 
end 
----------------------------------------------------------------- 

  
function 

result=getRTSout2Excel(inpVgs,T,RMagRTS_T,Fs,Comb_order,... 
    Trap_Num,Direction) 
vGS=inpVgs; 
Tempre=T; 
     % Output the RTS data in time domain to MS Excel file 

  
if Direction ==1 
    Direc='FM'; 
elseif Direction ==2 
    Direc='RM'; 
end 

  
if Comb_order==1 
    Trap_type='First_SA'; 
elseif Comb_order==2 
    Trap_type='Second_SA'; 
elseif Comb_order==3 
    Trap_type='First_SD'; 
elseif Comb_order==4 
    Trap_type='Second_SD'; 
elseif Comb_order==5 
    Trap_type='First_AA'; 
elseif Comb_order==6 
    Trap_type='Second_AA'; 
elseif Comb_order==7 
    Trap_type='Total_PSD'; 
end 

  
Trapnumb=num2str(Trap_Num); 
trapnumb=Trapnumb; 
Excel = actxserver ('Excel.Application'); 
CDIR=pwd;  
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File=fullfile(CDIR,'OutputRTSData.xls'); 
if ~exist(File,'file') 
    ExcelWorkbook = Excel.workbooks.Add; 
    ExcelWorkbook.SaveAs(File,1); 
    ExcelWorkbook.Close(false); 
end 
WB=invoke(Excel.Workbooks,'Open',File); 
filename=File; 
try 
    WB.Worksheets.Item('Sheet2').Delete; 
catch 

     
end 
try 
    WB.Worksheets.Item('Sheet3').Delete; 
catch 

     
end 

   
for i=1:length(T) 
    for ii=1:length(inpVgs) 
        RTS_mat=(RMagRTS_T{i}{ii})'; 
        Time_mat=([1:length(RMagRTS_T{i}{ii})]/Fs{i}(ii))'; 
        HL=64000;% This will ensure the length of the data does  

     % not exceed 64000 pointes, since MS Excel 2007 
                 % has a limit for maximum rows 
        if length(RTS_mat)<HL 
            Y=[ Time_mat,RTS_mat]; 
        else  
            Y=[ Time_mat(1:HL), RTS_mat(1:HL)]; 
        end 
        VGS=num2str(vGS(ii),'%0.1f'); 
        Temp=num2str(Tempre(i),'%0.1f'); 
        

sheetname=sprintf('%s_%s_%s_T=%s_Vgs=%s',Direc,Trap_type,... 
            trapnumb,Temp,VGS);         
        Varibale_name={'Time (s)' 'Voltage (V)'}; 
        xlswrite2007(filename,Varibale_name, sheetname); 
        xlswrite2007(filename,Y,sheetname,'A2'); 
        WS=Excel.sheets; 
        SN=WS.count;   
        WB.Worksheets.Item(SN).Range('A1:B1').Interior.ColorIndex 

= 6; 
        WB.Worksheets.Item(SN).Range('A1:B1').ColumnWidth=15; 
      

WB.Worksheets.Item(SN).Range('A1:B1000').HorizontalAlignment = -

4108; 
    end 
end 
Excel.ActiveWorkbook.Save; 



179 
 

Excel.Quit 
end 
----------------------------------------------------------------- 
function [mypsd]=getPSDML2(RTS_data,FS,T,inpVgs,tit,SR_mat,... 
    Simulation_mode,Direction) 

  
if Direction ==1 
    Direc=', FM'; 
elseif Direction ==2 
    Direc=', RM'; 
end 

  
if tit==1 
    Tit='PSD due to SA'; 
elseif tit==2 
    Tit='PSD due to SA & SA'; 
elseif tit==3 
    Tit='PSD due to SA & AA'; 
elseif tit==4 
    Tit='PSD due to AA '; 
elseif tit==5 
    Tit='PSD due to AA & SA '; 
elseif tit==6 
    Tit='PSD due to AA & AA '; 
elseif tit==7 
    Tit='PSD due to SA & SD '; 
elseif tit==8 
    Tit='PSD due to AA & SD '; 
elseif tit==9 
    Tit='PSD due to SD & SA '; 
elseif tit==10 
    Tit='PSD due to SD & AA '; 
elseif tit==11 
    Tit='PSD due to SD & SD '; 
elseif tit==12 
    Tit='PSD based on the summation of the RTS'; 
elseif tit==13 
    Tit='PSD due to SD & SD'; 
end 
if Simulation_mode==1 
    Tit2=', \itV_{GS}\rm= '; 
elseif Simulation_mode==2 
    Tit2=', \itV_{DS}\rm= '; 
end 

  
f0_calary=[];f0_calary2=[]; 
for i=1:length(RTS_data) 

     
    for ii=1:length(RTS_data{i}) 

        w=floor(length(RTS_data{i}{ii})/20); 
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        [myPSD,f]=pwelch(RTS_data{i}{ii},hanning(w),w/3,w,FS); 

  
        newf=f(4:end); 
        newMypsd=myPSD(4:end); 
        Tot_PSD=newMypsd+SR_mat{i}(ii); 
        figure; 
        plot(f(4:end),(Tot_PSD)) 
        title([Tit,Tit2,num2str(inpVgs(ii)),'V',',  T=',... 
            num2str(T(i)),'K',', With Thermal Noise',Direc]) 
        xlabel('Frequency (Hz) '); 
        ylabel('S_{v}(V^2/Hz)'); 
        set(gca, 'xscale', 'log'); 
        set(gca, 'yscale', 'log'); 
    end 
end 
mypsd='Done'; 
end 

------------------------------------------------------ 
 function 

finalPlot=getFinalRTSPlot(RTS,T,inpVgs,tit,Simulation_mode,... 
    Direction) 
Fs=1E4; 
if Direction ==1 
    Direc=', FM'; 
elseif Direction ==2 
    Direc=', RM'; 
end 

  
if tit==1 
    Tit='RTS due to SA'; 
elseif tit==2 
    Tit='RTS due to SA & SA'; 
elseif tit==3 
    Tit='RTS due to SA & AA'; 
elseif tit==4 
    Tit='RTS due to AA '; 
elseif tit==5 
    Tit='RTS due to AA & SA '; 
elseif tit==6 
    Tit='RTS due to AA & AA '; 
elseif tit==7 
    Tit='RTS due to SA & SD '; 
elseif tit==8 
    Tit='RTS due to AA & SD '; 
elseif tit==9 
    Tit='RTS due to SD & SA '; 
elseif tit==10 
    Tit='RTS due to SD & AA '; 
elseif tit==11 
    Tit='RTS due to SD & SD '; 
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elseif tit==12 
    Tit='Resultant RTS due to SA '; 
elseif tit==13 
    Tit='Resultant RTS due to SD '; 
elseif tit==14 
    Tit='Resultant RTS due to AA '; 
end 

  
if Simulation_mode==1 
    Tit2=' at V_{GS}= '; 
elseif Simulation_mode==2 
    Tit2=' at V_{DS}= '; 
end 
for i=1:length(RTS) 

     
    for ii=1:length(RTS{i}) 
        figure; 
        t1=[1:length(RTS{i}{ii})]/Fs; 
        plot(t1,RTS{i}{ii}) 
        title([Tit,Tit2,num2str(inpVgs(ii)),'V',', \itT\rm=',... 
            num2str(T(i)),'K',Direc]); 
        xlabel('Time(s)'); 
        ylabel('\Delta\itV_{DS}\rm (V)'); 
        xlim('auto'); 
        ylim('auto'); 

         
        finalPlot='ploting RTS due to multiple active traps is 

completed'; 
    end 
end 
end 

------------------------------------------------------ 
function 

Neff=getDopping(y,Substrate_dopping,Nhalo,channel_length,... 
    Halo_length) 
Nch=Substrate_dopping; 
L=channel_length; 
Lhalo=Halo_length; 
pos=y/L; 

  
if pos<L-Lhalo && pos>Lhalo 
    Neff=Nch; 
elseif pos<=Lhalo 
    Neff=Nhalo; 
else 
    Neff=Nhalo; 
end 
end 
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