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ABSTRACT 

LOW DIMENSIONAL SEMICONDUCTING NANOSTRUCTURES: 

STABILITY, TRENDS AND PROMISES  

 

Prabath Wanaguru, Ph.D. 

The University of Texas at Arlington, 2016 

 

Supervising Professor: Qiming Zhang 

 Systematic studies of low dimensional semiconducting nanostructures 

have been performed. In particular, silicon-germanium (SiGe) armchair type 

nanotubes, and both zigzag and armchair type nanoribbons were used to represent 

the bottom-up approach while hematite nanoribbons were used to represent the 

top down approach. Four high symmetric nanostructure atomic arrangements 

were identified. All the SiGe nanotubes and SiGe nanoribbons show definite 

semiconducting character and the band gaps span over large range. Zigzag SiGe 

nanoribbons show direct band gap nature indicating potential applications in opto-

electronic devices. Standalone SiGe nanoribbons may roll into nanotubes 

depending on the atomic arrangement. Li adsorption on SiGe nanotubes indicated 
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that SiGe nanotubes have potential as anode material in Li-ion battery technology 

when the nanotube length is over 20 Å. Most stable site for Li adsorption is Si 

Top site and most preferred site is Ge Top. Intrinsic puckered surface nature 

screen the adsorbed Li from each other and hence, increase the charge density. 

Hydrogen atomic adsorption increases the band gap while oxygen breaks the 

nanotube-wall bonds and incorporates into nanotube lattice structure. 

Hematite nanoribbons based on two surfaces, (110) and (104) were 

studied. For each surface, depending on the termination direction, it can be 

identified two types. Both types based on (110) surface show definite 

semiconducting character. One type of (104) surface based nanoribbons show 

surface modification while the other type obtained built-in oxygen vacancy which 

acquired the spin dependent transport properties and hence, possible applications 

in spintronics area. 
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Chapter 1  

Introduction 

1.1  Overview of Current One-Dimensional Nanomaterials and Some of Their 

Applications 

Discovery of carbon nanotubes by S. Iijima [1], in 1991 has triggered 

many interesting research on one-dimensional (1D) nanostructures, such as 

nanotubes (NT), nanoribbons (NR), and nanowires (NW). Among those 1D 

nanostructures, carbon based nanostructures exhibit excellent electrical, thermal 

and mechanical properties, with applications spanning on vast area [2-11]. In fact, 

carbon nanotubes (CNTs) have been proposed as the emerging materials to 

provide solutions to the complications arising when decreasing the sizes of 

technology nodes in complementary metal-oxide-semiconductor (CMOS) 

technology [12,13].  

On the other hand, the transformation from macro scale to nano scale has 

introduced novel physical phenomena such as quantum size effects [14,15] and 

edge effects [16]. Furthermore, the size minimization has increased the surface to 

volume ratio [17] which increases the reactivity of these 1D nanostructure 

materials immensely [18-20]. Additionally, at nanometer scale, these 1D 

nanostructures known to modify their respective bulk electronic structure 
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properties such as band nature (i.e. flat or curve), band gap and the direct/indirect 

nature [20] drastically. Furthermore, these nanostructures provide a quasi-1D path 

for carriers which increase the mobility exponentially [18]. For example it is 

known that these carbon nanostructures, particularly the CNTs have very high 

carrier mobilities than the commercial grade silicon materials carrier mobility 

[21,22]. 

Despite having all those excellent properties, integration of carbon 

nanostructures into current, existing silicon microelectronic technology is a 

challenge. First, nanostructures are based on a different element compared to 

silicon microelectronic technology and second, the most popular 1D carbon 

nanostructure, the carbon nanotubes, exhibit either metallic or semiconductor 

behavior depending on the chirality and diameter [23]. Hence, in a given sample 

of CNTs, it may contain both metallic and semiconducting nanotubes. This limits 

the usage of CNTs in silicon microelectronic technology and creates an additional 

step, where it is necessary to separate these nanotubes into semiconducting and 

metallic categories before they could be used in their respective applications [24-

26]. Therefore, it is natural to look for nanostructures based on other elements 

which could exhibit characteristics similar to carbon-based nanostructures and 

integrate easily with the existing silicon microelectronic technology.  
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The obvious choice would be silicon-based nanostructures since the 

CMOS technology is driven by Silicon. Silicon has been the workhorse of the 

CMOS industry and widely considered as the most important element in the 20th 

century. However, silicon also has some drawbacks. It has an indirect band gap 

which makes it difficult to create efficient optoelectronic devices. Additionally, 

the carrier mobility is not that excellent, which limit the applications in high-

speed devices. Despite those drawbacks, silicon still thrived in CMOS technology 

due to many other reasons. It is abundant and can be purified to have very low 

background impurity concentration. Silicon has a high yielding percentage and 

excellent thermal properties [27,28] which help immensely in getting a defect free 

material and dissipating the generated heat from transistors, respectively. Its 

“diamond” crystallization is extremely stable, and the excellent mechanical 

properties are very helpful in the fabrication process [27,28]. The most important 

feature is its ability to grow high-quality dielectric medium, SiO2, trivially [28].  

However, recent development of the CMOS technology which is decrease 

of node size creates issues in usage of silicon. For example as the technology 

node size decreases (moving onto nanometer scale) the physical thickness of 

different layers of CMOS are reduced [29]. Particularly the gate oxide (SiO2) has 

become thinner than the limit of electronic tunneling distance [29]. Hence, the 

gate leakage current becomes unavoidably high where it is necessary that the 

silicon’s most important advantage (trivial generation of SiO2) must be replaced 
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[29] with a high dielectric constant (k) material such that the gate leakage current 

is reduced. Therefore, it is clear that Si alone cannot progress towards the new 

CMOS technology. We need a material that is semiconducting, capable of 

creating nanostructures and high-k oxides. Such a material will be able to 

integrate into existing silicon microelectronic technology quite effectively and 

efficiently.  

On a different aspect, the CNTs have studied extensively as potential 

anode materials for Li-ion battery (LIB) technology [30-32]. CNTs exhibit better 

output than the current commercialize anode material graphite due to their high 

electronic conductivity and high thermal and mechanical stability [33]. Predicted 

theoretical maximum capacity and stoichiometry of CNTs are 1116 mAhg-1 and 

LiC2 and they are very high compared to 372 mAhg-1 and LiC6 values of graphite 

[33]. Carbon nanotube value of the theoretical maximum capacity is the highest 

capacity reported among the carbon-based materials. In determining such a high 

value, the intrinsic porosity and the quasi-1D nature associated with the CNT play 

higher role.  

There are two main areas of research involved in LIB anode material 

technology. One area of research is focused on enhancing the properties of 

carbon-based anode materials and the other area of research focused on finding an 

alternative material to carbon-based materials. It is highly important to study the 
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viability of other nanoscale materials than the carbon as anode materials since 

they may further enhance many properties of LIB. For example, LIB anode 

materials which increase specific capacities beyond the CNTs, and the materials 

with higher Li diffusion capabilities may lead the LIB technology applications 

beyond the portable devices [34].  

When considering the alternative materials for carbon-based anode 

materials, silicon (Si) and germanium (Ge) are two of the most promising 

materials. Particularly, the Si materials have the highest recorded gravimetric 

(4200 mAh g-1 with Li22Si5 stoichiometry) and volumetric (9786 mAh cm-3) 

densities among many LIB anode candidates [35-39]. On the other hand, Ge does 

not have Li adsorption densities as high as Si but still has higher Li adsorption 

density than CNT’s Li adsorption density [40,41]. Furthermore, Ge has an 

excellent intrinsic electrical conductivity which is in the order of ~104 times that 

of Si [34]. Considering Si is the second most abounded element on earth, and 

along with its high adsorption densities, it is clear that, either Si or its 

heterostructure material in nanoscale regime could be the ideal candidate for an 

enhanced LIB anode material.  

However, Si or Ge usage as LIB anode material is limited due to the huge 

volume changes (Si ~400% and Ge ~300%) which occur during the charging and 

discharging cycles [34]. This volume change leads the materials to their 
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breakdown point in terms of Li-ion reversibility. Hence, it is essential to use 

nanostructure forms of Si and Ge elements such that they may provide the 

necessary free volume to sustain the huge volume changes happening in charging 

and discharging cycles. 

Another interesting research area which uses 1D nanostructure is in solar 

energy conversions [42-45]. The integration of nanostructures into solar energy 

conversion is mainly driven by the excellent outcomes that the nanostructures 

have been shown in other research areas. Inherent properties of 1D nanostructures 

such as high surface to volume ratio could result in high light absorption, reduced 

charge recombination, improved carrier mobility, increased reaction rate etc. 

However, when it comes to photo-voltaic cell technology, the typical 1D 

nanostructure like CNTs display less success (~3% efficiency) than crystalline Si 

(~25% efficiency) [46]. Again, the reason for CNTs inefficiency is due to the fact 

that the given sample of CNTs having a mixture of different chirality nanotubes, 

where particular chirality absorb light only on a particular wavelength [47]. Quite 

interestingly, even though crystalline Si show high efficiency, when Si moves 

towards the thin film structures or reduced dimensionality, the photo-voltaic cell 

efficiency suffers and record a value of ~10.5% [46]. On the other hand, 

heteronuclear structure thin films, for example GaAs thin films thrived and 

recorded an efficiency of ~28% while multi-junction photo-voltaic cells of 

GaInP/GaAs and GaInAsP/GaInAs recorded an efficiency of ~46% [46]. In terms 
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of the other solar energy conversion materials, another potential material is 

hematite (α-Fe2O3).  Hematite has a highly favorable light absorption band gap of 

~2.0 eV, and it is earth abundant, non-toxic and cost effective. However, due to 

spatially localized Fe 3d orbitals, hematite demonstrates very poor carrier 

mobility and hinders its usage as a potential solar energy conversion material. 

However, with the inherent properties of 1D nanostructures and the general 

positive properties of hematite can be consider as potential solar energy 

conversions material. 

 

1.2 Nanostructure Generation: Bottom-Up versus Top-Down Approaches 

Designing and synthesizing of nanometer scale materials can be 

categorized into two different approaches: the bottom-up approach and the top-

down approach. The bottom-up approach is employed when building a 

nanostructure from the scratch. The method, first start with a concentration of 

atoms, ions or molecules (building blocks) and then the growth of the 

nanostructure is proceed with continues supply of “building blocks” until the 

desired formation and size is realized. This is more suitable for the situations 

where the bulk structure of the desired material is not available or too expensive 

and/or in need of material with specific properties. On the other hand, the top-

down approach is more suitable when the bulk material is available and/or less 
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expensive. The Method starts with a bulk structure and then removes materials 

until the desired nanostructure formation or the size are generated. For removing 

materials and molding the nanostructures, one has to employ dry/wet etching 

techniques and annealing techniques respectively. It is worth to mention that the 

material waste is high on this approach and for decades the method of top-down is 

used simply because of its capability of providing high quality structures and 

yield. However, the recent scale down of device sizes or the increase of device 

density is affected by this approach. For instance technology nodes have problems 

in achieving required resolutions below 100 nm. 

 

1.3 Motivation 

Considering the current standings of nanostructures and the future 

demands of different technologies, it is safe to assume that smart nanostructure 

materials are essential. The essence of nanostructures can be captured with the 

bottom-up approach and with that the freedom to generate tailored nanostructures 

with desired properties is much higher. In order to generate desired smart 

nanostructures, alloying of two different elements which complement and 

enhance each other’s properties is a must. Considering this purpose, we have 

looked into SiGe nanostructure materials and specifically, the design of SiGe 

nanotubes and nanoribbons. In addition, we have studied the stability of SiGe 
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nanotubes by allowing the SiGe to interact with common atmospheric impurities 

such as hydrogen and oxygen. Furthermore, we studied the viability of SiGe 

nanotubes as LIB anode materials.  

Considering the top-down approach in nanometer scale, it is necessary to 

identify a bulk material which has properties of earth-abundant, non-toxic, cost-

effective and the like. In this regard, we studied the hematite nanoribbons, and in 

particular to identify and understand its possibilities in solar energy conversion 

technologies.  

All our work has been performed using computational simulations 

employing the methods of density functional theory (DFT) and beyond DFT 

(discussed in Chapter 2). We identified the structure stabilities in terms of their 

binding energies, and their electronic nature in terms of highest occupied 

molecular orbital (HOMO)-lowest unoccupied molecular orbitals (LUMO) gap or 

band gap.  

This work contains study of SiGe nanotubes with cluster approach in 

Chapter 3, their interaction with lithium in Chapter 4, and their interaction with 

atmospheric impurities in Chapter 5. Then the focus shift on to another form of 

SiGe nanostructure which is fully hydrogenated SiGe nanoribbons where it is 

studied the ability of SiGe nanoribbons to remain as standalone structure without 

any substrate (Chapter 6). Then we present the study of hematite nanoribbons on 
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chapter 7 and finally the conclusions of this work in Chapter 8. All the SiGe based 

studies were performed using the GAUSSIAN 03/09 [48] suite of programs and 

the hematite work was performed using the Vienna Ab initio simulation package 

(VASP) [49,50]. 
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Chapter 2  

Theory 

2.1 Introduction 

Understanding of laws governing the chemical and physical properties of 

matter has been the central issue of scientists for centuries. In early 20th century, 

owing much to the analogy between gravitational interactions found in planetary 

systems and electrostatic interactions found in charge particle systems, the 

scientists came up with a model for atom. For example, if the atom consists with 

Z electrons with each have a charge of –e orbiting around the nucleus of charge 

Ze. However, according to the successful electromagnetic theory, the model of 

orbiting electrons around the nucleus would be fault due to orbiting charged 

particle should radiate energy and thus decelerating and eventually collapsing to 

nucleus. This reasoning contradicts very existence of the matter. Therefore, it is 

evident that there should be a different set of laws which governs the matter at 

atomic level, and hence the birth of Quantum Mechanics as known today.  

In general matter can be identified as a collection of interacting atoms. 

The system may in a gas phase such as molecules, clusters or may in a condensed 

phase such as solids. Whatever the phase system is in, at the fundamental level, it 

is all about set of atomic nuclei and electrons that interacting with each other 
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through electrostatic and columbic forces. This requires the solution to the many-

body Schrodinger or Dirac equation:  

Ψ=Ψ EĤ ,                                                       (2.1) 

where ),( xR 
Ψ=Ψ is the many body wave function, which contains all the 

information about the system and depends on 3N electronic spatial variables, N 

electronic spin variables, and 3P nuclear spatial variables. In addition, 

},,1;{ PIRR I 


==  and },,1;{ Nixx i 


== . Ĥ  is the Hamiltonian operator. 

The non-relativistic Hamiltonian is given by 
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(2.2) 

where the first term is the kinetic energy of the nuclei, the second term is the 

kinetic energy of the electrons, the third term is the nucleus-nucleus interaction, 

the fourth term is the electron-electron interaction, and the last term is the 

electron-nuclei interaction. In theory, all the properties of a system in question can 

be derived by solving equation 2.1 with the Hamiltonian in equation 2.2. In 

practical this can be achieved only for hydrogen atom or hydrogen atom like 

systems which contains only two particles.  

In general, the term in equation 2.2 that becomes the most 

difficult/impossible to compute is the electron-electron interaction. It is due to the 

fact that the motion of individual electron cannot be found without simultaneously 
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considering all the other electrons in the system (correlation).  Hence, in solving 

the equation 2.1, it is necessary to use controlled approximations. This leads to the 

1st approximation, Born-Oppenheimer approximation [51] in solving equation 2.1 

(Time-Independent Schrödinger Equation-TISE). It states that when considering 

the time scales associated with the motion of electrons and nuclei, electrons move 

much quicker where nuclei can be considered as stationary. By applying this 

approximation, system can be interpreted as electrons moving in a field of fixed 

nuclei and hence the Hamiltonian in equation will change as follows. 
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where the first term in equation 2.2 can be neglected since nuclei not moving. In 

addition, the third term becomes constant and can be taken out of the Hamiltonian 

operator 2.2 since an added constant to the operator only shift the eigenvalue and 

does not change the eigenfunctions of the operator. Furthermore the equation 2.3 

shall be written in atomic units in following manner.    
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2.2 Hartree and Hartree-Fock approximations 

It has been an important goal of physics to solve this many particle 

problem. In the Hartree approximation [52], the many-electron wave function is 

constructed from the product of single particle functions, 

 ),...,,( 21 Nxxx 
Ψ = )()...()( 2211 NN xxx 

ΨΨΨ ,                      (2.5) 

where each of the functions )( ii xΨ  satisfies a one-electron Schrödinger equation, 

with an additional potential term, which arises from the average field of the other 

electrons. The Schrödinger equation for a single electron can be written as 

 
)()()(

2
1 2 rrrV iiiii


Ψ=Ψ



 ++∇− eϕ ,                             (2.6) 

where the Coulomb potential iϕ is given by Poisson’s equation 

 
∑

≠=

Ψ=∇
N

jij
ji

,1

22 4πϕ ,                                          (2.7) 

and )( irV 
 is the potential due to the nuclei. In equation 2.6 the argument becomes 

ir
  from ix  since in Hartree approximation, the spin is considered in ad hoc 

manner and only the coordinate of an electron is there. The foregoing ad hoc 

manner of spin treatment and the wave function not being anti-symmetric are the 

major problems with this approximation. However, the Hartree product wave 

function can be replaced by a single determinant function (Slater determinant), 

which leads to the Hartree-Fock approximation [52,53], may be simple solution to 
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the required anti-symmetry nature of the wave function. The inclusion of Fermi 

statistics, which introduces an additional, nonlocal exchange term in the 

Schrödinger equation, improves the total energy calculation, but the single 

particle picture, with the wave function described in terms of orbitals with 

particular spins and occupation numbers, is unchanged.  It is noted that a single 

Slater determinant wave function lead to a poor energy since the lowest-lying 

configuration is generally only one of very many with comparable energies.  It is 

further noted that a better approximation would result from taking a linear 

combination of Slater determinants [54]. This approach known as “configuration 

interaction” (CI) and it improves the correlation effects beyond Hartree-Fock 

approximation by including the many-particle wave functions.  In principle, CI 

provides an exact solution of the many-electron problems. However, in practice 

the explosive increase in the number of configurations with increasing electron 

number limits its application to only small systems with relatively few electrons 

and the complexity of the resulting solutions implies that a simple interpretation 

of the results is often difficult. 

 

2.3 Hohenberg-Kohn Theorems 

The earliest form of DFT was based on the Thomas-Fermi model [55,56]. 

However, its applications were limited due to the inaccurate representation of the 
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kinetic energy functional and exchange energy, and the exclusion of the electron 

correlation effects. Kinetic energy is calculated by assuming that the motions of 

the electrons are uncorrelated and the Thomas-Fermi model does not require the 

anti-symmetrized wave function with respect to permutation of any pair of 

electrons. The formulation of DFT as an exact ground state theory of many-body 

systems truly began with the work by Hohenberg and Kohn in 1964 [57].
 

 

 Hohenberg and Kohn built on the Thomas-Fermi model, using it in 

conjunction with their two theorems. The first Hohenberg-Kohn theorem uses the 

electron density )(rr  as the basic variable.  It states that the external potential 

)(rv is determined, within a trivial additive constant, by the electron density )(rr . 

 First consider the electron density )(rr for the non-degenerate ground 

state of an N-electron system.  Then the number of electrons is determined by the 

following equation: 

Ndrr =∫ )(r                                                     (2.8) 

If )(rr  also determines )(rv , it follows that )(rr determines the ground-

state wave function Ψ  and hence, all the other electronic properties of the system.  

Suppose that there are two different external potentials v and 'v  that give the 

same )(rr for their ground state.  Then there would be two Hamiltonians, H  and 

'H , whose ground-state densities were the same although the normalized wave 

functions Ψ and 'Ψ would be different.  Each of these Hamiltonians and its 
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corresponding wave function would satisfy time independent Schrodinger’s 

equation: 

 Ψ=Ψ EH ,                                                           (2.9) 

 '''' Ψ=Ψ EH ,                                                       (2.10)  

where E and 'E  are the ground-state energies for H and 'H respectively. 

Therefore, the expectation value of H in 'Ψ has to be greater than E  because it 

would be in a higher state: 

 
'|''|''||' Ψ−+Ψ=ΨΨ< HHHHE  

  '|'|''|'|' Ψ−Ψ+ΨΨ= HHH
                      

(2.11) 

  [ ]∫ −+= drrvrvrE )(')()(' r                      

Similarly, the expectation value of 'H in Ψ would be greater than 'E , 

 
Ψ−+Ψ=ΨΨ< |'||'|' HHHHE  

  
Ψ−Ψ+ΨΨ= |'||| HHH

                      
(2.12) 

 [ ]∫ −−= drrvrvrE )()(')(r             

Adding (2.11) and (2.12) leads to inequality 2.13: 

 EEEE +<+ ''                                               (2.13)       

This is a contradiction, so there cannot be two different external potentials that 

give the same ground-state densities. 
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 Hence the )(rr  determines N , v , and all properties of the ground state. 

The total ground state energy can be written as a functional of the electron 

density: 

 [ ] [ ] [ ] [ ]rrrr eene VVTE ++= ,                                 (2.14)          

where [ ]rT  is the kinetic energy, [ ]rneV is the nuclei-electron interaction energy 

and [ ]reeV  is the electron-electron Coulomb interaction energy. The nuclei-

electron interaction is considered as an external potential, and the external 

potential )(rv can be expressed as  

 
[ ] ∫= drrvrVne )()(rr ,                                       (2.15) 

Hohenberg and Kohn also grouped the other two energy terms into a single 

functional [ ]rHKF .  So the energy is written as   

 
[ ] [ ]∫ += rrr HKFdrrvrE )()( ,                                    (2.16) 

where 

 [ ] [ ] [ ]rrr eeHK VTF += ,                                           (2.17)  

 The second Hohenberg-Kohn theorem states that for a trial density, )(' rr , 

such that 0)(' ≥rr  and ∫ = Ndrr)('r , 

 [ ]'0 rEE ≤ ,                                                   (2.18) 
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where [ ]'rE  is the energy functional from equation (2.14).  This theorem gives the 

energy as an application of the variational principle, in which the ground-state 

electron density is considered to be the density that minimizes [ ]rE . 

 The proof of this second theorem begins by considering that there must be 

a ground state density function )(rr with a corresponding external potential, v , 

Hamiltonian, H , and wave function, Ψ .  This ground state density function is not 

known exactly, but a trial density function )(' rr  can be used as a starting point: 

 
[ ]')()(''||' rr∫ +=ΨΨ HKFdrrvrH ,                             (2.19) 

Furthermore, the energy associated with the trial function must be greater than the 

ground state energy: 

 [ ] [ ]rr EE ≥' ,                                                 (2.20) 

Assuming differentiability of [ ]rE , the variational principle requires that the 

ground-state density satisfies the stationary principle,  

 
[ ] 0)})(({ =−− ∫ NdrrE rµrd                                

(2.21) 

Using the constraint that  

 ∫ = Ndrr)(r                                              (2.22) 

and the Lagrange multiplierµ , gives the Euler-Lagrange equation
 

 )(
][
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r

F
rv HK

dr
rd

µ += ,
                                       

(2.23) 



 

20 

This equation is the basis of density functional theory. Unfortunately, (2.23) 

cannot be solved exactly because ][rHKF   is not explicitly known.  To proceed, 

some satisfactory approximation for this term must be utilized.  

2.4 Kohn-Sham Method 

The form of DFT used in this work follows from the theories of Kohn and 

Sham [58]. First, they rearrange the unknown universal functional ][rHKF . They 

assume that the kinetic energy term has a component that is independent of the 

electron-electron interaction ][rsT  and that the electron-electron potential term 

has a component that is described as a classical Coulomb potential ][rJ .  Then, 

the unknown universal functional can be written as  

 ][][][][ rrrr xcsHK EJTF ++= ,                                (2.24) 

where ][rsT  is the kinetic energy term generated from non-interacting electrons, 

][rJ  is the classical Coulomb potential and the third term is unknown exchange-

correlation energy term which may be define as follows.     

 [ ] ][][][][ rrrrr JVTTE eesxc −+−=                             (2.25) 

This exchange-correlation term includes all the terms that involve electron-

electron interaction. Rather than working strictly in terms of density functionals, 

Kohn and Sham write the ground state wave function as a combination of N  

orbitals ),( sriΨ  and the non-interacting many electron wave function as follows.  
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This makes the Sham kinetic energy term 
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Kohn and Sham keep the Coulomb potential term as a functional of density, 

though 

∫ −
= '

'
)'()(

2
1][ drdr

rr
rrJ rrr  ,                                 (2.28) 

Also, the density can be redefined in terms of the orbitals: 

 
( )∑∑ Ψ=

N

i s
i srr 2,)(r  ,                                     (2.29) 

The variational principle involves minimizing the energy expression.  This time it 

is minimized with the constraint that the orbitals are orthonormal 

 ijji dx d=ΨΨ∫ * ,                                             (2.30) 

and introducing ije  terms as the Lagrange multipliers. After applying the 

variational principle, Kohn and Sham found that for a single orbital 

 
iiieffv Ψ=Ψ
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1 ,                                   (2.31) 

where the background effective potential is  

 
∫ +
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and the exchange-correlation potential is 

 )(
][)(

r
Erv xc

xc dr
rd

=                                               (2.33) 

These three equations (2.31 – 2.33) and the definition of the density in terms of 

orbitals (2.29) are the four essential Kohn-Sham equations. 

 Figure 2.1 illustrates the method in which the Kohn-Sham equations can 

be applied to find the energy of a system.  The process begins with a trial density 

function, )(rinr .  This initial density is inserted into equations (2.32) and (2.33) to 

solve for effv .  Then the effective potential is inserted into equations (2.29) and 

(2.31) to find a new density function, )(routr . The process is subject to a 

convergence requirement re . If the difference between )(rinr  and )(routr  is less 

than this requirement, the density is used in equation (2.16) to find the ground 

state energy.  If the convergence criteria is not met, then )(routr becomes a new 

trial density and the loop starts again until the convergence criteria is satisfied. 
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Figure 2.1: Flowchart for DFT self-consistency calculations 
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 The Kohn-Sham scheme provides a simple but rigorous way to compute 

the electronic properties within density functional theory.  In principle, the Kohn-

Sham equations will yield exact ground state properties if an exact exchange 

correlation potential is given. However, the Kohn-Sham scheme does not provide 

methods to obtain the explicit exchange and correlation functionals and therefore, 

approximations have to be considered. 

 

2.5 Local Density Approximation 

This local density approximation was proposed by Kohn and Sham [58].  

They showed that it could be applied to the limiting case of a slowly varying 

density. 

 ∫= drrE xc
LDA
xc )()(][ rerr ,

                                    
(2.34) 

where )(re xc  is the exchange and correlation energy per particle of a uniform 

electron gas of density )(rr .  The functional derivative of ][rLDA
xcE   gives the 

local approximation to the Kohn-Sham exchange-correlation potential: 

 dr
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rv ===

                       
(2.35) 

Hence the Kohn-Sham equation becomes 
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The local exchange-correlation energy is simply the summation of exchange 

effect and the correlation effect.  

)()()( rerere cxxc += ,                                        (2.37) 

where )(re x  is the exchange energy per particle of a homogenous electron gas, 

and known exactly as follows 

  s
x r

r 4582.0)(3
4
3)( 3/1

3/1

−=





−= r
π

re ,                         (2.38) 

where the rs is the mean interelectronic distance expressed in atomic units. The 

)(re c  is the correlation energy per particle of a homogenous electron gas and 

many approximations for correlation are also available [59-62],  
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e ,                   (2.39) 

where for very dense electronic systems, A=0.0311, B=-0.048, C=0.002 and D=-

0.0116 for spin-unpolarized and A=0.01555, B=-0.0269, C=0.007 and D=-0.0048 

for spin-polarized case. Furthermore for low densities, γ=-0.1423, β1=1.0529 and 

β2=0.3334 for spin-unpolarized and γ=-0.0843, β1=1.3981 and β2=0.2611 for spin-

polarized cases. 

Furthermore the mean interelectronic distance is as follows: 
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=sr                                                     (2.40) 

The LDA functional is further extended to the spin dependent situations by 

replacing the scalar external potential )(rv  by a spin dependent potential )(rvαβ  

and replacing the density )(rr  by the density matrix )(rαβr [63-65]. The electron 

densities with spin projection up )(rαr  and down )(rβr  are treated separately. 

This so-called local spin density approximation (LSDA) improved LDA for 

atomic and molecular systems with unpaired spins. 

 LDA and its spin generalization LSDA allow one to use the knowledge of 

the uniform electron gas to predict properties of the in homogenous electron gases 

occurring in atoms, molecules and solids. LSDA usually has moderate accuracy 

for most systems of interest, making errors of order 5-10%.  Its most remarkable 

feature is its reliability, making the same kinds of errors on every system it’s 

applied to. The success of LDA and LSDA is due to the fact that the exchange-

correlation hole ),( 21 rrLDA
xcr  is spherically symmetric and it obeys the sum rule 

[64,66-68].  In other words, if an electron has been found at 1r  there is one less 

electron left to find elsewhere 

 ∫ −= 1),( 221 drrrLDA
xcr ,

                                       
(2.41) 

where the exchange-correlation hole ),( 21 rrLDA
xcr  is defined by 
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with ][rJ  being the classical Coulomb interaction.  This is true because for every 

1r ,  ),( 21 rrLDA
xcr  is the exact exchange-correlation hole of a homogenous electron 

gas with density )( 1rr .  Hence, the LDA and LSD describe the total charge of 

),( 21 rrLDA
xcr  correctly. 

 

2.6 Generalized Gradient Approximation 

 The LDA formula for xcE  is for systems with slow varying densities, and 

likewise for system with in-homogeneities, it is better to carry out an expansion of 

the density in terms of the gradient and higher order derivatives. Following 

expands the exchange-correlation functional in a Taylor series in gradients of the 

density and called gradient expansion approximation (GEA), 

 
......)()()(][ 3/2 +

∇
+= ∫∫ drCdrrE xcxc

GEA
xc r

rrrerr
             

(2.43) 

As seen on equation 2.43 the first term in the expansion is LDA. It is expected 

that this expansion to be give a better approximation for LDA and it did not 

provide better results over LDA. There are two reasons for this.  First, the GEA 

exchange-correlation hole improves the LDA hole only at short separations, but is 

poorly damped and oscillatory at large separations, and secondly GEA violates 
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the sum rule of the exchange-correlation hole. Accordingly, Perdew and others 

introduced the so-called generalized gradient approximation (GGA) such that the 

exchange correlation energy can be written as a functional of both the density and 

its gradient: 

 ∫ ∇= ))()((][ 3 rrrfdE GGA
xc rrr

                             
(2.44)   

The first modern GGA was that of Langreth and Mehl, who proposed the idea of 

truncating the gradient expansion for the exchange-correlation hole.  Considering 

the problems encountered by GGA, Perdew et al. [69,70] proposed several 

versions of GGA functional by introducing the real-space cutoff procedure on the 

hole, which restores the sum rule or the normalization and negativity conditions 

on the GGA hole and generates a short-ranged hole whose angular and system 

average was much closer to the true hole.  The Perdew-Wang 1991 (PW91) GGA 

functional [71] incorporates no free parameters and is entirely determined from 

uniform electron gas properties and extract constraints. The Perdew-Burke-

Ernzerhof functional [72] is a simplified and refined version of the PW91 

functional. Becke derived an exchange functional known as B88 [73,74] 

incorporating the known behavior of the exchange hole at large distances outside 

a finite system. Lee, Yang and Parr obtained the correlation energy as an explicit 

functional of the density and it’s gradient and Laplacian, now generally known as 

the “LYP” functional [75]. 
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 These GGA functionals systematically improve the LDA and, in some 

calculations, approach the accuracy of CI methods, at much less computational 

cost. 

 

2.7 Hybrid Density Functional Method 

 Considering the local or semi local nature of LDA and GGA, Becke 

proposed the so-called Hybrid Density Functional method which incorporates the 

exact treatment of exchange by Hartree-Fock theory with DFT approximations for 

dynamical correlation. This idea was motivated by re-examination of the adiabatic 

connection, 

 
∑++=

i
iee rvVTH )(λλ λ ,

                                     
(2.45) 

where λ is an inter-electronic coupling-strength parameter that “switches on” the 

12

1
r Coulomb repulsion between electrons. 0=λ  corresponds to the non-

interacting Kohn-Sham reference system, while 1=λ corresponds to the fully 

interacting real system, with )(rr being fixed as the exact ground state density of 

λH .  The ][rxcE can be written as  

 
][][

1

0

rλr λ
xcxc UdE ∫= ,

                                           
(2.46) 

where 
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][||][ rr λλλ JVU neenxc −ΨΨ=                                   (2.47) 

The obvious first approximation for the λ dependence of the integrated in 

equation (2.46) is a linear interpolation, resulting in the Becke’s half-and-half 

functional: 

 
( )10&

2
1][ xcxc

hh
xc UUE +=r ,

                                       
(2.48) 

where o
xcU is the exact exchange energy of the KS determinant and 1

xcU is the 

potential energy contribution to the exchange-correlation energy of the fully 

interacting system.  This half and half functional has the merit of having a finite 

slope as 0→λ , and it becomes exact if DFT
xcE 1, =λ  is exact and the system has high 

density.  However, it does not provide a good quality of the total energy and the 

uniform gas limit is not obtained.  Due to this Becke proposed the semi-empirical 

generalization of 3-parameter hybrid exchange-correlation functional 
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 ,            (2.49) 

where oa , xa and ca are semiempirical coefficients to be determined by an 

appropriate fit to experimental data.  exact
xE  is the exchange energy of the Slater 

determinant of the Kohn-Sham orbitals.  GGA
xED  is the gradient correction for the 

exchange, and GGA
cED  is the gradient correction for the correlation. Equation 
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(2.49) describes the Becke, three-parameter, Lee-Yang-Parr (B3LYP) that we 

used in many of our SiGe calculations. 

 

2.8 Strong correlations: LDA+U or GGA+U 

Third row transition metal oxides are characterized specifically for their 

well-localized d orbitals. These well-localized d orbitals lead to strong on-site 

correlations. For example, when an electron is occupying a state localized in a 

particular site, placing another electron at the same site cost an additional energy 

of U. This was first traversed by Hubbard at the level of an empirical Hamiltonian 

and much attention has been granted ever since. The Hubbard approach has been 

combined with DFT calculations by supplementing the LDA or GGA with a 

Hubbard U parameter for LDA+U or GGA+U (on site repulsion term)[76].      
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where fi are orbital occupancies and the model splits into two sub-bands. In 

addition the eigenvalues are given by 
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where the energy separation given by the Hubbard U parameter reproduces the 

behavior of Mott-Hubbard insulators and the strong correlation induces the band 

gap opening. 

For the work done on SiGe nanostructures, as mentioned earlier, we have 

mainly used B3LYP hybrid functional as implemented in GAUSSIAN suite of 

programs for the clusters. It is well known that B3LYP functional is excellent in 

predicting semiconductor structures, specifically the band gaps. However, it is 

also known to deviate in extended systems. Hence when the periodic boundary 

conditions are applied for the structures, we have used HSE06 hybrid functional. 

Furthermore when we studied the hematite structures, which belong to transition 

metal oxide category, we have used the GGA+U approach implemented in VASP. 
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Chapter 3  

Single Walled Armchair SiGe Nanotubes 

3.1 Introduction 

Both silicon and germanium reside in column IV of the periodic table and 

are isoelectronic to carbon. Hence, progressively increasing research is currently 

being pursued in the area of nanotubular forms of these elements [77-88]. We 

have found that Si nanotubes are stable and semiconducting in nature irrespective 

of chirality. In addition, Ge nanotubes of both armchair and zigzag configurations, 

are also semiconducting [83,84].   

A more complicated atomic arrangement of Si and Ge in tubular forms; 

SiGe nanotubes (a hybrid structure) and one dimensional structure in the form of 

SiGe nanowires have also been the focus of scientific community very recently. 

Migas and Borisenko showed that SiGe and Si-Ge core-shell nanowires with the 

<001> orientation and a diameter of 1.5 nm display a competitive indirect-direct 

character of the gap [89]. To show the unique features of SiGe nanotubes, 

Schmidt and Eberl created these tubes using two different methods, called a 

‘general’ and a ‘specialized’ method [90]. From the ‘general’ method they were 

able to prepare nanotubes, which yielded an aspect ratio of 60 and by involving 

the ‘specialized’ method, they were able to prepare nanotubes of length 20µm 

with a diameter of 530nm. Molecular dynamics simulations done by Zang et al. 
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[91] demonstrated that a free standing Si nanofilms may bend into a nanotube 

with Ge as inner layer, opposite to the normal bending configuration defined by 

misfit strain. They also observed that such rolled-up nanotubes can accommodate 

a high level of strain, even beyond the magnitude of lattice mismatch. Recently, 

graphene-like structure from Si (silicene sheet) grown on top of closed packed 

silver surface Ag (111) has been discovered [92]. They claimed the synthesized 

silicene is highly ordered Si honey-comb structure with possible sp2-sp3 bonding. 

Following the same path, it should be possible to make Ge, SiGe honey-comb 

structures. Hence the rolling-up Si, Ge or SiGe honey-comb structures to build 

NTs should be possible experimentally. 

 

3.2 Computational method and construction of SiGe nanotubes 

Hybrid density functional theory incorporating Hartree-Fock (HF) 

exchange [52,53] with density functional theory (DFT) exchange-correlation has 

proved to be an efficient method for many systems. It has been reported that 

hybrid functionals can reproduce the band gaps of semiconductors and insulators 

quite well [93,94]. In this current work we have used hybrid density functional 

theory to study the electronic and geometric structure properties of SiGe 

nanotubes, represented by finite clusters with dangling bonds saturated by 

hydrogen atoms. Furthermore we have used the hybrid functional B3LYP [73,75], 
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and all electron 6-31G**//3-21G* [95] basis set as implemented in the 

GAUSSIAN 09 suite of software [48]. Because of severe demands on 

computational resources in an all-electron calculations for a large cluster, the 

geometries were first optimized with the 3-21G* basis set and then single-point 

energy runs have been performed with the 6-31G** set. We note here that, as is 

known, geometrical parameters are not highly sensitive to the choice of the basis 

set. The SiGe nanotubes have been represented by finite clusters with dangling 

bonds terminated by hydrogen atoms. All structures reported here are geometry as 

well as spin optimized with the density convergence criterion set at 10-6 a.u.    

 The starting geometries of these tubular structures have been obtained by 

simply rolling graphene like sheets of Si and Ge atoms placed at different nodes 

of the honeycomb lattice to form a tube. Among the vast family of nanotubes the 

two most simple and highly studied cases are armchair and zigzag; both are 

achiral nanotubular forms. In the (n,n) armchair tubes the two sides of each 

hexagons are perpendicular to the tubular axis, whereas in (n,0) zigzag, the two 

sides of each hexagons are parallel to the tube axis [2].  

  With distinct atomic arrangements, these nanotubular morphologies can be 

categorized in four “types”, namely types I, II, III and IV (refer Figure 3.1). In 

type I, alternating Si and Ge atoms have only Ge or Si atoms as nearest neighbors. 

In types II and III, the nearest neighbors surrounding each Si atom consists of two 

Ge atoms and another Si atom and vice-versa. The difference between type II and 
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type III SiGe nanotubes lies in the fact that in type II nanotubes, any layer (ring of 

atoms) perpendicular to the nanotube axis contains only one kind of atoms, either 

Si or Ge. But in type III, the same kind of layer will contain alternating Si and Ge 

atoms. First three types (I-III) of SiGe armchair NTs have been previously studied 

by Somil and Ray [96] using the same hybrid functional, B3LYP but with the Los 

Alamos pseduopotential basis set LANL2DZ. In this work, a new type IV SiGe 

NT is proposed to have the nearest neighbor surroundings exactly opposite to 

those of types II and III, namely that the nearest neighbors surrounding each Si 

atom consists of two Si atoms and one Ge atom and vice versa. In particular, this 

atomic arrangement in type IV tubes makes Si and Ge layers parallel to the tube 

axis (refer Figure 3.1).  

Finally, from the perspective of atomic bond types, type I has one kind of 

bonds present throughout the nanotube, namely Si-Ge bond, whereas types II, III 

and IV have, in addition, Ge-Ge, and Si-Si bonds. However, for a given size, type 

IV has the highest number of homo-nuclear bonds. This type IV configuration is 

only possible due to close range bond distances of Si-Si, Ge-Ge and Si-Ge which 

is about 2.30-2.40Å. For example type IV is not possible with SiC nanotubes, 

since strong C-C bond distance is around 1.34Å and Si-C around 1.84Å and Si-Si 

around 2.30Å. The large variation in bond distances can cause deformations and 

absence of tubular shapes.   
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Figure 3.1: Side views of SiGe(6,6) four types of nanotubes. H atoms in pink, Si 
atoms in blue and Ge atoms in green color. 
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The smallest SiGe conformation studied here is an armchair (3,3) tube, 

represented by a cluster Si30Ge30H12, and the largest is a (11,11) tube represented 

by the cluster Si110Ge110H44. We first calculated the binding energy per atom in 

the separated atom limit by using equation 3.1.  

Eb = [n (Esi + EGe) + m (EH) – ET]/ (2n + m),                     (3.1)  

where SiE is the ground state energy of the Si atom, GeE , HE , and ET are the 

corresponding total energies of the Ge atom, H atom, and of the nanotube, n is the 

number of Si (Ge) atoms and m is the number of H atoms in the tube. 

 

3.3 Results and discussion 

The binding energies calculated using equation 3.1 is shown in Table 3.1. 

In addition Figure 3.2 shows the plotted binding energies obtained for all four 

types of nanotubes. Comparing SiGe (3,3) through SiGe (11,11) of types I-IV 

nanotubes it is evident that the trend indicates saturation in the binding energy 

with an increase in tube diameter and this is the same trend reported by Somil and 

Ray [96]. However, in the present data, the tubes of all four types with lowest 

diameters show the highest binding energy. For example, the binding energy per 

atom of a (3,3) type I tube is 3.508 eV and 3.389 eV for a (11,11) tube. For the 

newly proposed type IV tube, the binding energy per atom for (3,3) and (11,11) 

are 3.495 eV and 3.411 eV, respectively. In the present calculations, SiGe (3,3) 
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tubes were found to have higher average bond energy compared to other tubes 

leading, in general, to higher binding energies. 

By arranging the atoms in a honey-comb structure, we imposed sp2 

hybridization on Si and Ge atoms. In order to find the hybridization of Si and Ge 

atoms after optimization, we performed a NBO (natural bond orbital) analysis 

[97] and bond angle analysis on these nanotube structures. In Table 3.2 and Table 

3.3 we report the angle-based hybridization analysis results of Si and Ge atoms on 

these nanotubes, respectively. Typical sp3, sp2 and p bond angles are ~109.5, 120 

and 90 degrees. However, when determining the angles of these bonds, we 

considered a range instead of one value to determine the hybridization. Therefore, 

angles within 99.75-114.75 degrees considered as sp3 hybridized and any angle 

below 99.75 degrees considered as p hybridized and any angle above 114.75 

degrees considered as sp2 hybridized atom. Si atoms in all types have gained the 

sp3 hybridization except type II (10,10) and (11,11) tubes.   
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Figure 3.2: Binding energy per atom with respect to number of atoms in the tube. 
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Table 3.1: Binding energies per atom in eV of type I-IV for SiGe nanotubes 

System Stoichiometry 

Binding energies per atom (eV) 

Type-I Type-II 
Type-

III 
Type-IV 

SiGe(3,3) Si30 Ge30H12 3.508 3.509 3.469 3.495 

SiGe(4,4) Si40 Ge40H16 3.397 3.417 3.409 3.379 

SiGe(5,5) Si50 Ge50H20 3.392 3.417 3.411 3.402 

SiGe(6,6) Si60 Ge60H24 3.390 3.316 3.411 3.400 

SiGe(7,7) Si70 Ge70H28 3.390 3.318 3.411 3.407 

SiGe(8,8) Si80 Ge80H32 3.389 3.319 3.412 3.407 

SiGe(9,9) Si90 Ge90H36 3.389 3.320 3.395 3.409 

SiGe(10,10) Si100 Ge100H40 3.389 3.325 3.394 3.410 

SiGe(11,11) Si110 Ge110H44 3.389 3.325 3.398 3.411 

Avg. binding energy/atom 3.404 3.363 3.412 3.413 
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In addition at high curvature nanotubes (SiGe (3,3), (4,4) and (5,5)) in all 

four types Si atoms makes p hybridizations. We also note that several Ge atoms in 

type IV tubes, higher diameter type III tubes, type II (3,3), and type III (3,3) tubes 

bond through p orbitals. In general, Ge atoms in all four types make sp3 

hybridized atoms and number of p orbital bonded Ge atoms is higher than the Si 

atoms.  From the NBO orbital analysis it is realized that these orbitals have 

approximately 10% s character and 90% p character. Also they have lone pairs 

made of about 80% s character and 20% p character. This is a rather new 

observation in the area of nanotubes indicating that these Si and Ge atoms go 

through the dehybridization process, consistent with some previous observations 

for other systems [98,99] Probability in making sigma p orbital bonding is high in 

type IV tubes since number of Ge-Ge bonds are high compared to other types. 

Since type I only have Si-Ge bonds and probability for p orbital sigma bonds is 

very law at higher diameter nanotubes. Figure 3.3 shows the NBOView [100] 

plots generated from these tubes. 3D rendered contours clearly show that the 90% 

p orbitals make sigma bonds leading to higher bond strengths. 
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Table 3.2: Hybridization of Si atoms in all four types of SiGe nanotubes. 
Hybridization is presented as a percentage of total hybridization. 

System – 

number of total Si 

atoms in the 

system 

Type-I Type-II Type-III Type-IV 

sp2 sp3 p sp2 sp3 p sp2 sp3 p sp2 sp3 p 

SiGe (3,3) - 30 30 61 9 41 33 26 27 67 7 27 63 10 

SiGe (4,4) - 40 5 60 35 28 50 22 30 48 22 55 28 17 

SiGe (5,5) - 50 0 87 13 30 70 0 40 60 0 60 40 0 

SiGe (6,6) - 60 0 100 0 67 33 0 44 56 0 60 40 0 

SiGe (7,7) - 70 0 100 0 79 21 0 64 36 0 53 47 0 

SiGe (8,8) - 80 0 100 0 73 27 0 47 53 0 60 40 0 

SiGe (9,9) - 90 0 100 0 73 27 0 57 43 0 69 31 0 

SiGe (10,10) - 

100 
0 100 0 100 0 0 63 37 0 59 41 0 

SiGe (11,11) - 

110 
0 100 0 100 0 0 67 33 0 72 28 0 
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Table 3.3: Hybridization of Ge atoms in all four types of SiGe nanotubes. 
Hybridization is presented as a percentage of total hybridization. 

System – 

number of total 

Ge atoms in the 

system 

Type-I Type-II Type-III Type-IV 

sp2 sp3 p sp2 sp3 p sp2 sp3 p sp2 sp3 p 

SiGe (3,3) - 30 3 70 27 20 63 17 7 63 30 7 83 10 

SiGe (4,4) - 40 57 25 18 27 33 40 30 38 32 32 28 40 

SiGe (5,5) - 50 67 33 0 33 33 34 33 50 17 37 37 26 

SiGe (6,6) - 60 67 33 0 13 87 0 33 60 7 40 33 27 

SiGe (7,7) - 70 67 33 0 21 79 0 27 73 0 40 40 20 

SiGe (8,8) - 80 67 33 0 20 80 0 33 67 0 36 56 7 

SiGe (9,9) - 90 67 33 0 20 80 0 34 62 4 37 61 2 

SiGe (10,10) - 

100 
67 33 0 53 47 0 37 63 0 32 66 2 

SiGe (11,11) - 

110 
67 33 0 61 39 0 31 67 2 28 70 2 
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Figure 3.3: Upper three figures show the bonds made by a dehybridized Ge atom. 
All of them have over 90% p character. Si atoms are in dark gray color, Ge atoms 
in light gray color and H atoms in white color. Last two show p orbitals making pi 

bond and sigma bonds. 
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 We also studied the HOMO-LUMO gaps to identify the conducting 

nature of the tubes. From the plot of HOMO-LUMO gaps in Figure 3.4, we can 

see all these tubes are semiconducting in nature and in general as diameter 

increases (increase of number of atoms implies increase of tube diameter) 

HOMO-LUMO gap decreases and saturate. The HOMO-LUMO gap of type I 

tubes saturate at around 1.0 eV and type IV tubes indicate the lowest saturation 

gap of about 0.47 eV. This wide spread nature of HOMO-LUMO gaps indicate 

higher potential of the SiGe nanotubes in the field of band gap engineering. Also 

our results have the same trend reported by Somil and Ray [96]. However our 

results are lower in value and it is expected to have lower values since use of all 

electron basis set give rise to more core and valence orbital overlapping which 

result in small band gaps. In Tables 3.4 and 3.5, we report the diameters and 

radial buckling obtained for all four types of relaxed tubes. Diameters are of the 

same order of magnitude for particular chiral indices regardless of the type they 

are in. However only type IV indicates approximate convergence in radial 

buckling as tube diameter increases. 
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Figure 3.4: HOMO-LUMO gap variation with respect to number of atoms in the 
tube. 
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Table 3.4: Tube diameter in Å for type I-IV of SiGe armchair nanotubes. 

System Stoichiometry 

Tube diameter (Å) 

Type-I Type-II 
Type-

III 
Type-IV 

SiGe (3,3) Si30Ge30H12 6.192 6.044 6.088 5.975 

SiGe (4,4) Si40Ge40H16 11.742 11.662 11.650 10.361 

SiGe (5,5) Si50Ge50H20 12.648 12.556 12.550 12.529 

SiGe (6,6) Si60Ge60H24 13.598 13.324 13.499 12.875 

SiGe (7,7) Si70Ge70H28 14.615 14.406 14.977 14.992 

SiGe (8,8) Si80Ge80H32 17.221 16.692 17.105 17.133 

SiGe (9,9) Si90Ge90H36 19.379 19.471 18.795 19.304 

SiGe (10,10) Si100Ge100H40 21.539 21.278 21.346 21.308 

SiGe (11,11) Si110Ge110H44 23.699 23.550 23.291 23.390 
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Table 3.5: Radial buckling in Å for type I-IV for SiGe nanotubes. 

System Stoichiometry 

Radial buckling(Å) 

Type-I Type-II Type-III 
Type-

IV 

SiGe (3,3) Si30Ge30H12 0.608 0.376 0.914 0.619 

SiGe (4,4) Si40Ge40H16 0.326 0.030 0.075 1.091 

SiGe (5,5) Si50Ge50H20 0.336 0.036 0.043 0.163 

SiGe (6,6) Si60Ge60H24 0.337 0.322 0.030 0.168 

SiGe (7,7) Si70Ge70H28 0.341 0.356 0.204 0.146 

SiGe (8,8) Si80Ge80H32 0.666 0.783 0.097 0.107 

SiGe (9,9) Si90Ge90H36 0.660 0.384 0.080 0.095 

SiGe 

(10,10) 
Si100Ge100H40 0.656 0.337 0.178 0.082 

SiGe 

(11,11) 
Si110Ge110H44 0.652 0.270 0.191 0.064 
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In Figure 3.5, we have plotted the HOMOs and LUMOs of some of these 

nanotubes. It indicates for type I, localized nature in the electrons and for type IV, 

slightly delocalized nature. After relaxing the structures, average bond distances 

for Si-Si, Ge-Ge and Si-Ge are about 2.30Å, 2.37Å and 2.35Å respectively. These 

distances are large compared to CNTs or SiC nanotubes. Additionally the sp3 

hybridization state which atoms are in makes the electrons to be localized to their 

respective atoms unlike CNTs. Also using Gausssum-2.2.5 program [101], we 

plotted the density of states (DOS) and partial density of states (pDOS) for two 

sets of nanotubes (refer Figures 3.6-3.11). First set is SiGe (3,3) all four types and 

second set is SiGe (6,6) types I and IV. We chose these SiGe (3,3) nanotubes for 

the reason the reason of being highly puckered (another indication of atoms are 

changed of imposed sp2 to sp3 or p hybridization) and having equal number of 

hybridization on each category. On the other hand SiGe (6,6) types I and IV tubes 

were chosen to observe the contribution to HOMO-LUMO gap from different 

atom sections as diameter increases. Since when we increase the tube diameter 

type I, II and III behave similarly only one nanotube category was chosen. In 

every case we grouped the atoms into atoms from edges, H atoms and special 

bonding (sp3, sp2 or p). Also DOS are normalized into 1 atom where we can 

directly compare effects from a group. In all DOS plots, we note that the effect on 

HOMO and LUMO from H atoms is very low. This implies saturation of dangling 

bonds from H atoms will not change characteristics of the nanotubes. Also at 
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lower diameter edge effects are very low. In type I SiGe (3,3), sp3 hybridization 

atoms are also edge atoms and we can conclude that if Si or Ge atoms are in sp3 

hybridization states, their contributions to HOMO and LUMO are very low. 

However with increase of tube diameter, contributions of edge atoms effects are 

considerable at gap region. In all of these tubes p bonding atoms (if available) 

have high contribution to HOMO and LUMO. Identification of these atomic 

contributions to LUMO will be very helpful when using these tubes as storage 

materials. We can specifically target these high contributing atoms as the storing 

locations. We also plotted the Mulliken charge distributions and it is shown in 

Figure 3.13. Since electron negativity of Si is around 1.90 and for Ge is around 

2.01, we expect Ge to gain charge and Si to lost charge. This is what we observe 

in our plots where all the Ge atoms gain charge. 
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Figure 3.5: HOMO and LUMO plots of SiGe (6,6) type I and type IV. Top plots 
are SiGe (6,6) type I HOMO and LUMO. Bottom plots are SiGe (6,6) type IV 

HOMO and LUMO respectively. 
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Figure 3.6: DOS plots of SiGe (3,3) type I nanotube. EF is around -5.0eV. 
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Figure 3.7: DOS plots of SiGe (3,3) type II nanotube. EF is around -5.0eV. 
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Figure 3.8: DOS plots of SiGe (3,3) type III nanotube. EF is around -5.0eV. 
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Figure 3.9: DOS plots of SiGe (3,3) type IV nanotube. EF is around -5.0eV. 

  



 

57 

 

 

 

 

 

Figure 3.10: DOS plots of SiGe (6,6) type I nanotube. EF is around -5.0eV. 

  



 

58 

 

 

 

 

 

Figure 3.11: DOS plots of SiGe (6,6) type IV nanotube. EF is around -5.0eV. 
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Figure 3.12: Side view of SiGe (3,3) type I, II, III and IV tubes respectively. 
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Figure 3.13: Mulliken charge distributions for SiGe (6,6) nanotubes from type I, 
II, III and IV. 
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Chapter 4  

Interaction of a Single Li Atom with Single Walled SiGe (6,6) Nanotubes 

4.1 Introduction 

One of the interesting applications of nanotubes is its application in the 

area of rechargeable Li ion battery technology. The hollow interior of NTs creates 

a quasi-one-dimensional diffusion path for Li ions, and due to nanotube’s 

curvature, externally adsorbed Li ions have more screening with each other. 

These factors result in fast kinetics and high Li ion capacity, respectively. Carbon 

electrodes made out of graphite is the current commercialized anode material, and 

exhibit excellent properties such as flatter discharge curve, higher capacity of Li 

ions, and long term cyclic ability [102]. However, there are number of materials, 

which capable of producing higher Li ion capacity than the theoretical maximum 

capacity of graphite [103-106]. 

Among many nanotube materials, Si nanotubes with hexagonal lattice 

structure are very promising [107]. Compared to graphite, SiNTs have very high 

capacity. However, experimental evidence shows that during charging and 

discharging cycles, SiNTs exhibit a large volume change which may lead to a 

structural deformation. Nevertheless, Song et al. [107] showed, that the use of Si 

hemisphere terminated SiNTs can reduce the large volume change significantly. 
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Due to the high charge transfer rate of Si, the release rate of Li ions in a Si based 

material is higher than any C based anode materials. Therefore, the amount of 

power available with the Si based anode material is high. Furthermore, Song et al. 

[107] reported the use of SiGe double layered NTs, where inner layer made out of 

Si and outer layer made out of Ge can deliver better results when used as the 

anode material. The use of the Ge layer not only increased the electrical 

conductivity and Li ion diffusivity but also reduced the vast volume change 

associated with SiNT.  

As mentioned in Chapter 3, rolling of the SiGe hybrid nanosheets may use 

to create another form of SiGeNTs [90]. In the method developed by Schmidt and 

Eberl [90], the number of walls in a NT can be controlled precisely. These 

SiGeNTs are reported to have high thermal stability, high aspect ratios, precisely 

known wall thicknesses, and lengths. Due to different atomic arrangements, it is 

possible to have four different types of NTs. As discussed in Chapter 3, all four 

types were stable and semiconducting in nature. In this work, we present 

systematic studies done on the interactions between those SiGeNTs and a single 

Li atom. The purpose is to identify the SiGeNT ability to perform as anode 

material in Li ion batteries.   
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4.2 Results and discussion 

We have carried out this work with the same functional B3LYP [73,75] as 

implemented in the GAUSSIAN 09 [48]. Because of severe demands on 

computational resources in an all-electron calculations for a large cluster, the 

geometries were first optimized with the 3-21G* basis set followed by single-

point energy runs with the 6-311G** basis set [95]. We note here that, as is 

known, geometrical parameters are not highly sensitive to the choice of the basis 

set. All structures reported here are geometry as well as spin optimized with the 

energy convergence criterion set at 10-6 a.u.  

 The SiGe nanotubes for Li adsorption were created using the same method 

as discussed in Chapter 3 and before introducing the Li atom, the SiGe nanotube 

structures were fully optimized. From our study on SiGeNTs size (3,3) (cluster of 

Si30Ge30H12) through (11,11) (cluster of Si110Ge110H44) revealed that the binding 

energy per atom for all four types showed saturation from NT size (6,6) onwards 

(refer chapter 3, Figure 3.2). Additionally, we were able to identify, from the 

HOMO-LUMO gaps as shown in Figure 3.4, all those SiGe nanotubes are 

semiconducting in nature and in general, as diameter increases (increase of 

number of atoms implies increase of tube diameter) HOMO-LUMO gap tends to 

decrease with some oscillations. Considering all these factors and the associated 

computational costs of all-electron computations, we have selected NT size (6,6) 

in order to study the interaction of SiGeNTs with Li, The assumption here is that 
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this would accurately represent the entire range of SiGeNTs and their interactions 

with Li. Furthermore, by choosing a bigger NT size, for example (8,8) or (10,10), 

no additional chemically or physically information will be obtained.  

Figure 4.1 shows the input sites considered for Li atom to adsorb in all 

four types of nanotubes. Those Li atom positions were common for both internal 

and external adsorptions. For type I, there were five different adsorption sites, 

Hollow (where Li lies in the middle of a hexagonal ring), Si Top, Ge Top, Si-Ge 

Normal Bridge, and Si-Ge Zigzag Bridge sites. Bridge site orientations were 

determined with respect to tube axis (red lines in Figure 4.1).  For type II, we 

were able to identify 7 possible initial adsorption sites. Among those 7 sites, 3 

sites were already identified in type I (Si Top, Ge Top, Si-Ge Bridge). The new 

sites were on Si-rich Hollow, Ge-rich Hollow, on Si-Si Bridge and Ge-Ge Bridge. 

There were six adsorption sites in types III and IV: Hollow, Si Top, Ge Top, Si-

Ge Bridge, Si-Si Bridge, and Ge-Ge Bridge. Initial bond lengths from Li to the 

respective sites were set to be 2.7Å and this was determined following the 

experimental observations of Li-Si and Li-Ge bond lengths. 

After optimization, we found that the structures followed two trends: 

structures retaining the tubular form with small local deformations and structures 

not retaining the tubular form with large deformations. Since the non-tubular 

forms do not convey any significant chemical and physical information regarding 
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their usage towards the Li ion battery technology, we present results primarily for 

the first kind and at the end of this Chapter we will explain the reason for large 

deformations showed by some of the Li adsorbed SiGeNTs. 

One particular measurement that gives an idea of how strongly the Li atom 

binds to the system is the adsorption energy. In our calculations, the adsorption 

energy was calculated using the equation 4.1.  

Ea = (ENT  +  ELi) – ET,                                           (4.1) 

where ENT is the ground state energy of the SiGe (6,6) nanotube type x (x=I, II, 

III, or IV), and ELi is the ground state energy of the Li atom. ET is the ground state 

energy of the total system (nanotube + Li). According to equation 4.1, positive 

adsorption energy implies binding of the Li atom to the nanotube, and 

comparatively higher adsorption energy indicates preferential binding of one site 

over another site. 
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Figure 4.1: Local atomic arrangements of SiGe (6,6) four types of nanotubes with 
possible initial Li positions. Si atoms are in blue color, Ge atoms are in green 

color and the red lines indicate the direction of tube axis. 
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In Table 4.1, we present the results obtained for type I SiGe (6,6) NT and 

external Li atom interactions. We observed, regardless of the initial site, in type I 

SiGeNTs, Li always moves to an approximate Ge Top site. Since the final site 

was not precisely on a top site, we report the final position as “Quasi Ge Top”. 

We do note that the adsorption energies were slightly different from each other 

and this is expected since the quasi sites are not identical. All adsorption energies 

are positive, ranging in values from 1.607 eV to 1.639 eV. Since in Pauling scale, 

[108] the electronegativity of Ge is 2.05, that of Si is 1.90 and of Li is 0.96, when 

introduced, Li should donate its outermost electron to the SiGeNT and turn into a 

Li cation. In addition, both Si and Ge have the ability to attract the Li cation due 

to their high electronegativity. However, Ge should have higher probability to 

attract Li ion due to relatively high electronegativity compared to Si. Hence, Li-

ion moves to on Ge Top site.  
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Figure 4.2: Optimized structure of Li + SiGe (6,6) side and top view, (a) type I 
NT (b) type III NT (external adsorption) (c) type III NT (internal adsorption) (d) 
type IV NT. Red circle: area where local bond stretching. Li atom is in orange 

color. 
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In Figure 4.2a, we show the optimized structure with side and top views of 

type I SiGeNT (6,6) + Li (external) adsorption. Initial bond lengths of the NT 

were around 2.34 Å. However, after addition of the Li atom, the nearest neighbor 

bond lengths around Li stretched to 2.42 Å. Nevertheless, the next nearest 

neighbor bond lengths were around 2.34 Å. Hence the bond elongation was highly 

localized. In order to facilitate such a local bond stretching, tubes have undergone 

a local deformation while optimization. This is clearly visible in the top view of 

the structure in Figure 4.2a where the out of boundary Ge atom inside the red 

circle indicate the local deformation.  

Natural Bond Orbital (NBO) charge population analysis [97] showed that 

Li had lost almost one electronic charge for all cases where tubes retained the 

tubular shape (in type I adsorptions). Due to the tube’s curvature, externally 

adsorbed Li interacts within a small area of the NT, to be exact, the four nearest 

neighbor atoms. Thus, the charge transferred by the Li should concentrate in that 

area. This is visible in Figure 4.3a and Figure 4.4, where Li had altered the 

symmetric nature of charge population and forced to concentrate around the 

adsorption site.  
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Figure 4.3: NBO charge distribution of SiGe (6,6) + Li, (a) type I (b) type III 
(external adsorption) (c) type III (internal adsorption) (d) type IV adsorptions. Li 
atom is positively charged and affected Si and Ge atoms are negatively charged. 
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Figure 4.4: NBO charge distribution of (a) SiGe (6,6) and (b) SiGe (6,6) type I 
NT + Li. Charge distribution is localized to the vicinity of Li adsorption site. Li 
atom is positively charged and affected Si and Ge atoms gained negative charge. 

 

  



 

72 

Bond lengths of the nearest Si-Li and Ge-Li, happen to be in the range of 

2.65Å-2.67Å (tabulated in Table 4.1). These values agreed well with the 

experimental values reported for Si-Li and Ge-Li by [109]. For type I, HOMO-

LUMO gaps of the optimized structures were around 0.8 eV. Before Li 

adsorption, it was around 1.3 eV (on pristine SiGe (6,6) NTs). Figures 4.5a and 

4.5d shows the LUMO of type I SiGeNT and HOMO of type I SiGeNT + Li 

(external), respectively. From those figures, it is clear that the delocalized 

electrons become localized after adsorption of the Li atom. 

Li adsorption on external Hollow site of type I belongs to the second trend 

where the adsorption caused the tube to deform. In addition, internal adsorptions 

in type I SiGeNT also belong to this category. From our study, we are able to 

identify that in type I, total of 6 adsorptions (1-external and all 5 internal) resulted 

in deformed tubular structures. In type II, all 14 (7- external and 7- internal) 

adsorptions also resulted in severe tubular deformations. In type III, this happened 

in only one adsorption site (internal adsorption of Li on Si-Si Bridge). Finally in 

type IV, 9 sites (3- external and 6- internal) were severely deformed. In Figure 

4.6, we have shown some such severely deformed structures representing each 

type. Later in this Chapter, we discuss the possible reasons behind these severe 

deformations. 
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Figure 4.5: (a)-(c) LUMO of SiGe NT type I, type III and type IV. HOMO of 
SiGe NT + Li (d) type I, (e) type III external, (f) type III, internal and (g) type IV. 
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Table 4.1: External adsorption of single Li on type I SiGe (6,6) NT. 

Initial position 

Adsorption 

energy 

(eV) 

 

 

Band 

gap 

(eV) 

NBO 

Charge 

(lost by 

Li) 

|e| 

Bond length 

(From Li to 

closes Si and 

Ge) 

(Å) 

Final 

position 

Ge Top 1.637 

 

0.822 0.907 

Ge-Li 2.669 

Si-Li  2.654 

 

Quasi 

Ge Top  

Si Top 1.607 

 

0.854 0.904 

Ge-Li 2.662 

Si-Li  2.669 

 

Quasi 

Ge Top  

Normal Bridge 1.638 

 

0.835 0.905 

Ge-Li 2.669 

Si-Li  2.663 

 

Quasi 

Ge Top  

Zigzag Bridge 1.639 0.834 0.905 

Ge-Li 2.662 

Si-Li  2.669 

 

Quasi 

Ge Top  

Hollow   Deformed   
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Figure 4.6: Top view of deformed structures of Li + SiGe (6,6) NTs (a) type I 
internal (b) type II external (c) type III internal (d) type IV internal. 
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When considering Li adsorption on type III SiGe NTs, there were 12 

possible adsorption sites (counting both internal and external sites), and in 11 

sites, the tubular shape was maintained after optimization. Tables 4.2 and 4.3 

show the results obtained by the external and internal adsorptions of Li in type III 

SiGeNT of size (6,6), respectively. There is one major difference between the 

results of type I and type III external adsorptions. As in type I, type III final 

adsorption sites did not end in one site. Initial Hollow, Si-Si Bridge and Si Top 

adsorptions ended in Quasi Hollow, Quasi Si Top, and Quasi Si Top sites, 

respectively. In addition, any Li adsorption started with a higher density of Ge 

atoms in the vicinity of the adsorption site, adsorbed into a Quasi Ge Top site. 

These different finishing sites should be expected in type III, since initial 

adsorption sites of type III does not have equal numbers of Ge or Si atoms as in 

the case of type I. In some cases, Si dominates the nearest neighbor environment, 

and in some cases, Ge dominates the nearest neighbor environment. Therefore, in 

type III, the final site which Li atom moves in always depends on the initial 

placement site.  
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Table 4.2: External adsorption of single Li on type III SiGe (6,6) NT. 

Initial 
position 

Adsorption 
energy 

(eV) 

Band 

Gap 
(eV) 

NBO 
Charge (lost 

by Li) 

|e| 

Bond length 

(Å) 
Final 

position 

Hollow 1.453 0.685 0.698 
Ge-Li  2.586 

Si-Li   2.598 

Quasi 
Hollow 

Si–Si Bridge 1.625 0.918 0.684 
Ge-Li  2.652 

Si-Li  2.678 

Quasi Si 
Top 

Si–Ge Bridge 1.615 0.857 0.910 
Ge-Li  2.645 

Si-Li  2.650 

Quasi Ge 
Top 

Ge–Ge 
Bridge 1.615 0.857 0.910 

Ge-Li  2.645 

Si-Li  2.650 

Quasi Ge 
Top 

Si Top 1.632 0.930 0.683 
Ge-Li  2.652 

Si-Li  2.678 

Quasi Si 
Top 

Ge Top 1.615 0.857 0.910 
Ge-Li  2.645 

Si-Li  2.650 
Quasi Ge 

Top 
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Table 4.3: Internal adsorption of single Li on type III SiGe (6,6) NT. 

Initial 
position 

Adsorptio
n energy 

(eV) 

 
Band 
gap 
(eV) 

NBO 
Charge 
on Li 

|e| Bond length(Å) 
Final 

position 

Hollow 1.657 0.746 0.612 
Ge-Li2.780 

Si-Li  2.583 

Quasi 
Hollow 

Si–Si Bridge Deformed 

Si–Ge Bridge 1.610 0.775 0.655 Ge-Li 2.583 Si-
Li  2.795 

Quasi 
Hollow 

Ge–Ge 
Bridge 1.611 0.774 0.655 Ge-Li 2.583 Si-

Li  2.797 
Quasi 

Hollow 

Si Top 1.655 0.748 0.612 Ge-Li 2.780 Si-
Li  2.584 

Quasi 
Hollow 

Ge Top 1.606 0.775 0.655 Ge-Li 2.583 Si-
Li  2.795 

Quasi 
Hollow 
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From the external adsorption results of type III SiGeNTs, we conclude that 

the most probable site for Li to reside was Quasi Ge Top site with adsorption 

energy of 1.615 eV. However, adsorption energies for different sites indicated that 

the most stable site for external Li adsorption in type III was quasi on Si Top with 

adsorption energy of 1.632 eV. Unlike the external Hollow site of type I, type III 

Hollow site adsorption did not produce a deformation of the nanotube. However, 

the Hollow site was the least stable site out of possible external sites of type III, 

and the adsorption energy was 1.453 eV. Again, we observed the stretching of 

bond lengths between the nearest neighbor atoms of Li. Ge-Ge bond length had 

stretched from 2.39 Å to 2.51 Å, and Si-Ge bond length had stretched from 2.34 

Å to 2.39 Å and finally Si-Si bond length had stretched from 2.27 Å to 2.33 Å. 

Again, this stretching was not observed for the next nearest neighbor atoms, 

where bond lengths remained at the values of bare SiGeNTs. Figure 4.2b shows 

the external adsorption of Li on type III SiGeNT (6,6). According to Figures 4.2a 

and 4.2b, it is clear that the final structures are similar in type I and type III. 

However, the NBO population analysis predicted that charges on Li in type III 

(tabulated in Table 4.2) was not as steady as in type I external adsorption. 

Whenever Li adsorption ended in Quasi Ge Top site, NBO charge on Li was close 

to 1|e|. For all other sites, Li showed a NBO charge of around 0.6|e|. We believe 

that this is due to the influence of high electronegativity of Ge. When on top of 
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the Ge site, large amount of charge transfer occurred from Li to the NT to form a 

strong Li cation.   

Type III internal adsorptions are energetically more favorable compared to 

external adsorption. Unlike external adsorptions, internal adsorptions preferred to 

reside on the Hollow site. We believe that this is a consequence of NT curvature. 

In general, the atoms are in sp2 hybridization for all NTs with the hexagonal 

lattice structure. In the case of SiGeNTs, the situation was similar. Si and Ge 

atoms were in sp2 hybridization, and they have conjugated p orbitals 

perpendicular to tube surface. Due to curvature of the NTs, external parts of these 

p orbitals were apart, and internal parts of these p orbitals were close. Hence, the 

internal overlaps of these p orbitals were much stronger than external overlap 

(refer Figure 4.7). This quasi overlapping of p orbitals caused Si and Ge atoms to 

act as individual electrophile centers in externally. Therefore, in external 

adsorptions, we expected and observe that Li moved to on top of an atom center. 

Since internal overlapping was stronger, p orbitals created an electrophilic rings 

under the hexagonal rings. Hence, when introduced, Li observed the attraction 

equally in every direction and moved to a Hollow site to minimize the attraction 

from every direction.  

  



 

81 

 

 

 

 

 

Figure 4.7: Quasi overlapping of p orbitals. Because of the curvature of NT, 
externally the pi bonds are apart and internally the pi bonds are close. 
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In Table 4.4, we report the results obtained for type IV SiGeNT and 

external Li adsorptions. In type IV, the tubular structure was retained for only the 

adsorption sites with a higher number of Ge atoms in the vicinity of the 

adsorption site. In addition, we did not observe any bond stretching. Possible 

reason might have been the absence of the local deformation. It is also visible 

from the Figure 4.2d, where larger area was deformed compared to other types. In 

addition, adsorption energies were considerably lower in value compared to other 

types. The lower adsorption energies of type IV tube indicate the inability to 

adsorb Li atoms as in other types of SiGeNTs. HOMO-LUMO gaps of type IV 

structures do not show significant change as in other types. However, NBO 

population analysis showed that Li transferred part of its charge.   

  Based on the structures, which retained the tubular shape, we can identify 

several factors. In all pristine SiGeNTs, LUMOs were highly delocalized and 

Figures 4.5a-c shows this clearly. When Li adsorbed, those delocalized nature 

became localized. This is visible in the HOMO plots of SiGeNT + Li (refer Figure 

4.5d-g). We note that the localization was not pronounced in type IV compared to 

types I and III. In addition, the charge accumulation was higher in those effected 

regions of type I and III compared to type IV. The spread out nature of charge 

population in type IV SiGeNTs implies that for a given length, the number of Li 

atoms that can be adsorbed is lower than the numbers in types I and III.  
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 At the start of our calculation, we assumed that the B3LYP functional was 

well suited to model these semiconducting structures correctly. In order to 

understand whether there was any functional dependence to the severe 

deformations of some nanostructures, we carried out another calculation of SiGe 

type I (6,6) NT with internal adsorption of Li with the PBE0 functional [110]. 

However, the result was same, and the structure ended in a severely deformed 

form. Another assumption we made was to use size (6,6) NTs instead of a larger 

diameter tube. Therefore we checked the internal adsorption of Li atom on type I 

size (8,8) and (10,10) SiGeNTs, and those structures also ended in a severely 

deformed form as shown in Figure 4.8.  

All these observations confirmed that the deformations observed were not 

due to the size of the tube chosen to study or the functional used. In addition, we 

carried out another calculation on internal adsorption of SiGe hemisphere capped 

type I (6,6) NT. The purpose was to find whether the capping would remove the 

deformation as observed in SiNTs by Song et al. (2010). First, we capped the type 

I SiGeNT (6,6) with a SiGe hemisphere and optimized the structure. Later on, Li 

was added internally to the capped NT and re-optimized the structure. It turned 

out that the result was same and the structure was deformed (refer Figure 4.9).  
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Figure 4.8: (a) Side and top views of SiGe type I (8,8) NT + internal Li 
adsorption. (b) Side and top views of SiGe type I (10,10) NT + internal Li 

adsorption. 
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Figure 4.9: Top and side views of semi-capped SiGe type I (6,6) NT (a) before Li 
adsorption (b) after Li adsorption. 
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Considering all four types and their different initial adsorption sites, we 

have 48 input structures. From those 48 structures, only 18 were able to retain the 

tubular shape after Li adsorption. In type I, 60% of input geometries ended in 

severe deformation. In type II, deformation was 100% and in type III, it was less 

than 10%. In type IV, the deformation went up to 75%. These deformations were 

indeed a problem for the SiGeNTs to be used as anode material. It is vital to keep 

the tubular shape to ensure the prompt release of Li ions and fast kinetics 

associate with the anode materials. Hence understanding the reason behind these 

severe deformations was critical.  

 In literature, there are some reports of similar observations with Li 

adsorption on polyacenes [111]. Upon adsorption of one Li atom, polyacenes 

structure, which was under consideration had bended around the adsorbed Li 

atom. They had reported that the reason for bending might have been the Jahn-

Teller effect [112]. According to the Jahn-Teller effect, a nonlinear molecule 

cannot have both orbital electronic degeneracy and stability of the nuclear 

configuration simultaneously. Whenever orbital degeneracy occurs, it forces the 

nuclear configuration to rearrange (by reducing the symmetry to a lower level) in 

order to lift the orbital degeneracy. The distortion from orbitals degenerating 

deeper levels from the Fermi level are small. In addition, in their work, Szakacs et 

al. [113] predicted that ionized and excited CNT might have Jahn-Teller active 

orbitals and could cause distortions in tube shape. According to their study, CNTs 
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in neutral form or ground state do have degenerate orbitals near Fermi level. Since 

those orbitals in either fully filled or completely empty state, they were in Jahn-

Teller inactive mode. However, excitation or ionization of these tubes could lead 

electrons to fill those degenerate orbitals partially. In such a situation, those 

orbitals become Jahn-Teller active and eventually nuclear positions had 

rearranged to lift the orbital degeneracy. Transition from higher symmetry to 

lower symmetry results in deformed tubular shape. This is also true for the anions. 

Koga et al. [114] and Tanaka et al. [115], in their works on C60 and C60 anions, 

predicted that the LUMO of C60 had three-fold degeneracy. When C60 anions 

were made ((C60)-1- (C60)-5), LUMOs converted into partially filled states and 

ended up having Jahn-Teller active orbitals near the Fermi level. Therefore, the 

rearranged structure had distorted the bucky-ball shape into a squashed shape. In 

fact, they have found that due to Jahn-Teller effect, high symmetry Ih 

configuration distorted into low symmetry D5d, D3d or D2h structures.  

 The present works of SiGeNT + Li systems also have similar relation to 

work of C60 anions. SiGeNTs were in neutral and ground state form before the 

adsorption of the Li. The introduction of a Li atom into SiGeNTs made SiGe 

anionic NTs. If SiGe anionic NTs have Jahn-Teller active orbitals it could distort 

the tubular shape. Based on the success rate of different types keeping the tubular 

shape, we can deduce the order of LUMO degeneracy of bare SiGeNTs to be as 

follows;                   
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   type II > type IV > type I > type III, 

where type II has the highest degeneracy and type III, the lowest degeneracy.  

    Figure 4.10 shows the frontier orbitals (first five HOMOs and LUMOs) 

of SiGe (6,6) pristine NTs. In all four types, there exist at least one pair of 

degenerate HOMOs, and they were doubly occupied and fully filled with 

electrons. Therefore they were in Jahn-Teller inactive state. This explains our 

observations of not having any distortions in bare SiGeNTs. As expected, LUMO 

and LUMO+1 orbitals of type II were highly degenerate. In addition, LUMO+2 

and LUMO+3 orbitals of type II were degenerate (refer Figure 4.10b). In type I, 

degeneracy of LUMO and LUMO+1 orbitals were lower than type II, and their 

LUMO+2 and LUMO+3 orbitals were degenerate (refer Figure 4.10a). In type III, 

degeneracy occurred at LUMO+2 and LUMO+3 orbitals (refer Figure 4.10c) and 

not in LUMO and LUMO+1 orbitals. In type IV, even though the LUMO was not 

degenerate, LUMO+1 and LUMO+2 orbitals were highly degenerate. From the 

orbital energy diagram of pristine SiGeNTs (refer Figure 10), it is clear that type 

II shows the highest effective degeneracy, and type III shows the lowest effective 

degeneracy. Therefore, we expect to have highest and lowest number of distorted 

tubular structures from types II and III, respectively. This reasoning agrees well 

with our results. 
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Figure 4.10: Illustrative molecular orbitals near frontier orbitals (first five 
LUMOs and HOMOs), (a) type I (b) type II (c) type III (d) type IV. (Energies in 

hartree and not drawn according to scale). 
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 It is also worth checking the orbital energies of the structures that retain 

the tubular shape. In practical conditions, it is desirable to add more than one Li if 

these tubes are to be used as anode materials. Therefore, the default question is 

whether these tubes survive in high Li concentration. In Figure 4.11, we 

illustrated the frontier molecular orbitals of the structures representing each 

category that retained the tubular shape. From that figure, it is clear that orbital 

degeneracy has been lifted from the orbitals near the Fermi level. Therefore, we 

do not have any Jahn-Teller active orbitals, and hence there would be no further 

distortions. This implies that, these tubes can survive in high Li concentrations.       

In addition we performed Li interaction with much longer (~37 Å) SiGe 

nanotubes. With the increase of length, we found that the degenerating orbitals 

presented around Fermi level in earlier short pristine SiGeNTs have vanished. 

This degenerating orbital disappearance with the increment of tube length had 

also observed in CNTs by Szakacs et al.[113]. Hence as expected, adsorption of 

one Li did not change the tubular structure. However the adsorption energy has 

decreased by 0.02 eV with respect to the shorter length tubes. In addition longer 

tubes showed much reluctance towards the deformation. We can conclude that 

having SiGeNTs with longer lengths will be very successful in performing as Li 

ion anode material. 
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Figure 4.11: Illustrative molecular orbitals near frontier orbitals (first five 
LUMOs and HOMOs), (a) type I + external Li  (b) type III + external Li (c) type 

III + internal Li (d) type IV + external Li. (Energies in hartree). 

  



 

92 

Chapter 5  

Influence of H, H2, O and O2 on Armchair SiGe Nanotubes 

5.1 Introduction 

As mentioned earlier SiGeNTs have the characteristic puckered surface 

nature. In addition, it is also reported that SiGe NTs are semiconducting in nature 

irrespective of their chirality, and spread in wide range of band gap energies 

[116]. This is an added advantage in fundamental electronic devices as metal 

oxide semiconductor field effect transistors (MOSFETs) and field effect 

transistors (FETs) since no need for the selection of NTs based on their 

chirality[87,116,117]. However the stability of the NT in terms of geometry and 

the semiconducting nature might effect from most common impurities like 

oxygen (O) and hydrogen (H) [117-122]. O is highly reactive with Si and it 

benefits in creating MOSFET devices. Alternatively Ge oxides are undesired in 

MOSFETs owing to its poor electrical properties[29]. Also H is known to 

stabilize the surfaces of reactive materials[120-122]. In these SiGeNTs the 

coordination number of Si and Ge are 3, which is one less in their desired sp3 

coordination number of 4. Due to H attachment, the tube wall can be stabilized by 

raising the coordination number to 4. In addition H is known to increase the band 

gaps when the respective materials introduced to H rich environments by creating 

the hydrogenation[121,122]. However it is also reported that with controlled 
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exposure, O and H can be attached as point defects and O in particular could 

result in decreasing the band gaps even making SiNT metallic[119].       

SiGeNTs immerging as potential material for next generation 

nanodevices, it is highly important to identify the influence of most common 

impurities like H and O on SiGeNTs. In this work we report our results on 

interaction of SiGe and X (X= H, O, H2, O2). In this Chapter we will specifically 

focus on HOMO-LUMO gaps, the adsorption energies and trends, the changes 

and trends in geometric structures of SiGeNTs. 

 

5.2 Results and discussion 

In this work, we have used the hybrid functional, B3LYP [73,75], and the 

all electron 3-21G* basis set [95] as implemented in the GAUSSIAN 09 suite of 

programs [48]. All structures reported here are geometry as well as spin optimized 

with the energy convergence criterion set at 10-6 a.u. 

Since large diameter NT increases the computational demand significantly 

with an all-electron basis set, we have used the SiGe (6,6) NT (which contains 

total of 144 atoms with stoichiometry of Si60Ge60H24, where H atoms are used to 

terminate the NT) to mimic the SiGeNTs for the calculations reported in this 

work. In addition, as mentioned in Chapter 4 which is the study of interaction of 
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SiGeNTs with Li [123] yielded that there is a possibility for tube wall to be 

collapsed with a smaller length (~20Å). However with a longer length (~35Å and 

higher), wall collapsing is suppressed. Since computational cost to model a long 

SiGeNT is highly demanding, we decided to focus our adsorptions on shorter 

length (~20Å) and more prudent SiGeNT type (type III) [123]. It is note here that 

by focusing only on type III SiGe (6,6) NT [116], we will not lose any additional 

chemical or physical properties.     

The Ea adsorption energy for each system was computed using the following 

equations. For the atomic adsorption  

Ea = ESiGeNT  +  EX −  ESiGeNT + X,                (5.1) 

and if the molecule does not dissociate 

Ea = ESiGeNT + EX2 – ESiGeNT+X2,    (5.2) 

or, if the molecule dissociates   

Ea =  [ESiGeNT  +  2EX −  ESiGeNT + 2X] 2⁄ ,                  (5.3) 

where ESiGeNT is the ground state total energy of the pristine SiGeNT, Ex2 and EX 

are the ground state energies of the X(=H,O) molecule and atom, respectively. 

ESiGeNT+X2 and ESiGeNT + X are the ground state total energies of the clusters 

incorporating SiGeNT and the adsorbed molecule and atom, respectively. All 

nanotubes are hydrogen terminated at the ends to saturate the dangling bonds and 

to simulate the “infinite” nature of the nanotubes. 
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5.2.1 H atomic adsorption 

The adsorption of atomic H or O, initiates with different adsorption sites 

due to distinct Si and Ge atomic arrangement in type III SiGeNT. Figure 5.1b 

present those initial H and O placement sites. These adsorption sites are common 

to both external and internal adsorptions. Each site of “Ge top”, “Si top” and “Si-

Ge Bridge” has additional adsorption sites due to puckered nature of the tube 

wall. We present H external and internal adsorption results on Tables 5.1 and 5.2. 

One important observation is that after optimization, except for the external “Ge-

Ge Bridge” site, H has always moved to either “Si top” or “Ge top” site. In 

addition, the “Si top” site seems to be the most preferred and stable site since in 

either external or internal adsorption, the “Si top” energy is higher than “Ge top” 

adsorption energy (refer Table 5.1 and Table 5.2). Internally adsorbed H, which is 

at the inside “Si top” site, interact with more Si and Ge atoms compared to 

externally adsorbed H due to the curvature of nanotube, and hence the internal 

adsorption energies are higher compared to external adsorption energies. 
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Figure 5.1: (a) Type III, SiGe (6,6)NT side and top view. Si atoms in blue color, 
Ge atoms in green color, and H atoms in pink color respectively. (b) Initial 

placement positions for adatom. 
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Table 5.1: H atom external adsorptions. 

Position DSi-H or DGe-H  

(Å) 

Ea
c 

(eV) 

HOMO-LUMO 

gap (eV) Initial site Final sitea 

Ge top Ge top 1.57 1.89 0.81 

Ge top - 2nd Ge top 1.57 1.99 0.54 

Si top Si top 1.50 2.07 0.58 

Si top - 2nd Si top 1.49 2.29 0.81 

Si-Ge bridge Si top 1.50 2.07 0.58 

Si-Ge bridge - 

2nd 
Si top 1.49 2.29 0.81 

hollow Si top 1.49 2.29 0.81 

Si-Si bridge Si top 1.49 2.29 0.81 

Ge-Ge bridge 
Ge-Ge 

bridge 
1.66 1.29 0.82 

aFinal site is the H atom location after optimization. bDSi-H or DGe-H is the distance 
from H atom to attached Si or Ge atom. cEa is the adsorption energy. 
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Table 5.2: H atom internal adsorptions. 

Position 
DSi-H or DGe-H  

(Å) 

Ea
c 

(eV) 

HOMO-LUMO 

gap (eV) 

 
Initial site 

Final 

sitea 

Ge top Si top 1.50 2.28 0.63 

Ge top - 2nd Ge top 1.58 2.01 0.58 

Si top Si top 1.50 2.29 0.64 

Si top - 2nd Si top 1.50 2.16 0.75 

Si-Ge bridge Si top 1.50 2.28 0.63 

Si-Ge bridge - 

2nd 
Ge top 1.58 2.06 0.65 

hollow Ge top 1.58 2.01 0.58 

Si-Si bridge Si top 1.50 2.29 0.64 

Ge-Ge bridge Ge top 1.58 2.01 0.57 

aFinal site is the H atom location after optimization. bDSi-H or DGe-H is the distance 
from H atom to attached Si or Ge atom. cEa is the adsorption energy. 
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The pristine SiGeNT has sp2 or sp3 hybridization for the Si and Ge atoms. 

When in sp3 hybridization the Si and Ge atoms are under coordinated. We observe 

that when H introduced, the Si or Ge atom which H attached becomes fully 

coordinated. Furthermore the bond distances of Si-H and Ge-H are typical bond 

lengths reported in literature31. In addition the single adsorption which ended in 

“Ge-Ge bridge” site (refer Table 5.1) has the highest length from the tube wall 

with a relatively low adsorption energy compared to other sites. This indicates 

that the “Ge-Ge Bridge” site is less favored and less stable.   

In pristine SiGe (6,6) NT, the energy difference of HOMO energy and the 

LUMO energy is ~1.27 eV. After adsorption of H atom, the HOMO-LUMO 

energy gap of the system in general decreased and the values in the energy range 

of 0.54-0.82 eV (refer Tables 5.1 and 5.2). Since optimizations of SiGe (6,6) NT 

+ H atom revealed that H atom prefers to move onto “Si top” or “Ge top” sites, 

we plotted the density of states (DOS) only for those two sites (refer Figure 5.2). 

It indicates that the overall DOS remains similar to the pristine SiGeNT. However 

there is additional defect density appearing around the frontier orbital region and 

it is due to this defect that the HOMO-LUMO gap decrease.  
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Figure 5.2: DOS of the pristine SiGeNT and the internal and external adsorptions 
of H on Si top and Ge top sites. Vertical line is the reference line for HOMO 

energy of pristine SiGeNT. 
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It is interesting to know the change on DOS as the nanotube exposed to 

more H. Therefore we have carried out a calculation of SiGe (6,6) NT + 24 H 

system with all the H directly attached onto either “Ge top” site or “Si top” sites 

internally and externally. The 24 H is selected due to the fact that it is the number 

of H needed to saturate two middle layers of the SiGe (6,6) NT. The optimized 

structure for SiGe (6,6) NT + 24 H system is presented in Figure 5.3. By 

comparing the DOS plot of this SiGe (6,6) NT + 24 H system (in Figure 5.4) 

along with the DOS of pristine SiGe (6,6) NT one could clearly identify that the 

addition of large number of H cause the increases of HOMO-LUMO energy gap 

(in fact the value changed from 1.27 eV to 1.61 eV). Because of the adsorbed H 

atoms, Si or Ge atoms which they attached becomes fully coordinated sp3 

hybridized atoms. Those Si and Ge atoms create more localized orbitals which 

resulted in increasing the HOMO-LUMO energy gap. According to Mulliken 

population analysis (MPA) scheme, the charge transfer between the H atom and 

the SiGe (6,6) NT  is very low. Charges of the H atom vary between a loss of 

0.072 and a gain of 0.027, in units of electron charge (|e|). This indicates that Si 

and Ge making covalent nature bonds rather than ionic bonds with H atoms.  
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Figure 5.3: Side and top view of optimized SiGeNT + 24 H system. Atoms are in 
usual colors and only the middle layer is saturated with H in order to identify the 

effect of H rich interaction with SiGeNTs. 
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Figure 5.4: DOS of the pristine SiGeNT and SiGeNT + 24 H system. The vertical 
line is the reference line for HOMO energy of pristine SiGeNT. 
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5.2.2 O atomic adsorption 

Initial adsorption sites of O atom are same as H adsorption. However unlike 

H, O is much more electronegative compared to Si and Ge. Therefore, charge 

transfer happened from the NT to O atom.  Furthermore, O atom tend attack the 

tube wall and break the constitute bonds of SiGeNT. Therefore we observed that 

O can attach as an adatom making bonds with nearby Si and Ge atoms or 

incorporate into Si-Si, Si-Ge or Ge-Ge bonds making Si-O-Si, Si-O-Ge or Ge-O-

Ge bonds. We have listed the O attachments on the SiGeNT in Figure 5.5. For the 

clarity we only present the local area around the adsorption sites.        

In Tables 5.3 and 5.4, we present the O external and internal adsorption 

results. The main difference in O adsorption compared to H adsorption is that 

there is no “Ge top” or “Si top” site as final site. In addition the adsorption energy 

is much higher in O adsorptions than H adsorption. There is no adsorption energy 

increment when moving from external to internal sites. This is different from H 

adsorption where we observed the increase in adsorption energy moving from 

external to internal. The reason for this difference is that in H adsorption, the 

internal or external adsorption can be identified after adsorption. However in O 

adsorption, once the bond was broken and O atom incorporated into the tube wall, 

there was no geometrical trace of whether it was an internal or external 

adsorption. Hence the adsorption energy should not change in O adsorption when 

moving from external to internal.  
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Also we have noticed that the external adsorptions of O tend to incorporate 

into the NT wall by breaking the bonds while internal adsorptions tend to attached 

to both Si and Ge atoms in order to incorporate into wall. Also breaking the Si-Si 

bond and attaching into the wall is energetically more favored in both internal and 

external adsorptions. Unlike the H adsorption we notice large amount of charge 

transfer with O adsorption and O had gained a charge ~0.5|e| in general. Which 

indicate O attached by making ionic nature bonds.  

We note that O adsorption with “Broke Si-Si bond” have the highest 

charge transfer where it is a gain of ~0.6|e| which indicates even stronger ionic 

bond. This is also reflected in relatively higher adsorption energies recorded in 

“Broke Si-Si bond” O adsorptions (refer Tables 5.3 and 5.4). Strong charge 

transfer with Si is resulted in due to the fact that Si is less electronegative 

compared to Ge. Hence Si loses charge easily compared to Ge, when interacting 

with a high electronegative element like O. In addition, the “Broke Ge-Ge bond” 

is the least stable, which agrees well with the above mentioned reasoning where 

Ge makes relatively weak ionic bonds with O and hence resulted in lower 

adsorption energy. These observations are also agree well with the experimental 

results of forming strong SiO2 and forming weak GeO2 on SiGe thin films and 

bulk materials [29].  
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HOMO-LUMO energy gap did not decreased significantly as in H 

adsorptions which indicates O adsorptions does not generate any defect density 

state around Fermi energy region. In Figure 5.6 we present the DOS of O 

adsorptions. We observe that for O adsorptions there was no generation of any 

defect density as in H adsorptions. However, compared to pristine SiGeNT, very 

minimal HOMO-LUMO energy gap decrement can be observed on DOS (refer 

Figure 5.6).  
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Figure 5.5: Different O attachments in SiGeNT. (a) Attached into both Si and Ge 
(b) broke the Si-Si bond (c) skipped the middle atom (d) broke the Si-Ge bond (e) 

broke the Ge-Ge bond. Si and Ge atoms are in usual colors while O is in red 
color. 
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Table 5.3: O atom external adsorptions. 

Position 

Ea
b 

(eV) 

HOMO-

LUMO 

gap (eV) 

Mulliken 

charge 

gained by 

O atom |e| 

Initial site Final sitea 

Ge top Broke Ge-Ge bond 4.48 1.24 0.46 

Ge top - 2nd 
Attached to both Si 

and Ge 
5.52 1.22 0.46 

Si top Broke Si-Si bond 6.10 1.18 0.59 

Si top - 2nd 
Attached to both Si 

and Ge 
5.52 1.22 0.46 

Si-Ge bridge 
Attached to both Si 

and Ge 
5.50 1.25 0.50 

Si-Ge bridge - 2nd Broke Si-Ge bond 5.36 1.21 0.55 

Hollow Broke Si-Ge bond 5.36 1.21 0.55 

Si-Si bridge Broke Si-Si bond 6.10 1.18 0.59 

Ge-Ge bridge Broke Ge-Ge bond 4.48 1.24 0.46 

aFinal site is the O atom location after optimization. Ea
b is the adsorption energy 
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Table 5.4: O atom internal adsorptions. 

Position 
Ea

b 
(eV) 

HOMO-
LUMO 

gap (eV) 

Mulliken 
charge 

gained by O 
atom |e| 

Initial site Final sitea 

Ge top 
Attached to both Si and 

Ge 
4.97 1.16 0.45 

Ge top - 2nd 
Attached to both Si and 

Ge 
4.96 1.05 0.46 

Si top Broke Si-Si bond 6.10 1.18 0.59 

Si top - 2nd 
Attached to both Si and 

Ge 
4.58 1.18 0.45 

Si-Ge bridge 
Attached to both Si and 

Ge 
4.97 1.16 0.45 

Si-Ge bridge - 

2nd 
Broke Si-Ge bond 4.99 1.19 0.53 

hollow Broke Si-Ge bond 4.97 1.08 0.46 

Si-Si bridge Broke Si-Si bond 6.10 1.18 0.59 

Ge-Ge bridge 

Attached to both Si and 

Ge (skipped the middle 

atom) 

4.97 1.08 0.46 

aFinal site is the O atom location after optimization. bEa is the adsorption energy 
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Again we have performed a calculation with SiGeNT + 24 O, in order to 

understand the consequences of SiGeNT exposed into O rich environment. 

Similar to SiGeNT + 24 H system we brought in O internally and externally and 

let it fully optimized. In Figure 5.7 we present the final optimized structure. 

Structurally adding O expands the SiGe bond lengths and it is visible in side view 

of the system in Figure 5.7. However, the DOS of this system (refer Figure 5.8) 

shows that unlike adding H, adding the same number of O resulted in decrease of 

HOMO-LUMO energy gap from 1.27eV to 0.99eV. Furthermore, the average 

charge gain of O is ~0.52|e| which indicates attachment of O kept its originality 

which is the ionic bonding nature.  

The interesting question would be why HOMO-LUMO energy gap 

decreased with multiple O atom adsorptions. In their work, Adhikari et. al. 

[124,125] reported that the ionic character of a system, the curvature of the 

nanotube and the hybridization of constituent atoms of the NT plays a major role 

in determining the HOMO-LUMO energy gap of nanotubes. However, comparing 

the average charge gained by an O atom in the system of SiGeNT + 24 O system 

and atomic O adsorption cases have very similar  values (~0.5|e|). In addition, the 

O atoms being incorporated into the tube wall and not onto “top” sites made the 

hybridization of Si and Ge atoms unchanged. Therefore the HOMO-LUMO 

energy gap decrease is not due to ionic character of the system or the 

hybridization of the atoms. Nevertheless, due to incorporation of O into Si-Si, Si-
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Ge and Ge-Ge, these bonds elongated. Si-Si bonds stretched from average value 

of 2.30 Å to 3.27 Å, Si-Ge bonds stretched from average value of 2.35 Å to 3.06 

Å and Ge-Ge bonds stretched from average value of 2.4 Å to 3.12 Å. Therefore 

stretching of these bonds makes the SiGe (6,6) NT less curved, resulting in 

reduction of HOMO-LUMO energy gap. 
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Figure 5.6: DOS of the pristine SiGeNT and the external and internal adsorptions 
of O on SiGeNT. Vertical line is the reference line for HOMO energy of pristine 

SiGeNT. 
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Figure 5.7: Side and top view of optimized SiGeNT + 24 O system. Atoms are in 
usual colors and only the middle layer is saturated with O in order to negate the 

edge effects. 
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Figure 5.8: DOS of the pristine SiGeNT and SiGeNT + 24 O system. The vertical 
line is the reference line for HOMO energy of pristine SiGeNT. 
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5.2.3 H molecular adsorption 

Next we focused on the H molecular (H2) interaction on SiGeNTs. Due to 

geometric nature of H2, we can identify two separate orientations for the 

adsorption. H2 is being parallel to the tube axis and H2 is being perpendicular to 

the tube axis (two images on Figure 5.9 can be referred as such arrangement). 

Since the H atomic adsorption clearly indicated that the energetically favored 

adsorptions are onto “Si top” and “Ge top” sites, we only performed the H2 

molecule adsorption on “Si top” and “Ge top” sites. 

We present our results in Table 5.5. We noticed that after optimization, H2 

molecule always has the perpendicular to tube axis orientation (In Figure 5.9 we 

present such a geometry change). In addition we found that the H-H bond length 

of H2 molecules in all cases has the value of 0.75 Å which indicates that the H2 

molecules remain intact. Our initial distance from the closest H atom of the H2 

molecule to the SiGeNT tube wall has increased after optimization (initial value is 

1.5 Å) up to ~3.0 Å (exact values tabulated in Table 5.5). Adsorption energies are 

very small compared to H and O atomic adsorptions. HOMO-LUMO energy gaps 

indicated no change from pristine SiGe(6,6) NT value. DOS of this system is 

shown in Figure 5.10 for few selected cases and it is clear that the H2 molecular 

interactions with SiGeNT are very minimal. Adsorption type of H2 onto SiGeNT 

can be categorized as physisorption in nature due to very low adsorption energy 
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(~ 0.04 eV) along with no change in HOMO-LUMO gap and the distance from 

NT wall to H2 is ~3.0 Å. Further examination on H2 molecule revealed that the 

charge transfer is negligible (on the order of 10-3 in the units of electronic charge). 
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Figure 5.9: Top and side view of before and after optimization of SiGeNT + H2 
system. 
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Table 5.5: H2 molecule external and internal adsorptions. 

Orientation 

Position 

Ea
b 

(eV) 

HOMO-
LUMO 

gap (eV) 

DSi-H 
or 

DGe-

H
c 

(Å) 

DH-H
d  

(Å) Initial site Final sitea 

External H2 adsorption     

Parallel 

Ge top 
Perpendicular 

and close to Ge 
top 

0.04 1.27 3.02 0.75 

Si top 
Perpendicular 
and close to Si 

top 
0.02 1.27 3.14 0.75 

Perpendicular 

Ge top 
Perpendicular 

and close to Ge 
top 

0.03 1.27 3.06 0.75 

Si top 
Perpendicular 
and close to Si 

top 
0.02 1.27 3.18 0.75 

Internal H2 adsorption     

Parallel 
Ge top Perpendicular and 

close to Ge top 0.04 1.27 3.02 0.75 

Si top Perpendicular and 
close to Si top 0.02 1.27 3.14 0.75 

Perpendicular 
Ge top Perpendicular and 

close to Ge top 0.03 1.27 3.06 0.75 

Si top Perpendicular and 
close to Si top 0.02 1.27 3.18 0.75 

aFinal site is the H2 molecule location after optimization. bEa is the adsorption 
energy. cDSi-H or DGe-H is the distance from closes H atom of the H2 molecule to 

closes Si or Ge atom. dDH-H is the distance between H atoms. 
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Figure 5.10: DOS of the pristine SiGeNT and SiGeNT + H2 system. The vertical 
line is the reference line for HOMO energy of pristine SiGeNT. 
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5.2.4 O molecular adsorption 

Unlike the H2 adsorption we could not reduce the number of initial O 

molecular (O2) adsorption sites due to diverse final adsorption sites observed in O 

atomic adsorptions. Furthermore, as in H2 adsorptions we have parallel and 

perpendicular orientations with respect to tube axis. In Figure 5.11, we present the 

final adsorptions of O2 on SiGe (6,6) NT. In Tables 5.6-5.9 we present the results 

of O2 adsorptions.  

We note that unlike the O atomic adsorptions, majority of O2 tend to 

attached into “Si top” or “Ge top” sites while keeping the O-O distance to ~1.6 Å. 

This indicates the molecular nature of O is still intact but with extended bond 

length. The adsorption energies of O2 are less compared to atomic O adsorption. 

However there are several situations when the adsorption energy reach ~6.0 eV. 

In such situations the O2 is attached into Si rich local environment. In addition the 

O-O distance is more than 2.0 Å indicating that the O2 has dissociated and treated 

as two individual adsorptions. Also it is worth mentioning that if O2 attached into 

Ge rich environment, the adsorption energy is relatively low (~2.0 eV). This is 

another indication of the reluctance GeO2 formation and keenness of SiO2 

formation.  

 The Mulliken charge of atomic O after adsorption is ~-0.5|e| and in 

general the Mulliken charge of O atoms in O2 adsorptions are ~ -0.3|e| per atom 
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and it is acceptable since two O atoms are competing to get the charge from the 

SiGeNT in close vicinity.  The HOMO-LUMO energy gap values have spread out 

in wide range. The values vary between 0.46 eV and 1.25 eV. This indicates in 

general the gap has decreased. Since the O atoms of O2 are attaching onto “Si top” 

or “Ge top” sites (Figure 5.11), it brings the reasonable doubt whether the big 

drop of HOMO-LUMO gap are similar to what we observe in H atomic 

adsorption (generation of defect state around the frontier orbital region). In Figure 

5.12 we present the DOS of several O2 adsorptions on SiGeNT. From the DOS we 

can identify that some adsorption sites (Ge top 2nd external adsorption-parallel to 

tube axis orientation) follow the DOS of pristine SiGeNT which points to the 

relatively smaller decrease of HOMO-LUMO gap, while the other cases show the 

rise of a defect density which indicates the higher gap decrease cases. 

Additionally the much broader defect density is visible in DOS (Figure 5.12) due 

to having two defect density states around the frontier orbital region. 
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Figure 5.11: O2 attachments. (a) B. the Si-Ge and Si top (b) B. the Si-Ge and A. 
to Si-Si (c) A. to Si-Si and Si top (d) Ge top and Si top (skip the middle atom) (e) 

Ge top and Si top (f) two Ge tops (g) B. Si-Ge (h) A. to Ge as O2. B: bond 
breaking and A: attached.  
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Table 5.6: O2 molecule external and parallel to tube axis adsorptions. 

Position 
DO-O

b  
(Å) 

HOMO-
LUMO 

gap 
(eV) 

Ea
c 

(eV) 

Mulliken 
charges gained 
by O atoms |e| Initial site Final sitea 

Ge top 
Ge top and  
broke Si-Ge 

bond 
4.80 1.17 2.08+ 0.40 and 0.52 

Ge top - 2nd Si top and Ge 
top 1.58 1.19 3.13++ 0.48 and 0.54 

Si top 
Attached to Si-
Si and broke Si-

Ge bond 
2.70 0.98 6.27+ 0.32 and 0.26 

Si top - 2nd Si top and Si 
top 1.58 1.14 3.17++ 0.32 and 0.31 

Si-Ge bridge 

Si top and Ge 
top (expanded 

Si-Ge bond 
from 2.35 Å to 

3.19 Å 

1.56 0.86 2.56++ 0.31 and 0.27 

Si-Ge bridge - 
2nd 

Si top and Ge 
top 1.58 1.00 2.67++ 0.32 and 0.26 

hollow 
Si top and Ge 

top (skipped the 
middle atom ) 

1.56 0.63 3.05++ 0.30 and 0.24 

Si-Si bridge Si top and Si 
top 1.58 1.14 3.17++ 0.32 and 0.31 

Ge-Ge bridge Ge top and Ge 
top 1.56 1.07 1.94++ 0.26 and 0.27 

aFinal site is the O2 molecule location after optimization. bDO-O is the distance 
between O atoms of the O2 molecule. cEa is the adsorption energy, +calculated 

using equation 3. ++ Calculated using equation 2. Initial O-O distance is 1.32 Å. 
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Table 5.7: O2 molecule external and perpendicular to tube axis adsorptions. 

Position  
DO-O

b  
(Å) 

HOMO-
LUMO 

gap 
(eV) 

Ea
c 

(eV) 

Mulliken 
charges gained 
by O atoms |e| Initial site Final sitea 

Ge top Ge top and Ge top 1.56 1.08 3.17++ 0.26 and 0.27 

Ge top - 2nd 
Si top and Ge top 

(skipped the 
middle atom ) 

3.25 0.81 5.12+ 0.53 and 0.52 

Si top Broke 2 Si-Ge 
bonds 1.57 0.94 3.40++ 0.32 and 0.23 

Si top - 2nd 
Attached to Si-Ge 
bond and attached 

to   Si-Si bond 
2.83 0.70 5.65+ 0.46 and 0.48 

Si-Ge 
bridge 

Attached to Si as a 
O molecule 1.44 0.46 2.61++ 0.31 and 0.08 

Si-Ge 
bridge - 2nd 

Si top and Ge top 
(skipped the 
middle atom) 

1.56 1.00 3.53++ 0.29 and 0.25 

hollow On hollow site 1.31 1.24 2.39++ 0.02 and 0.00 

Si-Si bridge 
Si top and Ge top 

(skipped the 
middle atom ) 

1.59 0.87 3.11++ 0.34 and 0.22 

Ge-Ge 
bridge Si top and Ge top 1.43 0.56 2.68++ 0.21 and 0.11 

aFinal site is the O2 molecule location after optimization. bDO-O is the distance 
between O atoms of the O2 molecule. cEa is the adsorption energy, +calculated 

using equation 3. ++ Calculated using equation 2. Initial O-O distance is 1.32 Å. 
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Table 5.8: O2 molecule internal and parallel to tube axis adsorptions. 

Position  
DO-O

b  
(Å) 

HOMO-
LUMO 

gap (eV) 

Ea
c 

(eV) 

Mulliken 
charges 

gained by O 
atoms |e|  

Initial site Final sitea 

Ge top 
Si top and Ge 

top (skipped the 
middle atom) 

1.57 0.70 3.64++ 0.32 and 
0.25 

Ge top - 2nd 
Ge top and Ge 

top (skipped the 
middle atom) 

1.56 0.71 3.35++ 0.27 and 
0.27 

Si top Si top and Si top 1.62 1.07 4.08++ 0.33 and 
0.30 

Si top - 2nd Si top and Ge 
top 1.59 0.95 3.92++ 0.34 and 

0.24 

Si-Ge 
bridge 

Broke Si-Si 
bond and 

attached to Si-Si 
bond 

2.71 0.97 6.11+ 0.54 and 
0.58 

Si-Ge 
bridge - 2nd 

Attached to Si as 
a O molecule   1.58 0.86 3.97++ 0.33 and 

0.24 

hollow 

Attached to Si-
Ge bond and 

attached to Si-
Ge bond 

(skipped middle 
atom)  

3.77 1.02 5.22+ 0.45 and 
0.47 

Si-Si bridge Si top and Si top 1.62 1.07 4.08++ 0.33 and 
0.30 

Ge-Ge 
bridge 

Attached to Si-Si 
bond and 

attached to Si-Si 
bond 

3.34 1.25 5.50+ 0.50 and 
0.52 

aFinal site is the O2 molecule location after optimization. bDO-O is the distance 
between O atoms of the O2 molecule. cEa is the adsorption energy, +calculated 

using equation 3. ++ Calculated using equation 2. Initial O-O distance is 1.32 Å. 
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Table 5.9: O2 molecule internal and perpendicular to tube axis adsorptions. 

Position DO-

O
b  

(Å) 

HOMO-
LUMO 

gap (eV) 

Ea
c 

(eV) 

Mulliken 
charges gained 
by O atoms |e| Initial site Final sitea 

Ge top 
Attached to Si-Si 

bond and broke the 
Si-Si bond 

1.90 0.97 6.11+ 0.27 and 0.32 

Ge top - 2nd Ge top and broke 
Si-Si bond 1.62 1.00 3.89++ 0.22 and 0.39 

Si top 
Attached to Si-Ge 
bond and attached 

to Ge-Ge bond 
3.34 0.59 4.63+ 0.47 and 0.44 

Si top - 2nd Si top and Ge top 1.57 1.07 4.08++ 0.33 and 0.30 

Si-Ge bridge 
Si top and Ge top 

(skipped the 
middle atom) 

1.59 0.93 3.59++ 0.31 and 0.23 

Si-Ge bridge 
- 2nd 

Si top and Ge top 
(skipped the 
middle atom) 

1.58 0.99 3.79++ 0.33 and 0.23 

hollow 
Ge top and Ge top 

(skipped the 
middle atom) 

1.56 0.75 3.36++ 0.27 and 0.27 

Si-Si bridge 
Ge top and 

attached to Si-Si 
bond 

1.58 1.21 3.68++ 0.23 and 0.36 

Ge-Ge bridge 
Broke Ge-Ge bond 

and broke Si-Si 
bond 

2.76 1.16 5.12+ 0.49 and 0.57 

aFinal site is the O2 molecule location after optimization. bDO-O is the distance 
between O atoms of the O2 molecule. cEa is the adsorption energy, +calculated 

using equation 3. ++ Calculated using equation 2. Initial O-O distance is 1.32 Å. 
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Figure 5.12: DOS of the pristine SiGeNT and the external and internal 
adsorptions of O2 on SiGeNT. Vertical line is the reference line for HOMO 

energy of pristine SiGeNT. 
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Chapter 6  

Fully hydrogenated sp3-hybridized SiGe Nanoribbons 

6.1 Introduction 

As we discussed in last few Chapters and in introduction, the success in 

synthesizing carbon nanostructures and the extraordinary properties they 

exhibited [1] triggered many researches [2-11] on nanostructure materials. Among 

those researches, finding nanostructures from other elements and compounds 

similar to carbon nanostructures took much attention. Specifically, the Si-based 

nanostructures [77-82,85-88], where once realized, could be highly compatible 

with existing Si micro/nanoelectronic [12,13] technologies.      

It is also found that alloying of Si and Ge give rise to nanostructures quite 

easily. Their 4% built-in lattice mismatch aids in creating nanotubes [27,28]. In 

addition, alloying of these two elements [27,28] develop some properties that are 

absent in their elemental level. For example, Si and Ge both shows the indirect 

band gap nature in their elemental level but when alloyed could show direct band 

gap nature [27,28]. On the other hand, Ge has higher carrier mobility (electron 

mobility ~3900 cm2V-1s-1 and hole mobility ~1900 cm2V-1s-1) with respect to Si 

(electron mobility ~1500 cm2V-1s-1 and hole mobility ~450 cm2V-1s-1) [27,28] and 

being isoelectronic to Si, SiGe enables higher carrier speed and reduces the cost 

[27]. Furthermore, in Ge, the direct band gap at Γ point is only ~0.15 eV higher 
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compared to the indirect band gap of 0.65 eV. This small gap nature of Ge can be 

used to unravel near infrared responsivity of Si-based photonics [117,126]. 

Alloying of Si and Ge on bulk phase and thin films were already in practice of 

semiconductor industry for some time now [87,126-130].  

Though C, Si, and Ge all reside in the same column, Si and Ge prefer sp3 

hybridized bonding while C prefers sp2 hybridized bonding. As a consequence, 

carbon-based nanostructure materials have much smooth surface while SiGe 

based materials inherit more puckered surface structure. This wiggled surface 

could be very useful in situations where it is used as an adsorption material due to 

the fact that the adsorbates may screen from one another and lead into increasing 

the adsorbates density [116].  In the current work, our focus is on SiGe 

nanoribbons (NRs), where it is important not only in complementary metal-oxide 

semiconductor (CMOS) or heterojunction bipolar transistor (HBT) but also as 

optical or electrical interconnections in Si micro/nanoelectronics.  

Similar to nanotube structure Nanoribbon structure also provides the 

quasi-one-dimensional transition to charge carriers, and high surface to volume 

ratio. In addition, the terminated edges trigger the edge effects [16] while its 

overall size provides quantum confinement effects [14,15]. These are very novel 

phenomena that govern many properties of nanostructures and extremely useful in 

many applications. There are several experimental and theoretical works reported 

on SiGeNRs. Sahin et. al. have performed a very extensive study on group IV 
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homo and heteronuclear NR structures [131], and found that the SiGe NRs of 

honeycomb lattice structure is stable as a low buckled structure. Eberal and 

Shimdt [90] reported the successful synthesizing of SiGe nanolayers, and using 

selective etching process in order to convert those nanolayers into nanotubes. In 

addition, Zang et. al. reported that they have designed Si and Ge layered 

nanoribbons [91] and after optimization, the NRs were curved due to built-in 

strain-stress imbalance. Also Zhang et. al. reported that they have successfully 

synthesized wiggled SiGe nanoribbons deposited onto Si substrate which can be 

used as a stretchable electronic material [132]. 

Despite some theoretical studies of planar SiGeNRs, it is commonly 

agreed that SiGeNRs on honeycomb lattice structure is stable only in low buckled 

nature. Furthermore, all these studies have been based on the idea of having SiGe 

deposited onto a substrate material. In this work, we moved a step further from 

that and tried to identify and understand the SiGeNRs ability to survive as a 

standalone structure. Additionally, the reported work so far for SiGe work have 

followed the atomic arrangement of SiC “ type I ” [133] arrangement where Si 

and Ge atoms have alternative attachment into the honeycomb lattice nodes. 

However, our previous studies [116,123] have revealed that even though for the 

SiC “ type I ” is clearly the most stable, for SiGe, all four types reported have 

very close energies that it is unable to point out that one particular type is more 

stable than the other.  
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Hence, we have studied SiGeNR of types I, II and III in both armchair 

(AC) and zigzag (ZZ) categories. Here, the AC and ZZ nature is determined with 

the terminating edge shape similar to graphene nanoribbons. However due to 

computational cost, width dependence of the NRs to the electronic structure was 

calculated only for the “ type I ” AC and ZZ SiGeNRs. In addition, we have 

designed the Si and Ge atoms to be in perfect sp3 hybridization and all the 

dangling bonds were saturated with hydrogen atoms. Therefore, the studied 

SiGeNR structures were fully hydrogenated. As a consequence, the structures are 

much stable, and the band gaps reported are the maximum value that can be 

achieved with respect to their respective width size.  

 

6.2 Results and discussion 

Calculations presented here in this work have been carried out using 

density functional theory (DFT) and periodic boundary conditions implemented in 

Gaussian 09 [48] suite of programs. We have employed screened-exchange 

hybrid functional, HSE06 [134] created by Heyd, Secuseria and Ernzerhof, along 

with all electron basis set 6-311G (d,p) [95] for these calculations.  

The reciprocal space integration has been performed with a uniform mesh 

of 100 and 86 k-points for armchair and zigzag nanoribbons, respectively. Width 

dependence on the electronic structure properties have been calculated only with 
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respect to the type I structures for both armchair (AC) and zigzag (ZZ) categories 

with widths changing from 4.4 Å to 19.9 Å and 7.3 Å to 27.5 Å respectively. 

Calculations on all the other types, Type II, III and IV have been performed on 

width sizes of 19.9 Å and 27.5 Å for armchair and zigzag categories, respectively.  

All the structures have been fully relaxed without any symmetry 

constraints until their maximum and root mean square atomic forces are less than 

0.02 and 0.015 eV/Ǻ respectively. Additionally, the maximum and root mean 

square atomic displacements in consecutive cycles were less than 1 × 10−3 and 

6 × 10−4 Å, respectively. The cohesive energy per atom of the nanoribbons was 

calculated using following equation: 

Ec= �ENR-n(EGe+ESi+2EH)�
4n

 ,                                             (6.1) 

where ENR is the total ground state energy of the SiGe nanoribbon, while EGe, ESi 

and EH are the total ground energies of Ge atom, Si atom and H atom respectively. 

In addition, n is the number of atoms in particular atom type. In all our structures 

the stoichiometry for Si:Ge:H is 1:1:2. 

 

6.2.1 Type I SiGe nanoribbons 

Atomic arrangement of all nanoribbon types are followed by the 

previously reported work and adopted the same naming. Figure 6.1 shows the 
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images of type I in both AC and ZZ nanoribbon categories. Since Si and Ge atoms 

in these nanoribbons are in sp3 hybridization state, two consecutive atoms always 

belong to two different lattice planes and it is visible in side views of the images 

in Figure 6.1. 

In Table 6.1, we report the results of SiGe AC nanoribbons. The main 

observation is once optimized, nanoribbons have gained a curvature. There is no 

curvature gain for the smallest width nanoribbon since it has no adequate width.  

We have calculated the curvature using the following equation. 

2

2

dx
yd)(K =′′= xf ,                                                  (6.2) 

where K is the curvature gained and is defined as the second derivative of the 

surface function. 
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Figure 6.1: (a) Top and side view of type I AC SiGeNR (b) Top and side view of 
type I ZZ SiGeNR. Black arrow shows the growth direction of the nanoribbons. 

Red dashed box indicates the unit cell used for the calculations. Si, Ge and H 
atoms are in blue, green and pink colors. 

  



 

135 

We have fitted for each line of atoms that perpendicular to growth 

direction of the nanoribbon a second order function. Then their respective 

curvatures were calculated and finally the average curvature was calculated. As 

the nanoribbons get wider, NRs gained more curvature. It can be clearly seen in 

Figure 6.2. In addition from the Table 6.1, we can identify the curvature of the 

NRs become saturated around 0.4 A-1. The cohesive energies of the NRs also 

increases and saturates as the width increases. The band gaps of the NRs have the 

decreasing and saturating trend as width increase similar to the SiGe NTs results 

presented in Chapter 1.  

Having highest band gap for the smallest width and gradual decrease of 

the band gap values as width increase implies the action of quantum confinement 

effects where for the most confined structure has the highest band gap and as the 

confinement of the NRs become less, the band gaps decrease. Figure 6.2 shows 

the optimized structures of the type I SiGeNRs. According to Figure 6.2, it is 

clear that the SiGeNRs are rearranging towards the SiGe nanotubes.  
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Figure 6.2: Side views of Type I AC SiGeNRs. Images indicate the gain of 
curvature as the nanoribbon width increases. Atoms have usual colors. 

  



 

137 

 

 

 

Table 6.1: Optimized properties of Type I armchair SiGeNRs.W is the nanoribbon 
width before the optimization of the NRs, Ea is the cohesive energy per atom, Egap 
is the band gap of a nanoribbon of particular width, K is the curvature gained by 

the nanoribbon when optimized and p orbital % is the percentage of the p orbitals 
within the nanoribbons. 

W 

(Å) 

Ea  

(eV) 

Egap  

(eV) 

K  

(Å-1) 

p orbital  

% 

4.4 3.0 5.9 0.0 8.3 

6.3 3.1 5.0 0.1 2.8 

8.3 3.2 4.3 0.3 4.2 

10.3 3.2 4.0 0.3 3.3 

12.2 3.3 4.0 0.4 5.6 

14.1 3.3 4.0 0.4 6.0 

16.1 3.3 3.4 0.4 6.3 

18.0 3.4 3.4 0.4 6.5 

19.9 3.4 3.4 0.4 6.7 
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This observation is similar to the results shown by Eberal and Shimdt [90] 

for experimental realization of SiGe nanotubes where when they etched the 

attached substrate, the SiGe nanolayers formed into nanotubes. Another 

observation is the direction of the NRs has bended. It is always towards the Ge 

lattice. We observed this bending more intensively in zigzag category (refer 

Figure 6.3).  

This type of behavior is also observed in the work performed by Zang et. 

al. [91] where Ge was the inner layer of the developed nanotubes. According to 

the atomic arrangement of type I, one type of atoms is always surrounded by the 

other type. Hence, Ge atoms belong to one lattice and the Si atoms belong to 

another lattice (refer side views of Figures 6.1a and 6.1b). The two lattices (Si 

lattice and Ge lattice) act as individual lattices even though they are entangled and 

saturated with hydrogen atoms as one lattice. The intrinsic surface stress in these 

materials becomes dominant at nanoscale. In this particular case, surface stress by 

two lattices has an inequality since one lattice is Si and the other lattice is Ge. 

Similar to Zang et al.’s [91] work, Ge stress is compressive while for Si it is 

tensile. Hence the built-in stress imbalance is the reason for spontaneous bending 

of type I SiGeNRs. In addition, we have performed another two calculations with 

all Si atoms and all Ge atoms NRs. Both started with exact sp3 bonded Si or Ge 

atoms with dangling bonds saturated with hydrogen atoms. It is found that after 
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optimization all Si atoms NR did not gain any curvature while all Ge atoms NR 

gained a curvature similar to type I SiGeNRs (refer Figure 6.4). 
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Figure 6.3: Side views of type I ZZ SiGeNRs. Images indicate the gain of 
curvature and becoming nanotube like structure as the nanoribbon width 

increases. Image separated by the red line is another side view of the largest 
studied SiGeNR of the ZZ category. 
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Figure 6.4: Side views of (a) all Si AC nanoribbon and (b) all Ge AC NR. Atoms 
have usual colors. 
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Table 6.2: Optimized properties of type I zigzag SiGeNRs.W is the nanoribbon 
width before the optimization of the NRs, Ea is the cohesive energy per atom, Egap 
is the band gap of a nanoribbon of particular width, K is the curvature gained by 

the nanoribbon when optimized and p orbital % is the percentage of the p orbitals 
within the nanoribbons. 

W 

(Å) 

Ea 

(eV) 

Egap  

(eV) 

K 

(Å-1) 

p orbital 

% 

7.3 3.2 3.6 0.0 1.5 

9.7 3.3 3.3 0.1 3.2 

14.1 3.3 3.1 0.3 5.6 

16.5 3.4 3.2 0.3 6.1 

20.9 3.4 2.9 0.4 6.6 

23.3 3.5 2.9 0.4 6.8 

27.5 3.5 2.9 0.4 7.1 
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It is also reported in literature that the heavier group 14 elements prefer to 

bond through p orbitals without hybridizing with s orbitals [98] for the simple fact 

that heavier group 14 elements are inefficient in making strong hybridized 

orbitals. Since the bond lengths are larger in those heavier group 14 elements, 

making σ bonds with p orbitals is more stable rather than making π bonds. If the p 

orbital σ bonds are made, the bonds in those atoms should contain 90 degree bond 

angles since p orbitals are 90 degrees apart. Therefore in the bended SiGe NRs or 

all Ge atoms NR make p orbitals σ bonds, the 90 degree bond angles should be 

present instead of 109.5 degree bond angles (sp3 bonding is around 109.5 degree 

angle), at least for part of the bond angles. When analyzed, all Ge atoms NR have 

~7% of its bond angles made out of 90 degree bond angle. Similarly, in Type I 

SiGeNRs, p orbital bonding is present, and at the maximum length, it is close to 

7% (refer Tables 6.1 and 6.2).    

In Figure 6.5, we present the band gap structures of SiGe AC and SiGe ZZ 

nanoribbons (the largest widths we have studied). In addition, the reported band 

gaps for SiGe type I AC NR in Table 6.1 are indirect and for SiGe type I ZZ NR 

in Table 6.2 are direct in nature. Furthermore it is visible in Figure 6.5b where 

direct minimum band gap is occurring at Γ point.   

6.2.1 Type II and III SiGe nanoribbons 

 Furthermore, we have studied the SiGe type II and type III nanoribbons of 

AC and ZZ categories. As shown in Figure 6.6, the main difference between the 
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type I NR and the type II and III NR is the curvature gain. None of the type II or 

III NRs in any category have gain the curvature. Following the same reasoning, 

we can claim that it is visible that in Figure 6.6 two lattices are equal. Hence there 

is no stress in-balance in type II or III in any category which result in keeping the 

quasi flat nature. Furthermore, in AC category the SiGe type II and III NRs show 

cohesive energies of 3.4 eV and 3.4 eV respectively. In addition their band gaps 

are 3.1 eV (indirect) and 3.3 eV (indirect), respectively. In ZZ category the SiGe 

type II and III NRs show cohesive energies of 3.4 eV and 3.4 eV respectively. In 

addition their band gaps are 3.0 eV (direct) and 3.1 eV (direct), respectively. 

  



 

145 

 

 

 

 

Figure 6.5: Band structures of (a) SiGe type I AC NR (width=19.9 Å) and (b) 
SiGe type I ZZ NR (width=27.5 Å). 
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Figure 6.6: Side views of optimized (a) SiGe type II AC NR (width=19.9 Å) (b) 
SiGe type III AC NR (width=19.9 Å) (c) SiGe type II ZZ NR (width=27.5 Å) and 

(d) SiGe type III ZZ NR (width=27.5 Å) 
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Chapter 7  

Ultrathin α-Fe2O3 Nanoribbons from (110) and (104) Surfaces 

7.1 Introduction 

In this Chapter, we are shifting our focus towards the second method 

introduced in introduction Chapter. Here the top down approach based 

nanostructures are focused and in that regard we have focused on hematite 

nanoribbons. α-Fe2O3, also known as hematite, is the most stable iron oxide form 

in ambient conditions. It is a semiconductor, with an indirect band gap of ~2.1 

eV[135]. Hematite is renowned for its exceptional electronic and catalytic 

properties, and hence has been studied extensively [135-139]. Due to the fact that 

the constituent elements of hematite are amongst the most common elements 

found in the earth crust, hematite is earth-abundant. Furthermore, hematite’s low 

cost and non-toxic nature makes its applications in sensors, catalysts, electrode 

materials of Li-ion batteries and water splitting quite attractive.  Furthermore, a 

recently theoretical work reported that the band gap of hematite could be reduced 

further with iso-valent S doping, making it a potential solar energy conversion 

material [140].  

Recent developments observed in nanotechnology have opened the possibility 

of realizing most commonly known bulk materials into nanometer scale. In fact, 

these materials can experience nanoscale phenomena like edge effects [141], 
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quantum size effects [142,143] and high surface to volume ratios[144], which 

may result in the increase of carrier mobility [145], catalytic nature [146] and 

even change in band gap nature from indirect to direct [147]. These effects are 

prevalent in hematite and the bottom-up approach have made it possible to 

synthesize many hematite nanostructures like nanotubes [148,149], nanorods 

[149], nanorings [150], and nanosheets [151] (NSs). These nanostructures have 

shown significant promise in electronic devices applications such as 

semiconducting devices [152], solar cells [153], and Li-ion battery anodes [154].  

Nanoribbons (NRs) are one of the interesting structures among the 

nanostructures. Due to its quasi one-dimensional nature, NRs integrate the 

quantum size effects and edge effects quite efficiently in electronic device 

application. Furthermore, its thin nature enhances the surface to volume ratio, 

which subsequently increases its reactivity. In practice, NRs are obtained by 

cutting nanosheets [155] or by unzipping nanotubes [156]. Many studies have 

been performed on NRs, and in particularly, earth-abundant transition metal 

oxides, due to their rich chemical and physical properties [157-164]. Interestingly, 

hematite NRs have not been significantly explored compared to the other 

transition metal oxide NRs. Synthesis of ultra-thin hematite NRs using thermal 

oxidations [165] and controlled annealing of oxides and hydroxides [166] have 

been reported. Thermal oxidation method was used by Xu et. al.[165] and created 

the hematite nanostructures by heating iron foils for 6h at temperatures ranging 
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from 280 0C to 500 0C; they observed that both the width and the thickness of the 

nanostructures increased with the increasing temperature and the growth rate of 

the crystal planes follows {110} > {104} ≫ {2�10} order. On the other hand, 

Sarker et. al. [166] have used different iron oxides and hydroxides and by means 

of controlled annealing to create hematite nanoribbons. Calcination at temperature 

of 500 0C for 150 minutes decomposes iron hydroxides into the hematite and 

forms the porous ultrathin nanoribbons. They were also able to discover that these 

NRs exhibit weak ferromagnetic behavior and their gas sensing ability is 

increased due to increment of porosity. Furthermore, none of these methods have 

utilized the NSs or nanotubes in creating the NRs. Since there have been reports 

of hematite NSs [151] and hematite nanotubes [148], one can create hematite NRs 

with the conventional methods such as cutting nanosheets [155] or unzipping 

nanotubes [156]. Although, hematite NRs was realized experimentally, more 

theoretical insight is still required in order to manipulate their structural, 

electronic and magnetic properties. With that understanding, hematite NRs could 

be applied efficiently and effectively into their prospective applications.  

In this work we report our study of hematite NRs by Density Functional 

Theory (DFT). Our study focused on hematite NRs based on (104) and (110) 

surfaces since they are the dominant peaks in XRD images reported in hematite 

NR studies [165,166]. The goal of this work is to gain theoretical insights into the 

structural, electronic and magnetic properties of hematite NRs using ab initio 
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density functional theory. Our study revealed that all the NRs based on (110) 

surface are semiconducting in nature, with the edge atoms and NR width strongly 

influencing the band gap. Out of two NR types yielded from (104) surface, one 

variant exhibited pseudo-Jahn-Teller (pJT) effect [167], while the other had built-

in oxygen vacancy which introduces the half-metallic properties. The observed 

half-metallic character indicates that hematite NRs can be considered as a 

promising candidate for spintronics-based devices. The remainder of the 

manuscript is organized as follows. In section II the computational approach is 

presented. This is followed by the presentation of the results and associated 

discussions in section III. Finally, a summary of the key findings and conclusions 

of the work are present in section IV.       

 

7.1.1 Computational Details 

All calculations were based on spin-polarized DFT as implemented in Vienna 

ab initio simulation package (VASP) [49,50]. The Perdew–Burke–Enzerhof 

(PBE) [168] formulation for the generalized gradient approximation to the 

exchange–correlation functional was employed. Projected augmented wave 

(PAW) potentials [169] were employed to describe the electron–ion potential, and 

the kinetic energy cutoff for the plane wave expansion of wave functions was 400 

eV. For the nanosheet and nanoribbon calculations, a vacuum of 12 Å applied to 

remove the interaction with image cells. The valence electron configurations 
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considered in this study are (3p3d4s) for Fe and (2s2p) for O. To accurately 

describe the strongly correlated nature of the Fe 3d electrons, the on-site coulomb 

repulsion of the exchange–correlation energy is treated with the GGA+U 

approach due to Dudarev et al.[170]. We have employed the effective U=4 eV 

value; this yielded bulk hematite properties that agreed well with the experimental 

data [140] and other theoretical data [171-174]. The following k-point grids were 

employed for integrations over the first Brillouin zone : a 5 × 5 × 5 k-point grid 

used for bulk hematite; a 7 × 9 × 1 k-point grid was used for the nanosheets; a 7 

× 1 × 1 (or 1 × 9 × 1) grid, was used for the nanoribbons cleaved in the direction 

[100] (or [010]) direction. The k-point grids were doubled in the computation of 

the electronic density of states (DOS). All possible antiferromagnetic (AFM), the 

ferromagnetic (FM), and the paramagnetic arrangements were considered. The 

atomic positions were relaxed until the maximum Hellmann–Feynman force on 

each atom was less than 0.005 eV/Å.  

 

7.2 Results and Discussions 

7.2.1 Nanosheets based on (104) or (110) surfaces 

 Optimized nanosheets of the (104) and (110) surfaces are presented in 

Figure 7.1. The (104) nanosheet consists of hexagonal rings of Fe and O 

atoms while the (110) nanosheet consists of octagonal rings of Fe and O 
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atoms. Those ring arrangements make (104) nanosheet is less porous 

compared to (110) nanosheet. Depending on the termination edge we can 

identify different types of nanoribbons. We introduce two types of 

nanoribbons per nanosheet: Nanoribbons grown in [010] direction are labeled 

as “n-a Type I”, while the nanoribbons grown in [100] direction are labeled as 

“n-b Type II”. The notations “n-a” and “n-b” denote n repetitions along the a 

axis and b axis respectively. -  n is a measure of the width of the respective 

NR and the values n=1, 2, 3, 4, 5, 6 were considered. 
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Figure 7.1: (a) Top and side view of the nanosheet in (104) surface. a= 6.003 Å, 
b= 5.446 Å and c=1.875 Å. (b) Top and side view of the nanosheet in (110) 

surface. a= 6.356 Å, b= 5.426 Å and c=1.953 Å. The unit cell is marked in dashed 
line box. Images are super cells of size 5 × 5. O atoms are in red color and Fe 

atoms are in green color. 
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Figure 7.2: (a) Band structure diagram of the (104) nanosheet. (b) Band structure 
diagram of the (110) nanosheet. Valence band maximum is set to zero in both 

nanosheets. 
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The band structures of the nanosheets are presented in Figure 7.2. It can be 

seen from the figure that the band gap for (104) nanosheet is 1.54 eV and that for 

the (110) nanosheet is 2.17 eV. The valence band of both nanosheets comprises O 

2p orbitals, while the conduction band comprises empty Fe 3d orbitals. The 

conduction bands are extremely flat in both band structures due to the highly 

localized nature of the Fe 3d electrons. It is worth mentioning that both these 

nanosheet structures are in the perfect AFM moment orientation and only the 

spin-up components are plotted.  

The cleaving energy per formula unit (Ec) of these nanosheets with respect 

to the bulk structure of hematite was also calculated. It is defined as 

EC = ENS
n

- EBulk
m

,                   (7.1) 

where, ENS  is the ground state energy of nanosheet and EBulk is the ground state 

energy of bulk α–Fe2O3 structure. n and m are the number of formula units in the 

super cells used to calculate the nanosheet and bulk structures respectively. The 

nanosheet of (104) surface has the cleaving value of 1.41 eV per formula unit and 

the nanosheet of (110) surface has the cleaving value of 1.51 eV per formula unit. 

This indicates that the nanosheet on (104) surface is more favorable to synthesize 

than the nanosheet on (110) surface.    



 

156 

7.2.2 Nanoribbons derived from (110) nanosheet 

In Figures 7.3a and 7.33b, we present the optimized structures of the NRs 

derived from (110) nanosheet. All the NRs remained quasi-flat after the geometry 

optimization. In Figure 7.3c, we plot the cleavage energies of two NR types 

versus their respective width. Type I NRs have higher cleavage energy which 

indicates that Type II NRs are more feasible to realize experimentally than the 

Type I NRs. NRs derived from (110) nanosheet are always semiconducting in 

nature, regardless of their width direction (see Figure 7.4). However, Type II NRs 

have a slightly higher converging band gap of ~1.79 eV compared to Type I NRs 

converging band gap of ~1.66 eV.  

The reported (110) surface based ultrathin hematite nanoribbons in the 

current work have under-coordinated Fe and O atoms which are similar to surface 

Fe or O atoms of hematite bulk structure. Bulk Fe and O atoms have coordination 

numbers of 6 and 4 respectively; surface atoms have less coordination number 

than those values and in particular capable of generating defect states in the 

density of states [172]. In the reported (110) based nanoribbons, the under 

coordinated Fe and O atoms are present throughout the structures and hence there 

are many defect states present in the density of states. This subsequently reduces 

the band gap in comparison to the bulk structure. In addition, when we carefully 

check the two nanoribbons (one from Type I and the other from Type II) with 

nearly the same width and obtained average Fe coordination numbers for Type I 
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is 4.40 and 4.42 for Type II. While the difference is small but still support that the 

Type I, Fe atoms are less coordinated and hence lower in band gap ~0.1 eV. In 

addition, the coordination number distributions in two types are different; in Type 

I, there are two Fe atoms per unit cell at the edges, which are always less in 

coordination number compared to the internal Fe atoms. Since these edge Fe 

atoms contribute highly in determining band edges (refer to Figure 7.5),  

Type I band gaps are always lower in value compared to Type II band gap 

values. Additionally, the NRs of both categories show higher band gaps in shorter 

widths due to quantum confinement effect. In addition, as width increases, the 

band gaps tend to decrease. 
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Figure 7.3: (a) Top view of the 6-a Type I NR derived from (110) surface 
nanosheet. (b) Top view of the 6-b Type II NR derived from (110) surface 

nanosheet. (c) Cleavage energy for NRs of (110) surface w. r. t. the NR width. (d) 
Cleavage energy for NRs of (104) surface w. r. t. the NR width. Atoms are in 

usual color. Images are super cells of size 5. The width of the specific NR is either 
a= 6.356 Å or b= 5.426 Å times the integer number. 
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Figure 7.4: Band gap dependence with respect to widths of the NRs derived from 
(110) surface based NS. 
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One important observation in the above results is that the band gaps values 

of the nanoribbons do not tend to converge to the band gap value of the (110) 

nanosheet. One would expect that, as the widths of these NRs increases, their 

properties should converge to those of the parent nanosheet since increase in 

width resemblance more of a nanosheet rather than a nanoribbon. To further 

understand the origins of these observations, we performed DOS calculations on 

the NRs. In Figure 7.5, we plot the atom-projected DOS (pDOS) of (110) surface 

based 5-a Type I NR. The atoms of interest were the middle and edge atoms of 

the NR structure. We can clearly identify that the pDOS from the edge Fe atoms 

and edge O atoms dominates the band edges of the NR. This is similar to all other 

Type I and Type II NR structures of (110) surface. The edge atoms are always 

present in NRs due termination of one translational direction. At least among the 

studied width sizes those edge atoms have not rearranged and hence the NR band 

gap values did not converge towards the nano sheet band gap value. However, the 

current study of hematite NRs cannot be compared with the experimentally 

realized NRs due to larger widths and thicknesses of those experimental NRs 

[166] which are about 30 times larger.  
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Figure 7.5: Atom-projected DOS of (110) surface based 5-a Type I NR. Fermi 
energy has been shifted to be at 0.0. 
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Since those larger widths and thicknesses allow the surface modifications 

and structural reconstructions to happen, the edge effects may be dissipated. 

However, the NRs reported in this work have relatively smaller widths which 

resulted in under coordinated Fe and O atoms at the edges make the dominating 

contribution to the band gap. Hence, at the current width values, we have much 

smaller converging band gap values compared to experimental band gap values. 

 

7.2.1 Nanoribbons derived from (104) Nanosheet 

The construction of the (104) surface based NRs is similar to the (110) 

surface based NRs. In Figure 7.6, we present our optimized Type I NRs of (104) 

surface. Unlike the (110) surface based NRs, there are visible geometrical 

changes presented in the (104) surface based NRs after optimization. Out of all 

the NR sizes studied in this category (width sizes “1-a” through “6-a” of Type I), 

the three smaller widths “1-a”, “2-a” and “3-a” NRs remained flat after the 

optimization and the three larger widths, “4-a”, “5-a” and “6-a” NRs bended after 

optimization. One NR structure from each set is presented in Figure 7.6.  
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Figure 7.6: Top and side views of NRs 2-a Type I and 6-a Type I NRs derived 
from (104) surface nanosheet.The unit cell is in the black box. Atoms are in usual 

color. Images are super cell of size 5. Dimensions are, a= 6.003 Å times the 
integer number. 
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It is our understanding that for the first set of NRs (“1-a”-“3-a”), the width 

is not enough to undergo a structural deformation like bending to stabilize the 

structure. Instead, those NRs have gone through a surface modification where the 

structure was rearranged from hexagonal rings to octagonal rings during 

optimization process to gain the structural stabilization. When the NRs are 

presented with enough width, as in three larger width NRs, the structural 

modification happened in the transverse direction which resulted in gaining a 

curvature for the NR. These modifications indicate the possibility of pJT effect 

[167].  
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Figure 7.7: (a) Band structure diagram of 4-a Type I NR – no constraint. (b) Band 
structure diagram of 4-a Type I NR – with constraint. The Fermi energy level is 

shifted to 0.0 and marked with the red dashed line. 
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In order to investigate whether these distortions are due to the pJT effect, 

we have carried out a test optimization with an added constrain, in which we fixed 

the atomic movement in transverse direction ([001]) where the NRs bend. We 

have chosen the system 4-a Type I NR for this purpose. Calculation started with 

the same initial structure as previous “no constrain” calculations. In Figure 7.7, 

we provide the band structures obtained for optimized 4-a Type I NR system with 

and without the added constrain. In the “no constrain” situation (refer Figure 7.7a) 

where the structure deviated from the quasi-flat nature, there are two band lines 

close to each other around the Fermi level.  

These two lines can be considered as originally pseudo degenerated bands, 

and due to the distortion (in order to lower the symmetry), the degeneracy had 

been lifted (pJT effect). By imposing the constrain of restricting the motion of 

atoms in [001] direction, we have taken out the system’s ability to lower the 

symmetry. In addition, after the “constrained” optimization, the resulted structure 

does not show the surface rearrangement observed in smaller width situations. If 

the distortion of the structure is due to pJT effect, there should be nearly 

degenerating bands around the Fermi level since there is no any structural 

deformation after “constrained” optimization. In Figure 7.7b, we could observe 

such nearly degenerating band lines around the Fermi level. Therefore, it can be 

concluded that these surface rearrangements and structural deformations 

happened due to pJT effect.  
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In addition, we have calculated the cleaving energy of these NRs similar 

to the (110) surface NRs and plotted the energy values in Figure 7.3d. Unlike the 

(110) surface NRs, Type I NRs of (104) surface have lower cleaving energies, 

indicating that Type II NRs are energetically less feasible to synthesize compared 

to Type I NRs. The band gaps of the first set of Type I NRs (“1-a” to “3-a”) are 

semiconducting and the second set of Type I NRs (“4-a” to“6-a”) are metallic. 

Induced strain due to bending may be the reason for the second set of Type I NRs 

of (104) surface to be metallic.  

In Figure 7.8, we present the optimized atomic and band structures of 6-b 

Type II NR based on the (104) surface nanosheet.  When calculated, the (104) 

surface based Type II NRs with smaller widths (“1-a”-“3-a”) are semiconducting 

with decreasing band gaps as width increases. The larger width NRs (“4-a”-“6-a”) 

have metallic character (refer to Figure 7.8b and 7.8c) where some bands at the 

Fermi level are partially occupied. Even though this larger width NRs shows 

metallic character, we can identify by comparing Figure 7.8b and 7.8c that for the 

spin up orientation, the band line at Fermi level is localized and for the spin down 

orientation the band line at Fermi level is delocalized. This kind of a system is 

known as transport half metals [175] rather than metals. Additionally, there are 

no significant structural modifications similar to Type I NRs of (104) surface. The 

careful investigation of the structure revealed that the atomic arrangement of this 

NR type has a built-in O vacancy at one edge (top edge of the NR in Figure 7.8a) 



 

168 

of the structure. The important fact is that we kept the stoichiometry intact. 

Hence, this is a built-in O vacancy that leads the NRs to have spin-polarized edge 

effect. Such spin dependent band structure has been reported with TiO2 NRs [157] 

where the authors have manually removed the O atoms to create O vacancy. 

However, our (104) NS based Type II NRs have built-in O vacancy by the 

flipping of an O atom out of 3 Fe triangle (as shown in the blue color box in 

Figure 7.8a).  
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Figure 7.8: (a) Top view of the 6-b Type II NR derived from (104) surface 
nanosheet. (b) spin up and (c) spin down band structures of 6-b Type II NR 

derived from (104) surface nanosheet. The Fermi energy level is shifted to 0.0 and 
marked with a red dashed line. The unit cell is in the black box. Atoms are in 
usual color. The image is a super cell of size 5. Width is b=5.446 Å times the 
integer number. NR edge with oxygen vacancy marked with blue color box 
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This leads to spin dependent band structures. It is our understanding that 

for smaller widths, this spin-polarized edge effect is screened by the quantum 

confinement effect which forces the band gap to be open-up. When the NR width 

is increased, the influence from the quantum confinement effect is weakened and 

the spin-polarized edge effect starts to dominate. This explains the observation of 

gradual decrease of the band gap and arising of half-metal character as the 

increase of widths of the (104) Type II NRs. Most probably, the experimental 

realization of Type II NRs based on (104) surface may indicate the characteristics 

of half-metallicity, since the experimentally observed NR31 widths are much 

larger in size. Only the narrow width NRs will yield the semiconducting Type II 

NRs based on (104) surface. The results suggest that these materials are 

promising in spintronics applications because at low temperatures, electrons of 

different spins observe different resistance, and definitely the transport of one spin 

state electrons is higher compared to the other spin state electrons due to changes 

in the effective masses. 
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Chapter 8  

Conclusions 

In summary, we studied four types of SiGe armchair nanotubes. We 

conclude that tubes are stable and semiconducting in nature with wide spectrum 

of HOMO-LUMO gaps. Types I, III and IV of SiGe nanotubes show equal 

stability in terms of binding energy per atom and they express more stability 

compared to type II. Wide spectrum of HOMO-LUMO gaps in SiGe NTs 

indicated that they can be used in band gap engineering applications. All the tubes 

indicate their preferred hybridization is sp3 and hence once optimized the 

nanotubes show puckered nature. Out of all nanotube categories type IV 

nanotubes show the highest tendency towards the p orbital sigma bonding even at 

larger diameters and have high binding energies. Different bonding, wide 

spectrum of HOMO-LUMO gaps, and lone pairs of electrons in these NTs 

indicate the potential wide area of applications.  

Our next interest was the Li adsorption on SiGe single walled NTs. Based 

on 48 possible internal and external adsorption sites, only 18 structures retained 

the tubular shape. Type III retained the tubular shape for 11 structures out of 12 

possible input structures. For the external adsorption, Li could be adsorbed into 

both “Si Top” and “Ge Top” sites and the concentration can be higher than Si or 

C based materials. It will be possible to add Li internally in type III category of 
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SiGeNTs, where Li concentration matches with Si or C based materials. We 

conclude that there were definite indications of Jahn-Teller distortion effect. The 

structures that retained the tubular shape after adsorption of one Li atom did not 

have any Jahn-Teller active orbitals. Hence, it is possible to attach more Li, 

without distorting the structure. Furthermore, additional studies of SiGe NTs and 

Li atoms should be done to find the maximum possible concentration of Li atoms 

and to find the diffusion paths of those Li through the NT. We also conclude that 

type III SiGeNT has a higher potential to be used as the anode material of a Li ion 

battery system. 

Our study of interaction of SiGe (6,6) NT and H, O, H2 and O2 done by 

adopting the cluster approach. We conclude that Si and Ge atoms of the SiGeNTs 

can be passivated by H in order to saturate dangling bonds of the NTs. However 

the passivation in a controlled environment of H can introduce defect states into 

the frontier orbital region which leads into a reduction of HOMO-LUMO energy 

gap. Instead, the SiGeNTs introduced into H rich environment will increase the 

HOMO-LUMO energy gap. Also the increment of the HOMO-LUMO gap is not 

intense and still preserves the semiconducting nature of the SiGeNTs. In addition 

SiGeNT interaction with H2 revealed that the bonding nature is physisorption and 

have minimal effect on SiGeNT HOMO-LUMO energy gap. Hence we conclude 

that the passivation of Si and Ge atoms with H atoms could not be achieved via 
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dissociation of H molecules. Instead it should be achieved with some other means 

like H treatment of materials34.  

However, O adsorption shows a strong interaction with SiGeNTs and most 

of the time, atomic O was able to break constitute bonds of SiGeNTs and 

incorporate into NT wall. The O atom was able to acquire charge from the NT, 

and HOMO-LUMO energy gap had very minimal decrease due to single O atom 

interaction. O acted in similar geometrical manner for both O multiple (O rich) 

and single adsorptions where it always incorporated into tube wall. However 

HOMO-LUMO energy gap had decreased significantly in O rich situation, in 

contrast to what we observed in H rich situation.  

In O2 adsorption, the two O atoms, most of the time remained intact beside 

the bond stretch. However there is a possibility of dissociation of O2 into two O 

atoms and incorporate into nanotube wall which modify the electronic structure of 

SiGeNTs. The acquired charge per O atom was less in O2 case compared to 

atomic O adsorption. We note that Si atoms in the SiGeNT were making the 

stronger bonds with H and O. Our results predicted that locally created SiO2 (due 

to single O2 adsorption, the generated SiO2 is local in the SiGeNT wall) is 

stronger than the local GeO2 occurring in SiGeNTs. Further study of SiGeNT 

with mixture of H and O, and H2O will be interesting since it will predict the 

SiGeNTs interaction with O and H2O in the presence of H or H treated SiGeNTs. 
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Our studies revealed that band gap values of armchair (AC) and zigzag 

(ZZ) SiGeNRs of type I decrease as width increases. Furthermore, the ZZ NRs 

show direct band gap values at the Γ point for all the widths. In addition, the 

cohesive energy per atom for the type I show the increasing and saturating trend 

as width increase. Also the type I SiGe NRs show a tendency to gain a curvature 

as width increases. In particular, the ZZ type I NRs have fully converted into 

nanotubes around the NR width of 27.5 Å.  However, for type I NRs the curvature 

increment has decreases and become constant around the highest width 

considered. Type II and type III for both AC and ZZ categories retained their NR 

integrity after optimization and kept the sp3 hybridized nature while type I, have 

introduced sp2 and p orbitals in addition to sp3 hybridized orbitals. Our study 

further revealed that it is not always possible to make nanotubes from standalone 

or etched NRs since it has dependence to the atomic arrangement of the structure. 

In addition, the ZZ SiGeNRs can be used in creating efficient opto electronic 

devices since the ZZ SiGeNRs exhibit direct band gap properties. Tunable band 

gap with respect to the nanoribbon width is another advantage in that aspect.  

Considering the top-down approach, we have studied hematite 

nanoribbons based on (110) and (104) surfaces using density functional theory. 

The results indicate that Type I and Type II of α-Fe2O3 NRs from both surfaces 

are energetically feasible to synthesize. Their feasibility changes in the following 

ascending order:  
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Type II (104) < Type I (110) < Type I (104) < Type II (110), 

which implies, Type II NRs on (110) surface are the most probable on the set to 

synthesize. (110) surfaced based NRs show the definite semiconducting character 

with a converging band gap of ~1.66 eV for Type I NRs and ~1.79 eV for Type II 

NRs. Both types of (110) surface based NRs have the trend of decreasing the band 

gap with increasing nanoribbon width and eventually converging. In addition, we 

observed that the under coordinated Fe edge atoms play a major role in 

determining the band gaps of these ultra-thin narrow NRs. The (104) surface 

based Type I NRs have gone through either surface re-arranging or bending 

depending on the nanoribbon width after the optimization, which is due to 

pseudo-Jahn-Teller effect. The Type II NRs of (104) surface have the built-in 

oxygen vacancy defect in one of its edges while preserving the stoichiometry. 

This leads to in-equivalent transport property for spin-up and spin-down 

electrons. This observed oxygen vacancy defect introduces the half-metallicity 

into the NRs. The feasible energetics, reduced tunable band gaps and half-

metallicity of these hematite NRs implies their potential applications in solar 

energy conversions and spintronics-based devices. 
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