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ABSTRACT

Searches For The Exclusive Higgs and the Charged Higgs

Bosons with the ATLAS Detector at the LHC

LAST FEREMENGA, Ph.D.

The University of Texas at Arlington, 2016

Supervising Professor: Jaehoon Yu

In this thesis, searches for the exclusive Standard Model (SM) and charged

hMSSM Higgs bosons are performed. While observations of the SM Higgs boson

in 2012 by ATLAS and CMS collaborations were ground-breaking, several of the

SM Higgs boson properties such as its coupling strengths and branching ratios of

its decays still carry large systematic uncertainties. Higgs boson candidates from

exclusive production could lower these systematic uncertainties due to their cleaner

production environment, improving knowledge of the SM Higgs boson sector. Since

the charged Higgs boson is not included in the SM, its evidence would clearly indicate

physics beyond the SM which could address the hierarchy problem. Since no signal is

observed for either of these bosons, limits to their production cross sections are set.

A 95% confidence-level upper limit on the total production cross-section for exclusive

Higgs boson is set to 1.2 pb. Limits on the total production cross section of the

v



charged Higgs boson times its branching ratio to τν are set between 1.9 pb and 15 fb,

for charged Higgs boson masses ranging from 200 to 2000 GeV.
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Chapter 1

Introduction

Driven by the curiosity to understand the universe and the desire to manipulate

matter in our universe to make lives better for the whole humanity, scientists have

been trying to understand matter’s fundamental building blocks and the interactions

between them for over a millennium. While studies of components of the universe can

be traced back to the ancient Greek society,1 the introduction of the Quantum Theory

in the early 1900s, when the atom was thought to be the fundamental building block of

matter, was revolutionary. Scattering experiments by Ernest Rutherford, Hans Geiger

and Ernest Marsden showed that atoms have a positive nucleus, debunking the theory

that the atom was fundamental. The first of many proposals on the Quantum Theory

were put forward by Max Planck and Albert Einstein, suggesting that radiation may

be quantized. Arthur Compton’s scattering experiments confirmed these proposals

when he discovered X-rays in 1923.

This pattern of seemingly radical theoretical proposals followed by a series of

experimental verifications was to be repeated over several decades, discovering more

particles as candidates for fundamental building blocks of matter and forming a new

1Thales of Miletus (500-547 B.C) postulated that water is the basic substance of the Earth.
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branch of physics – Particle Physics. This culminated to the Standard Model (SM) [1,

2], a model that classifies fundamental particles into bosons and fermions.

While the SM summarizes the well known fundamental particles and their

forces, it has also been used to predict existence of other particles. Its most re-

cent successful prediction is the existence of the Higgs boson, which was discovered

in 2012 from data collected from proton-proton scattering experiments at the Large

Hadron Collider [3] (LHC).

As with most models, the SM has its failures. One of the most prominent

is its inability to solve the hierarchy problem. Simply stated, the hierarchy problem

encapsulates the uneasiness with which most scientists take the fact that the strength

of the weak force is 1024 times that of the gravitational force. In the SM, this problem

appears in the form of the unexpectedly small size of the Higgs field strength. One

proposed solution is to fine-tune parameters of the SM to moderate this field strength.

Done by itself, a fine-tuning of 1 part in 1030 on SM parameters is required. Such

level of fine-tuning seems a bit contrived. Supersymmetric theories attempt to reduce

this level of fine-tuning by postulating additional particles with quantum numbers

supersymmetric to particles in the SM. With these supersymmetric particles, the

level of fine-tuning is reduced to 1 part in 100. So far none of these supersymmetric

particles have been observed in scattering experiments.

Several Minimal Supersymmetric extensions to the Standard Model (MSSM)

include these supersymmetric particles. In these extensions, the SM Higgs boson is

a member of a family comprising five physical Higgs bosons. No evidence has been

observed for the existence of any of these Higgs bosons. Part of this thesis discusses

work done towards a search for one of these Higgs bosons using data collected by

scattering protons at the LHC.
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This thesis is divided into two parts. First, a search for the charged Higgs

boson (H±), a member of the MSSM Higgs sector, is described. Second, a search for

a particular production mode for the SM Higgs boson, called diffraction, is discussed.

A brief introduction to diffraction is presented in the next few paragraphs, and its

link to exclusive processes is explained. Detailed discussions of exclusive processes

and the theoretical framework underlying MSSM are presented in Chapter 2. The

experimental setup, simulations, and reconstruction of physics objects are presented

in Chapters 3, 4, and 5. Chapters 6 and 7 discuss searches for the MSSM H± and

the exclusive SM Higgs bosons, respectively.

The units used in this thesis, while conventional in the particle physics commu-

nity, may seem unusual. Here, natural units are used, where quantities are measured

in terms of physical constants such as the speed of light c and the Planck constant

h̄. To achieve this, c and h̄ are normalized such that c = h̄ = 1. In this system,

Einstein’s famous energy-mass relation becomes E = m. So, energy has the same

units as mass – electron-volts (eV). This formalism significantly simplifies algebraic

equations. In scattering experiments the likelihood of an event happening is quan-

tified by the event’s cross section, denoted by σ. Cross sections, being a measure of

area, are quantified in units of barns.

As already alluded to earlier, both the SM Higgs boson and the MSSM H±

are expected to be produced at high energies. For the work presented in this thesis,

protons were scattered at the LHC at very high energies to provide such an environ-

ment. While scattering experiments have been conducted since the early 1900s, the

LHC provides scattering energies at unprecedented scales. For example, in 2015 and

2016, protons were accelerated to 6.5 TeV before being scattered against protons of

the same energy moving in the opposite direction. In experiments of this kind, the

scattering energy of concern is that which is measured in the rest frame, where the
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total momentum is zero. For beams with momenta ~p1 and ~p2 the square of the center

of mass energy, s, is defined as

s = (p1 + p2)2 = (E1 + E2, ~p1 + ~p2)2 (1.1)

where pi are relativistic 4-momenta defined as pi = (Ei, ~pi). In the LHC case

~p1 = −~p2 and E1 = E2, simplifying Equation 1.1 to s = 4E2
1 . For E1 = 6.5 TeV the

center of mass energy is 13 TeV.

The advantage of scattering two beams with opposing and equal momenta over

scattering a high energy beam with a fixed target can be made obvious by further

examining Equation 1.1. Suppose the fixed target is a proton, with rest mass mp.

Suppose also that the high energy beam is made up of protons of the same rest mass.

The square of the center of mass energy for this system becomes

s = (E1 +mp, ~p1 +~0)2 = E2
1 +m2

p + 2E1mp − |~p1|2= 2m2
p + 2E1mp. (1.2)

For E1 = 6.5 TeV the center of mass energy is obviously less than in the former

case. What is more interesting is that for E1 = 13 TeV, and mp = 0.938 GeV the

center of mass energy is lower than 0.2 TeV. So, to reach
√
s = 13 TeV, a fixed target

proton experiment needs a proton beam of about 90 000 TeV!

A search for an exclusively produced SM Higgs boson is motivated chiefly by the

need to perform precision measurements on the Higgs boson in an environment with

as little background contamination as possible. In diffractive processes protons may

be elastically scattered, emerging from the collision intact. While in some cases one or

both protons may disintegrate, the remnants from the disintegration fall in a region

outside the detector phase space. In both cases, the diffractively produced Higgs

boson is in principle isolated from activity other than that from its production. Such
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a clean mode of production is necessary in order to minimize systematic uncertainties

when measuring the Higgs mass, spin or coupling strengths to other particles. Part

of this thesis sets limits to the production cross section of the exclusive SM Higgs

boson using data collected LHC collisions in 2012.
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Chapter 2

Theoretical Framework

A theoretical framework for elementary particles is introduced and discussed in detail

in this chapter, in the form of the Standard Model (SM). Fundamental particles

that the SM predicts are presented, along with their quantum numbers and other

properties. SM is formally constructed from concepts borrowed from relativistic and

quantum theories. Motivation for the existence of a neutral Higgs boson is introduced

from spontaneous symmetry breaking. Supersymmetry is presented as a possible

solution to one of the hierarchy problem. Through this lens, a family of Higgs bosons

is presented in the Two-Higgs Doblet Model (2HDM), an extension of the Standard

Model; the charged Higgs boson (H±) is presented as a member of this family. Finally,

diffractive production1 of the neutral SM Higgs is explored in the context of proton-

proton scattering experiments.

1Diffractive production is also referred to as exclusive production in this thesis.
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2.1 The Standard Model

2.1.1 Overview of the Standard Model

Elementary particles in the SM are classified into fermions and bosons. Fermions

are grouped into leptons and quarks, all of which are spin-1/2. All elementary bosons

are spin-1, except for the Higgs boson which is spin-0. The bosons mediate interaction

between the fermions by transmitting and conserving quantum numbers. Each quark

and lepton has an antiparticle, which has the same mass as the original particle but

different quantum numbers.

Leptons and quarks are each grouped into 3 generations, totalling 6 fermion

generations. Leptons (or quarks) in a generation have the same quantum numbers as

the other generations, but different masses. The lightest lepton generation is made of

the electron (e) and its neutrino (νe). The heaviest lepton generation comprises the

tau (τ)) and its neutrino (ντ ), the τ lepton being heavier than the e by 3 orders of

magnitude. The lightest quark generation is made of the up (u) and down (d) quarks

while the heaviest is made up of the top (t) and bottom (b) quarks – the t is about

90000 times heavier than the u. In the SM neutrinos are assumed to be massless but

recent experimental observations of their oscillation have confirmed that they have

non-zero mass [4]. These observations have set an upper bound of 2 eV on the masses

of each of the neutrinos. Table 2.1 lists the properties of these neutrinos and other

fermions.

There are 4 types of interactions in nature, mediated by 4 types of forces. All

of them are included in the SM except for the gravitational force. The strength of

the gravitational force is proportional to the product of the masses of the interacting

particles. At the scale of elementary particle masses, the strength of gravity can

7



Generation Name Symbol Electric Charge Mass

Leptons

First
Electron e -1 0.5 MeV

Electron Neutrino νe 0 < 2 eV

Second
Muon µ -1 105.7 MeV

Muon Neutrino νµ 0 < 2 eV

Third
Tau τ -1 1.8 GeV

Tau Neutrino ντ 0 < 2 eV

Quarks

First
Up u +2/3 2.3 MeV

Down d -1/3 4.8 MeV

Second
Charm c +2/3 1.3 GeV
Strange s -1/3 95 MeV

Third
Top t +2/3 173.5 GeV

Bottom b -1/3 4.65 GeV

Table 2.1. A list of fermions and their properties.

be assummed to be negligible compared to the strength of any of the other three

types of interactions. The W+ boson mediates the weak force, and the W− is its

antiparticle. These bosons are massive and carry a positive and negative electric

charge respectively. The Z also mediates the weak force. It is massive and carries no

electric charge. The photon (γ) mediates the electromagnetic force, and it is its own

antiparticle. It is massless and carries no electric charge. The Z, W± and γ bosons

can interact with each other. The electromagnetic and weak forces are therefore

combined into the electro-weak force. There are 8 gluons (g) that mediate the strong

force. Each is massless and carries two units of the color charge – one is positive and

the other is negative. A unit color charge can be either blue, red or green. Since the

gluons can exchange color, they can also interact among themselves.
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The Higgs boson is a quantum of the Higgs field, which is due to the Higgs

mechanism. The Higgs field gives masses to the massive bosons described in the

preceding paragraph, and all the fermions. The Higgs boson is spin-0, and does not

carry any electric charge.

Table 2.2 lists all the bosons described above and their properties.

Interaction Type Symbol Multiplicity Electric Charge Mass

Weak
W± 2 ±1 91.2 GeV
Z 1 0 80.4 GeV

Electromagnetic γ 1 0 0

Strong g 8 0 0

Mass H 1 0 125.4 GeV

Table 2.2. List of bosons. ‘Multiplicity’ column is the number of types that a boson
appears as. A gluon appears in 8 forms of different color-anticolor combinations. The
gluon is the only boson that has a color charge.

The SM has successfully predicted many particles. Most recently, the Higgs

boson was discovered by scattering experiments at the Large Hadron Collider using

the ATLAS and CMS detectors [5], after it was added to the SM over 50 years ago.

In 1983, evidence for W± and Z bosons was observed using data from the UA1 [6]

and UA2 experiments [7]. Gluons were discovered by the TASSO [8] and PETA [9]

collaborations in 1979. While the top quark was discovered rather late, in 1995 at

Fermilab [10] near Chicago, the charm and bottom quarks were indirectly discovered

in the 1970s.

Some of the SM’s shortfalls have already been hinted in the preceding para-

graphs. One of the most glaring shortfall is that the SM does not include the gravita-
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tional force. It also predicts neutrinos to be massless, while several experiments have

placed lower limits on their masses. The hierarchy problem, which motivates some of

the work done for this thesis, has also not been fixed by the SM. Stated simply, it is

unsettling that the weak force is 1024 times as heavy as the gravitational force. This

discrepancy has undesired effects on the size of the Higgs field strength. This thesis

sheds more light on the possibility of super-symmetry as a solution to this problem.

2.1.2 Building the Standard Model

In natural units,2 the SM represents fermions and bosons by fields ψ that are

functions of space-time x = (t, ~x). These fields’ kinetic and potential energies are in

turn represented by a Lagrangian that operates on them – the Lagrangian is made up

of kinetic and potential terms. Transformation of fields is governed by symmetries.

The Lagrangian is required to be invariant upon several symmetry transformations.

Probabilities of particle interactions have been shown to diverge in some limit-

ing cases of energy and distance [11]. This undesirable behavior is kept in check by

renormalizing the model at meaningful energy and distance scales [12]. After renor-

malization schemes have been applied the SM Lagrangian can be separated into a

component responsible for the strong and electroweak interactions. Here, the electro-

magnetic and weak interactions have been combined into the electroweak interaction

(EWK); reasons will become clearer as the SM takes shape. Since the strong inter-

action is facilitated by color exchanges, its component is called the Quantum Chro-

modynamics (QCD) term. Overall, the SM Lagrangian can be written compactly

as

2Natural units dictate that c = h̄ = 1. See Chapter 1
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LSM = LQCD + LEWK . (2.1)

2.1.2.1 Quantum Chromodynamics (QCD)

As mentioned before, quarks and gluons carry a charge called color. This charge

can take either of 3 states: red, green or blue. Conservation of this charge dictates

the behavior of quarks and gluons. SU(3)C , the multiplictive group of all unitary

transformations in the color space, is the simplest group that represents rotations.

LQCD is required to be invariant under SU(3)C symmetry transformations. The

generators of the group are the 8 3 × 3 hermitian matrices denoted by λa/2. For

quarks represented by the scalar fields ψ(x) the Lagrangian

Lq = iψ(x)γµDµψ(x), (2.2)

where the γµ are the Dirac γ-matrices, is invariant under local SU(3) transformations.

Here, Dµ ≡ ∂µ + igsA
a
µλa/2 where gs is the strong coupling constant3 that is usually

written as
√

4παs and Aµ = Aaµλa/2, a gauge field invariant under SU(3) rotations.

The gauge field Aaµ represents a gluon with a color combination a, so terms in the

Lagrangian with both Aaµ and ψ(x) represent interaction between gluons and quarks;

the accompanying factors represent the coupling strength of such an interaction. For

example, the interaction term in Equation 2.2 can be expanded into

Lint = −
√

4παs

(
ψj(x)Aaµ

λjia
2
γµψj(x)

)
(2.3)

where αs has replaced gs and the λjia
2

term ensures that the quark changes color

from i to j after the interaction with a gluon. Figure 2.1 illustrates this interaction

term as a quark-gluon vertex, where q represents the quark flavor.

3Not purely constant, as will be shown soon.
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Figure 2.1. Feynman diagram of a quark-gluon vertex.

To include the propagation of gluons in space-time in the model a term Lg is

added using the field strength tensor F µν
a = ∂µAνa − ∂νAµa −

√
4παsf

abcAµbA
ν
c . Here,

fabc are the structure constants for the SU(3) group.4 A more compact definition of

the gluon propagation term is

Lg = −1

4
F µνaFµνa. (2.4)

This term includes terms of orders two, three and four in Aaµ. Terms of order

two are kinetic terms representing propagation of gluons in space and time. Terms

of orders three and four represent gluon self interaction. Figures 2.2(a) and 2.2(b)

illustrate these interactions as gluon vertices.

The coupling strength αs is dependent on the energy scale µ2
R at which the

theory is renormalized. Normally, a cutoff energy (ΛQCD) above which the theory

becomes non-pertubative is imposed as well. The dependence is described by

αs(µ
2
R) =

4π

β0 log
(

µ2R
ΛQCD

)where β0 =
33− 2.nf

3
, (2.5)

4These encode the commutation relations between the λa/2 matrices.
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Figure 2.2. Feynman diagrams of gluon-gluon vertices.

Here, nf is the number of quark/gluon types taking part in the interaction. For

nf < 16, αs
large µ2R−−−−−→ 0 and αs

small µ2R−−−−−→∞. This implies that at large enough energies

quarks and gluons can move freely. At these energies summation of diagrams such

as those in Figure 2.2(b) can be done pertubatively, ignoring higher order diagrams.

At low energies quarks and gluons are strongly coupled together and cannot move

freely. In this scenario, pertubation theory is not applicable. This is why QCD is

best studied at high energy colliders where approximations of these energy scales can

be reached. The phenomena at these two limiting cases are known as asymptotic

freedom and confinement respectively. Their practical treatment will be revisited in

later chapters.

2.1.2.2 Electroweak Theory

Fermions that interact through the electroweak force are grouped into left-

and right-handed, depending on their chirality. Chirality is an intrinsic property of

fermions, and it is an eigenvalue of the Weyl operater γ5 [13] on the fermion fields.

Left handed fermions are represented by field doublets ψ1(x) =
(
q

q
′

)
L

or ( νll )L where
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q, q
′
are the up and down type quarks respectively, and l, νl are leptons. Right-handed

fermions are singlets ψ2(x) = qR or νlR, and ψ3(x) = q
′
R or lR. So, overall, all the

fermions are represented as

ψ(x) =
3∑
j=1

ψj(x). (2.6)

SU(2) is the simplest group that accommodates doublets so it is used to partly

describe ψ1(x) transformations. Generators in this group are the weak isospin opera-

tors Î = iσj/2, where the σj are the Pauli matrices with j ∈ [1, 3]. SU(2)L is therefore

a multiplicative group of all unitary rotations in the isospin space. U(1), a group of

rotations in the complex space, is sufficient to describe singlet transformations so it

is used to describe all components of ψ. Generators of this group are the complex

numbers iYj, where Y is the hypercharge and j ∈ [1, 3]. U(1)Y is therefore a group

of rotations in the complex hypercharge space. The free5 Lagrangian

Lfree =
3∑
j=1

iψj(x)γµDµψj(x) (2.7)

is required to be invariant under local SU(2)L × U(1)Y transformations. The

scalar fields for the fermions are required to transform as

ψ1(x)→ ψ
′

1(x) = exp(iY1β(x)) exp(iσ1α(x)/2)ψ1(x)

ψ2(x)→ ψ
′

2(x) = exp(iY2β(x))ψ2(x)

ψ3(x)→ ψ
′

3(x) = exp(iY3β(x))ψ3(x)

(2.8)

with SU(2)L imposed only on the doublets. The derivatives Dµ transform as

5The term ‘free’ is meant to describe a simple case where the fermions are not subject to any

type of potential. Introduction of a potential to the Lagrangian leads to other interesting features.
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Dµψ1(x) = [∂µ − igW̃µ(x)− ig′y1Bµ(x)]ψ1(x),

Dµψ2(x) = [∂µ − ig
′
y2Bµ(x)]ψ2(x),

Dµψ3(x) = [∂µ − ig
′
y3Bµ(x)]ψ3(x),

(2.9)

with W̃µ(x) = σiW
i
µ(x)/2 is an SU(2) matrix field. Transformations of the

gauge fields Bµ, W̃µ are fixed for Dµ(x)ψj(x) to transform exactly like the ψj(x). The

g and g
′

parameters are the coupling constants corresponding to the SU(2) and U(1)

groups respectively.

Kinetic terms of the gauge fields are built from the gauge field tensors Bµν , W̃µν

defined as

Bµν = ∂µBν − ∂νBµ,

W̃µν =
σi
2

[
∂W i

ν − ∂νW i
µ + gεijkW j

µW
k
ν

] (2.10)

to get

Lkin = −1

4
BµνB

µν − 1

4
W i
µνW

µν
i . (2.11)

Because the W i
µν term contains a quadratic piece, Lkin gives rise to cubic and

quartic gauge self interactions whose coupling strengths are governed by g. The full

free Lagrangian is obtained by adding the Lkin term to Equation 2.7 to get

Lfree =
3∑
j=1

iψj(x)γµDµψj(x)− 1

4
BµνB

µν − 1

4
W i
µνW

µν
i = (Dµψ)†Dµψ. (2.12)

A mass term Lmass is not added because it destroys the gauge symmetries.

Interaction terms included in Equation 2.12 can be expanded into
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Lint = gψ1(x)γµW̃µψ1 + g
′
Bµ

3∑
j=1

Yjψjγ
µψj (2.13)

where the term with W̃µ can in turn be expanded into

W̃µ =
σi

2
W i
µ =

1√
2

√2W 3
µ W †

µ

Wµ −
√

2W 3
µ

 (2.14)

The term containing W̃µ gives rise to fermion interactions with a gauge boson

Wµ = (W 1
µ + iW 2

µ)/
√

2 and its conjugate W †
µ. These are identified as the W+,W−

bosons. To first order the Lagrangian component for the interaction of left-handed

leptons l, νl and quarks q, q
′

with the W± bosons can be expanded into

LWbosons
=

g

2
√

2
W †
µ

(
qγµ(1− γ5)q

′
+ νlγ

µ(1− γ5)l
)

(2.15)

leading to vertices shown in Figure 2.3.

q

q
′

Wµ
γµ

√
2
(1− γ5)

l

νl

Wµ
γµ

√
2
(1− γ5)

Figure 2.3. Feynman diagrams of left handed fermion-W± vertices.

Linear combinations of W 3
µ and Bµ form the Z0 and the γ bosons, represented

by Zµ and Aµ respectively. They are also included in Equation 2.13 and generalized

as
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Aµ
Zµ

 =

 cos θW sin θW

− sin θW cos θW


Bµ

W 3
µ

 (2.16)

Given that the electromagnetic charge operator is Q, that the electromagnetic

charge is e and T3 = σ3/2, the Aµ definition is fixed by

g sin θW = g
′
cos θW = e and Y = Q− T3. (2.17)

The first equation links the SU(2)L, U(1)Y coupling constants to the electro-

magnetic coupling constant. The second equation fixes the fermion hypercharge,

electromagnetic charge, and isospin quantum numbers. Figure 2.4 illustrate the γ, Z0

interactions with fermions, where Qf indicates electromagnetic charge operation on

a fermion of flavor f .

f

f

Aµ eγµQf

f

f

Zµ
eγµ(σ3−2 sin2 θWQf )

2 sin θW cos θW

Figure 2.4. Feynman diagrams of fermion-Z/γ vertices.

Equation 2.11 also generates gauge self-interactions, shown in Figure 2.5.
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Wα

Wµ

Aµ/Zµ

WγWα

WβWµ

WγAα/Zα

WβAµ/Zµ

Figure 2.5. Feynman diagrams showing self gauge interactions in the electroweak
theory.

2.1.2.3 Spontaneous Symmetry Breaking (SSB) and the Higgs Mechanism

As discussed earlier, the W± and Z gauge bosons are massive, but the theory

built so far describes them as massless. The starting point for giving mass to these

gauge bosons is to explore the effects of introducing an SU(2)L doublet of scalar

fields φ(x) =
(
φ+

φ0

)
, where the φ0 is the ground state, and a potential V = −(µ2φ†φ+

h(φ†φ)2). The minimum of this potential is taken as the ground state of the system.

This vacuum has to be unique. This is because all the other states are computed as

pertubations from from the vacuum. The parameters µ, h are free and their boundary

conditions can also be explored. h < 0 represents an unphysical potential. h > 0 and

µ2 > 0 has a trivial minimum at φ = 0. Interesting conditions are when h > 0 and

µ2 < 0. When V is added to Equation 2.12, the not-so-free Lagrangian, still invariant

under SU(2)L × U(1)Y transformations, becomes

L = Lfree + V, where h > 0, µ2 < 0. (2.18)

V , with the free parameters restricted to conditions quoted in Equation 2.18

has a ground state φ0 with |〈0|φ0|0〉 |=
√
−µ2
2h
≡ v√

2
. There is an infinite number of

18



such degenerate states, each invariant under U(1) rotations but no longer invariant

under SU(2)L × U(1)Y . When one of these is chosen, the system is said to have

acquired a vacuum expectation value (VEV). Here, the symmetry group that any

of the ground states is invariant under, is denoted by U(1)Q to indicate that its

generator Q is different from the original hypercharge and isospin generators Y, I. The

Q represents electromagnetic charge and it is defined as I3 + Y/2. Since the ground

state is invariant under a symmetry different from L’s symmetry, SU(2)L × U(1)Y

is said to be spontaneously broken to U(1)Q. More specifically, 3 SU(2)L × U(1)Y

generators are broken and one U(1)Q generator is unbroken. This mechanism is called

spontaneous symmetry breaking (SSB). The Goldstone Theorem [14] states that for

every generator broken during SSB, the theory must contain a massless boson – a

Goldstone boson. For the SM Lagrangian, three Goldstone bosons are expected to

appear after SSB.

To generalize SSB the scalar doublet fields introduced above can be generalized

as

φ(x) = exp
(
i
σj
2
θj(x)

) 1√
2

 0

v +H(x)

 (2.19)

where the Goldstone bosons are represented by θj(x). The H(x) is a real scalar

field. The θj(x) fields can be eliminated from the Lagrangian by choosing an appro-

priate orientation in the ground state since the fields are still invariant under U(1)

rotations. The kinetic piece of Equation 2.18 becomes

(Dµφ)†Dµφ with Dµ ≡ ∂µ −
ig
′

2
Y Bµ − igIiW i

µ
(2.20)
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where W i
µ for i ∈ [1, 3] are associated with eliminating the 3 Goldstone bosons

through appropriate orientation adjustments and Bµ is associated with the unbroken

U(1) symmetry. Expanding this term shows that

W±
µ =

W 1
µ ∓ iW 2

µ√
2

gain masses M2
W± =

1

4
g2v2,

M2
Z =

M2
W

cos2 θW
and Mγ = 0.

(2.21)

SSB has effectively introduced masses to the massive gauge bosons and no

mass to γ owing to the unbroken U(1)Q symmetry. The most precise measurement of

MW± to date was performed using data collected by the CDF II detector: 80.385 ±

0.016 GeV [15]. Similarly, the most precise measurement of MZ is a combination

result from LEP experiments: 91.1876 ± 0.0021 GeV [16]. Expanding the kinetic

energy term shows that a new particle, a neutral Higgs boson corresponding to the

field H, with mass
√

2hv is introduced. The mechanism with which the gauge bosons

gain mass and a neutral Higgs boson appears is called the Higgs Mechanism.

2.1.3 The Higgs Boson

The mass of the Higgs boson was a free parameter in the Standard Model until

July 2012, when it was measured to be 125.09±0.24 GeV [17] from data collected by

LHC experiments. While several of its interaction modes have already been observed,

the SM predicts that it couples to gauge bosons, at tree level or through a loop, and

to fermions.

Figure 2.6 shows the allowed Higgs vertices and their coupling strengths. For

interactions with massive gauge bosons the coupling strengths are proportional to the

square of the gauge boson mass. For interactions with fermions the coupling strengths

are proportional to the fermion mass mf . The coupling strengths with fermions are

20



called Yukawa couplings. Through SSB, fermions gain mass from interacting with

the Higgs field.

Z

Z

H 2M2
Z

v

W±

W∓

H 2M2
W

v

Z

ZH

H

M2
Z

v2

W±

W∓H

H

M2
W

v2

f

f

H
mf

v

Figure 2.6. Feynman diagrams showing SM neutral Higgs boson vertices with Z and
W±.

From the discussion in the preceding section, it is clear that the Higgs field does

not interact with massless bosons. The Higgs boson however, couples indirectly to

the massless bosons – γ and gluon. Figure 2.7 shows some of the one loop Feynman

diagrams through which the Higgs boson interacts with photons and gluons.

2.1.3.1 Production and decay of the Higgs boson in pp collisions

During a pp collisions the Higgs boson may be produced from gluon and quark

interactions, through any of the vertices described above. The main production

modes, where V represents a W± or a Z, are

1. gluon fusion (ggF) : gg → H; an inversion of the diagram in Figure 2.7(a);

2. vector boson fusion (VBF) : qq̄ → V V qq̄ → Hqq̄;

3. associated production with a vector boson : qq̄ → V H.

4. and associated production with top : gg, qq̄ → tt̄H;
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q

g

g

H

(a)

W±

γ

γ

H

(b)

Figure 2.7. Feynman diagrams showing SM neutral Higgs boson vertices with photons
and gluons.

The diagrams for these production modes are shown in Figure 2.8. Figure 2.9(a)

shows distributions of cross sections for all the production modes, when the protons

are collided at an energy of 8 TeV, versus the mass of the Higgs boson. For a

125 GeV Higgs boson, the ggF production mode significantly dominates, followed by

VBF. Other production modes have significantly lower cross sections.

The Higgs boson can decay through any of the vertices discussed already. Fig-

ure 2.9(b) shows distributions of the branching fractions for these decay modes, plot-

ted against the Higgs boson mass. At 125 GeV, the most dominant decay mode is bb̄,

followed by WW . Although bb̄ is dominant, most experiments search for the Higgs

boson through the WW decay mode because the former suffers from significantly

larger backgrounds than the latter. As a matter of fact, the analysis presented in this

text searches for evidence of the Higgs boson through the WW decay channel. This

discussion will be revisited in Chapter 7.
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Figure 2.8. Feynman diagrams showing SM neutral Higgs boson production modes
in pp collisions. Taken from Ref [18].
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Figure 2.9. Plots showing distributions of expected cross sections for SM Higgs boson
production modes in pp collisions, and branching ratios for its decay modes, plotted
against the Higgs mass. Taken from Ref [19].

2.2 Exclusive Particle Interactions

2.2.1 Overview of exclusivity or diffraction

pp collisions can be grouped into two categories: elastic and inelastic. During

elastic collisions the two protons scatter and emerge out of the collision intact. During
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inelastic collisions either one or both protons may dissociate after collision. Remnants

of dissociation eventually fragment and hadronize, as discussed in detail in Section 4.1.

Diffraction is a term widely used in optical experiments, where a beam of light

is separated into its multiple components by frequency or wavelength. It is important

to note that in that usage the sum of the components is exactly the same as the

original beam of light. In pp collisions, the term diffraction is used to refer to cases

where no quantum numbers from the two protons are exchanged during the collision,

such that the outgoing particles are just components of the incoming protons. More

precisely, a virtual particle is exchanged during the pp collision. Elastic processes are

trivially diffractive. Inelastic processes may or may not be diffractive.

Although the pp collision may be at high energy, the actual momentum ex-

changed during the scattering in diffractive processes is by comparison small. In that

sense, diffractive processes fall in the ‘soft’ energy regime where pertubative QCD

does not apply. The Regge Theory [20] was the first attempt at modelling this phe-

nomenon.6 Here, the amplitude of the diffractive scattering is given by the sum of

all possible virtual exchange particles. The most dominant of these virtual particles

in this theory is known as the Pomeron. Several models have since substituted this

pomeron with other options. One such model is discussed in Section 2.2.2.

Inelastic diffractive processes in which one of the protons dissociates is known as

Single Dissociation (SD). Inelastic diffractive processes in which both protons dissoci-

ate is known as Double Dissociation (DD). In this text, elastic, SD and DD processes

are collectively referred to as exclusive. The motivation behind this nomenclature will

become clear in Section 2.2.2.

During an exclusive pp collision photons may be exchanged. This exchange does

not change the original quantum numbers of the colliding protons. With large enough

6It is important to note that this theory has since been replaced by QCD.
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momentum, the photons may interact to form a pair of W± (pp(γγ) → ppWW ))

bosons through one of the vertices shown in Figure 2.5. Such a quartic gauge coupling

is interesting. Efforts have been made to measure its cross section. This process may

be elastic, SD or DD. Figure 2.10 illustrates these possibilities, where X represents

the remnants of proton dissociation.

γ

γ

p1

p2

p1

p2

W−

W+

(a) Elastic

γ

γ

p1

p2

W−

W+

(b) Single Dissociative (SD)

γ

γ

p1

p2

W−

W+

(c) Double Dissociative (DD)

Figure 2.10. Diagrams showing exclusive processes through photon exchanges, pro-
ducing a pair of W± bosons.

The cross section for the pp(γγ) → ppWW process shown in Figure 2.10 is

calculated using the equivalent photon approximation (EPA) [21, 22]. In EPA the

photons are described by equivalent photon distributions f(x). f(x) is the probability

of a photon that carries a fraction of proton energy x to be emitted by the proton

during the pp collision. The cross section σEPA
pp(γγ)→ppWW is then

σEPA
pp(γγ)→ppWW =

∫∫
f(x1)f(x2)σγγ→WW (m2

γγ)dx1dx2 (2.22)

where mγγ is the center of mass energy of the two-photon system. This formula-

tion has been used in several experiments to describe exclusive dilepton7 results [23–

26].

7Replace the W±-pair with leptons in Figure 2.10.
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2.2.2 Production of the exclusive Higgs boson

With enough shared momentum during a diffractive pp collision, a 125 GeV

Standard Model Higgs boson (see Section 2.1.3) can be created through an exchange

of either photons or gluons. From the production cross sections shown in Figure 2.9(a)

the exchange of gluons is much more preferable than the exchange of photons. The

interaction between the Higgs boson and the gluons is done through a top quark loop.

Since exchange of gluons would alter the quantum numbers of the initial and final

state protons, another gluon is exchanged during the collision to neutralize the overall

color. The Feynman diagram in Fig. 2.11 illustrates this process.

x1

x
′
1

x
′
2

x2

t

p1

p2

p1

p2

H

Figure 2.11. Feynman diagram showing the production of the exclusive Higgs boson.

The Khoze-Martin-Ryskin (KMR) model [27] calculates the cross section for

this process, and formulates it as

σpp(gg)→ppH ∝ σ̂(gg → H)

(∫
dQ2

t

Q4
t

fg(x1, x
′

1, Q
2
t )fg(x2, x

′

2, Q
2
t )

)2

. (2.23)
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Here, σ̂(gg → H) is the cross-section for the gluon fusion process that produces

the Higgs boson. This quantity can be read directly from Figure 2.9(a). The functions

fg [28] are the generalized gluon densities for the finite proton size, that take into

account the impact parameter. The variables x1 and x2 are the fractions of the

momenta carried by the gluons that contribute to the production of the Higgs boson,

with respect to the momenta of the protons p1 and p2. The variables x
′
1 and x

′
2 are

the fractions of the momentum carried by the exchanged third gluon with respect to

the momenta of the protons p1 and p2 as shown in Fig. 2.11. These gluon densities

are integrated over the exchanged (third) gluon transverse momentum Qt.

For a 125 GeV Standard Model Higgs boson in all decay modes, a total pro-

duction cross-section of 3 fb is predicted when the protons collide at center-of-mass

energy 8 TeV. The decay modes for the exclusive Higgs boson are the same as those

discussed in Section 2.1.3.1, and the branching ratios are identical to those shown in

Figure 2.9(b). The analysis discussed in Chapter 7 conducts a search for events in

which an exclusive Higgs boson is created in pp collision at a center-of-mass energy

of 8 TeV.

2.3 Minimal Supersymmetric Standard Model

The hierarchy problem alluded to in Chapter 1 induces a discrepancy in the

predicted and observed Higgs boson masses. To match the observed Higgs mass, the

SM has to be fine-tuned by subtracting semi-divergent terms from the Lagrangian. To

reduce this fine-tuning, the Minimal Supersymmetric Standard Model (MSSM) [29]

postulates that for each particle predicted by the SM there exists a super-partner with

different quantum numbers. Adding such particles does reduce the level of fine-tuning

required on the SM and moderates corrections to the Higgs mass. In this framework,
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the Higgs boson becomes a member of a family of Higgs bosons, and is referred to

as h.8 In this specification, MSSM is referred to as hMSSM [30]. In addition to h,

hMSSM predicts 4 more Higgs bosons: two charged H±, one CP-even H, and one

CP-odd A.

2.3.1 Two-Higgs-Doublet Model

One of the models that predict a family of Higgs bosons is the Two-Higgs-

Doublet Model (2HDM) [31]. The phenomenology of this model is categorized into

two classes: type-I and type-II. The type-II model corresponds to the hMSSM. MSSM

is built on two Higgs doublet fields

φ1 =

φ+
1

φ0
1

 with VEV 〈φ1〉 =
v1√

2
, and,

φ2 =

φ+
2

φ0
2

 with VEV 〈φ2〉 =
v2e

iθ

√
2
.

(2.24)

In type-I 2HDM all fermions couple to one of the Higgs doublets, while in type-

II up-type quarks couple to a different doublet from down-type quarks. Following

the strategy used to construct SSB in the preceding section, the doublet fields can be

generalized as

φ1 =

 φ+
1

h1+v1+ig1√
2

 ,

φ2 =

 φ+
2

h2+v2eiθ+ig2√
2

 .

(2.25)

8In preceding sections h was represented by H. Apologies for the expected confusion.
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The total Lagrangian for the system is L = Lkin + Lpot + LY ukawa, which is a

sum of kinetic, potential and Yukawa terms. L is required to conserve both charge

and charge-parity (CP) symmetries, just like the Lagrangian in the SM. The potential

term, Lpot = 〈φ†|V |φ〉 is built by

V = −µ2
1Â− µ2

2B̂ + h1Â
2 + h2B̂

2 + h3(Ĉ2 + D̂2) + h5ÂB̂ (2.26)

where

Â ≡ φ†1φ1, B̂ ≡ φ†2φ2, Ĉ ≡ <(φ†1φ2), D̂ ≡ =(φ†1φ2).

This potential is designed to conserve both charge and parity symmetries as

well. The µi, hi are free terms that eventually define the Higgs masses. From these

parameters the Higgs bosons H, h,A and (H±) emerge. The studies presented in

this text are concerned only with H±. Present discussion is therefore limited to H±.

Moreover, since the 2HDM Lagrangian is invariant under charge transformations, H±

is referred to as H+, ignoring charge.

In this setup both doublets can have real vacuum expectation values (VEVs).

The ratio of these VEVs is known as tan β. The entire parameter space of this Higgs

sector is defined by tan β and the mass of H±, mH± .

The minimum conditions on V give rise to the following solutions
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v2
1 =

h1 − h2 ± Z1

2(h1 − h+)(h2 − h+)

v2
2 =

h2 − h1 ± Z2

2(h1 − h+)(h2 − h+)

Z1 =

√
(h1 − h2)2 − 4(h1 − h+)(h2 − h+)

[
(h+v2 − µ2

1)(h+v2 − µ2
2)− µ4

3

4

]

Z2 =

√
(h1 − h2)2 − 4(h2 − h+)(h1 − h+)

[
(h+v2 − µ2

2)(h+v2 − µ2
1)− µ4

3

4

]
(2.27)

giving rise to the following higgs masses

m2
H± = −h3(v2

1 + v2
2) + µ2

3

v2
1 + v2

2

v1v2

m2
A0 =

1

2
µ2

3

v2
1 + v2

2

v1v2

(2.28)

and

m2
H0,h0 = h1v

2
1 + h2v

2
2 +

1

4
µ4

3(tan β + cot β)

±
√[

h1v2
1 − h2v2

2 +
1

4
µ4

3(tan β − cot β)

]2

+

(
2v1v2h+ −

1

2
µ2

3

)2

.

(2.29)

Expanding the potential term of the Lagrangian reveals that H+ can interact

with other Higgs bosons in the sector, with a coupling strength dependent on the

VEVs of the doublets, which is tan β.

The kinetic term of the Lagrangian is

Lkin = (Dµφ1)†(Dµφ1) + (Dµφ2)†(Dµφ2) (2.30)

where Dµ = ∂µ + gLiW
i
µ + g

′
L4Bµ. The i index runs from 1 to 3. Li and L4 are

4 × 4 matrices. Expanding this term reveals that the charged Higgs boson can also

interact with gauge bosons, with vertices such as ZH+H−.
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Interaction of 2HDM Higgs bosons with fermions is governed by the Yukawa

term in the Lagrangian

− LY ukawa = ηDijQiLφ1DjR + εUijQiLiσ2φ2UjR + leptonic sector + ... (2.31)

η0
ij, ε

0
ij are non-diagonal 3×3 matrices and i, j denote quark family indices. QiL

denote the quark weak isospin left-handed doublets. DjR, UjR denote the up-type

and down-type weak isospin right-handed singlets respectively. The leptonic sector is

similar to the quark sector. One Higgs doublet couples to the up-type fermions (φ2)

and the other couples to the down-type fermions.

2.3.2 The charged Higgs boson

Unlike the Standard Model Higgs boson mass, the charged Higgs boson mass is

a free parameter in the 2HDM. As already mentioned, tan β is also a free parameter.

Analyses presented in this text scan through the mass of the charged Higgs boson.

Expanding Equation 2.31 reveals that couplings to fermions, gH+(ud), are dependent

on tan β:

gH+(ud) = md tan β(1 + γ5) +mu cot β(1− γ5) (2.32)

Figure 2.12 shows the allowed vertices between H+ and fermions, as well as

with the SM Higgs boson h.

2.3.2.1 Production & decay in pp collisions

Production of the charged Higgs boson from pp collisions depends on its mass,

mH+ . For mH+ less than the mass of the t quark, mt, the dominant mode of produc-

tion is through the t → bH+ process. For mH+ greater than mt production of the
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νl
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W+

h
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Figure 2.12. Feynman diagrams showing tree level charged Higgs vertices.

charged Higgs in association with a top quark is dominant. Figure 2.13 shows such

tree-level diagrams. The most dominant process for t production is gg → tt̄ (known

as tt̄);

(a) Top decay (b) Top association – 4FS (c) Top association – 5FS

Figure 2.13. Feynman diagrams showing charged Higgs production.

For mH+ < mt the charged Higgs is produced when one of the t decays to a

bottom quark. Clearly tt̄ events constitute a major background to the charged Higgs

when conducting a search. When calculating amplitudes for these production vertices,

the quark family is assummed to contain just 4 flavors of quarks (u, d, c, s). The b

quark is included in the models only when it is necessary. For mH+ > mt production

can be through gb → tH+. Since the b is included in this process, the scheme is

known as the 5=flavor scheme. A 4-flavor scheme is gg → tbH+. Using mt as a
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boundary, charged Higgs bosons with mass less than 165 GeVare referred to as light;

those with mass greater than 200 GeVare heavy, otherwise they are intermediate.

Figure 2.14 shows the total production cross section for a charged Higgs with

mH+ = 200 GeV plotted against tan β, produced at pp collision center-of-mass energy

of
√
s = 13 TeV.

βtan 

10 20 30 40 50 60

 [p
b]

-
 tH

→
pp

 
σ

1−10

1

10

210

= 13 TeVs

=200 GeV-Hm

L
H

C
 H

IG
G

S
 X

S
 W

G
 2

01
6

matched

4FS

5FS

Figure 2.14. Plots of the charged Higgs production cross section against tan β at√
s = 13 TeV collision energy, for mH+ = 200 GeV.

The H+ can decay through any of the vertices in Figure 2.12. Modes with

interactions between H+ and other Higgs bosons in the Higgs sector are very low,

so they are ignored. Figure 2.15 shows branching fractions for the significant decay

modes for H+ in the MSSM as a function of mH+ . The mmod+
h alludes to the fact

that h is taken with a mass of 125 GeV, so the branching ratios corresponds to an

hMSSM scenario at tan β = 10 and 50. At both tan β = 10 and 50 the dominant

decay mode is tb̄ for mH+ > 200 GeV. This is followed by the τντ mode, which is

in fact more dominant at low mH+ . Due to its low expected background, with at

least 10% branching ratio the τντ mode is more attractive than the tb̄ mode due to

copious background contamination in the latter. The analysis presented in this text
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searches for evidence of H+ through the τντ mode. This discussion will be revisited

in Chapter 6.
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Chapter 3

Experimental Setup

This chapter introduces the Large Hadron Collider and the ATLAS detector. The

Large Hadron Collider is discussed in Section 3.1, and the ATLAS detector is pre-

sented in Section 3.2.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [3] is a 27 km-long underground syncrotron

designed to accelerate and collide protons. For this reason, it is also referred to as

an accelerator. It is located in a tunnel on the border of France and Switzerland, in

which the Large Electron-Positron (LEP) collider [32] once sat. Designed to accelerate

beams of protons to a maximum energy of 7 TeV and to collide them at a total center-

of-mass collision energy (
√
s) of 14 TeV, it is the largest accelerator ever built and

collides the most energetic sub-atomic particles to date.

The fundamental principles on which an accelerator operates are complex. Ref-

erence [33] provides a detailed introduction to such principles. For a syncrotron built

in a tunnel such as the LHC, particles are constrained in the circular path by dipole

magnetic fields pointed in and out of the ground. Deviations in the directions parallel

to the dipole magnetic fields are controlled by quadrupole magnetic fields. In other
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words, a series of dipole magnets is used to control circular motion, and a series of

quadrupole magnets is used to focus the particles in a narrow aperture. Acceleration

of particles is handled by electric fields pointing in the same direction as the parti-

cles’ direction. In a circular arrangement such as in a syncrotron, these fields cannot

be produced by a direct current voltage because the particles will get no overall ac-

celeration over one cycle. Rather, an alternating voltage is used so that while the

particles are accelerated at selected points in the circle, they do not decelerate at

other points in the circle. These alternating fields are provided by radio-frequency

(RF) cavities, whose frequency must always be an integer multiple of the particle

revolution frequency. This arrangement causes particles of similar energies to group

together, forming bunches of particles rather than a homegenous beam of particles.

The LHC is part of a series of connected particle accelerators that make up the

accelerator complex, shown by the schematic in Figure 3.1. First, hydrogen atoms are

stripped of their electrons by an electric field in the Linear Accelerator 2 (Linac2) [34].

The resultant protons are accelerated by alternating electric fields due to an RF cavity

arrangement in the Linac2. This splits the beam into multiple bunches of protons

that eventually emerge from the other end of the Linac2 at 50 MeV into the Proton

Syncrotron Booster (PSB) [34]. The PSB uses superconducting dipole and quadrupole

magnets to direct the proton bunches in a circular path and focus the beam into an

aperture respectively. It also uses an RF cavity arrangement to accelerate the protons

and split the beam even further.

Protons emerge from the PSB at 1.4 GeV into the Proton Syncrotron (PS) [34].

The PS is slightly larger than the PSB but the magnet and RF cavity arrangement

is similar. The beam is fed into the Super Proton Syncrotron (SPS) [34]. The SPS

further splits the proton beam, accelerates the protons to 450 GeV and injects them
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into the LHC, which finally ramps their energy to 7 TeV. During Run I, the LHC

ramped protons to 4 TeV and during Run II it ramped them to 6.5 TeV.1

The LHC achieves this acceleration through the use of higher-frequency RF

cavities. The protons are also kept in the circular tunnel and focused by stronger

dipole and quadrupole superconducting magnets respectively. More specifically dipole

superconducting magnets, with a current of 11850 A, provides a 8.33 T peak magnetic

field. Superconducting quadrupole magnets, with a current of 11870 A, provide a

6.85 T peak magnetic field. 400 MHz RF cavities are used for acceleration, with

a total voltage of 16 MV. This setup produces a beam, which is made up of 2808

bunches of length 7.55 cm, of radius 16.7 µm upon collision. With this nominal setup,

on average there are 1.15 × 1011 protons in each bunch. During Run I each beam

comprised 1374 bunches, and the number of protons in each bunch ranged between

1.6→ 1.7×1011. During Run II each beam comprised 2076 bunches, and the number

of protons in each bunch was about 1.18×1011. The number of collisions during each

bunch crossing is known as in-time pileup, while the number of overlapping collisions

from separate bunch crossings is known as out-of-time pileup. During Run I and Run

II pileup of 40 was observed; the design pileup is 20. Table 3.1 summarizes these

parameters.

Parameter Run I Value Run II Value Design Value

Beam Energy [TeV] 4 6.5 7
Bunch spacing [ns] 50 25 25
Protons per bunch 1.7× 1011 1.18× 1011 1.15× 1011

Collisions per bunch crossing 40 40 20

Table 3.1. Values of some of LHC parameters during Run I (2010→2012) and Run
II (2015→16). The design values are also listed.

1Run I and Run II are defined in the Introduction
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Red arrows in Figure 3.1 illustrate the proton beam passage through this ac-

celerator complex.

Figure 3.1. The accelerator complex for the LHC. Apart from accelerating protons,
the LHC is also used to accelerate and collide heavy ions. Arrows represent the par-
ticles’ pathway from production to collision, with a key at the bottom left indicating
the type of particle.

In addition to accelerating protons, the LHC is also accelerates heavy ions.

Passage of such ions is illustrated by arrows in Figure 3.1 as well, as defined in the

key. Collisions in the LHC are done at 4 points, at which high resolution detectors are

built: ATLAS [35] on which the work for this thesis was done, CMS [36], LHCb [37]

and ALICE [38].

A major LHC goal is to produce rare physics processes in abundance through

proton-proton (pp) collisions. The number of events per second Nprocess during which
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such rare process are produced is proportional to the cross-section σprocess of the

process in question:

Nprocess = Lσprocess (3.1)

where L is a property called luminosity. The integral of luminosity over a time

of LHC operation T is usually quoted:

L =

∫ T

0

Ldt. (3.2)

From Equation 3.1 Nprocess is optimized by either increasing L, σprocess, or both.

σprocess is directly proportional to
√
s, which is in turn directly proportional to beam

energies. To increase σprocess, two options are available:

1. the superconducting dipole magnets used to control the beam’s circular path

could be upgraded while keeping the circular path constant;

2. or the radius of the LHC could be increased.

Superconductivity in general is a very active area of modern research and the LHC

has exploited the most current results. The second option is under serious considera-

tion [39] for future generation colliders. A more feasible strategy to optimize Nprocess

would be to optimize L whose parameters are shown in Equation 3.3, rather than

σprocess.

L ∝ N2
b nbfrevγr
4πεnβ∗

(3.3)

Nb is the number of protons in a bunch, nb is the number of bunches in a

beam, frev is the beam revolution frequency, γr is the relativistic gamma factor at

the collision point, εn is the normalized transverse beam emittance and β∗ is the

beta function at the collision point. Beam emittance is a measure of the beam size
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in angular and position phase space. At the LHC it is measured in µm rad and it

is not always constant during beam acceleration. In contrast, the normalized beam

emittance, εn, is always constant and therefore more useful in optimizing L. β∗ is

the width of the beam divided by its emittance. So for low β∗ and εn the chance of

protons colliding increases, in turn increasing L.

As the proton beam traverses the collider ring, it forms a current and hence a

magnetic field around itself. Upon bunch collision, the colliding protons may be de-

flected by fields induced by the magnetic fields due to each beam. The beam crossing

angle is designed to be kept at 285 µrad to tune the protons against these deflections.

A larger crossing angle would lead to emittance growth and beam instabilities.

During Run I, the LHC reached L = 7.7× 1033cm−2s−1. During Run II, reached

L = 1.2× 1034cm−2s−1. Figure 3.2 shows distributions of the peak luminosity during

Run II (2016 data-taking period) and during Run I. At the end of Run I the LHC

delivered 20.3 fb−1of data and by July 2016 during Run II

(a) Run I. Taken from Ref [40] (b) Run II. Taken from Ref [41]

Figure 3.2. Peak luminosity from the LHC during Run I and Run II.
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Figure 3.3. The coordinate system used by the ATLAS experiment to describe the
ATLAS detector.

3.2 The ATLAS Detector

ATLAS [42] is a multipurpose cylindrical detector built around one of the LHC

collision points; this particular collision point is referred to as Point 1 (P1) in this

thesis. The ATLAS detector comprises a group of pixel detectors and drift-tubes for

tracking, calorimeters for energy measurements, and the muon spectrometer dedicated

to muon tracking. The coordinate system used to describe this composite arrangement

of sub-detectors is a right-handed one with the origin at the nominal interaction point

(IP) in the center of the detector and the z-axis along the beam direction. The x-

axis points from the IP to the center of the LHC ring and the y-axis points upward.

Cylindrical coordinates (r, φ) are used in the transverse (x, y) plane, φ being the

azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the

polar angle θ as η = − ln tan(θ/2). The angular distance ∆R in the η-φ space is

defined as ∆R =
√

(∆η)2 + (∆φ)2. Figure 3.3 illustrates this arrangement.
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3.2.1 The Inner Detector

The Inner Detector [43] (ID) is the innermost detector in ATLAS. Its two main

goals are to track charged particles, some of which are short-lived, and to determine

their transverse momenta, pT. The first goal is achieved by reconstructing data from

three sub-detectors that track the path of any charged ionizing particle. The second

goal is achieved by bending the charged particle paths in a 2 T magnetic field due to a

superconducting solenoid that sorrounds the three aforementioned sub-detectors. In

this setup, the ID is therefore incapable of determining the pT of chargeless particles

such as photons. The two innermost sub-detectors are the Pixel Detector [44] and the

Semiconductor Tracker [45] (SCT), which both rely on semiconductor technology. The

outermost sub-detector is the Transition Radiation Tracker [46] (TRT) and it relies

on drift tube technology. The 3 sub-detectors are arranged in concentric cylinders

around the IP. These cylinders are called barrel components of the sub-detectors.

There are also forward or end-cap components dedicated high-η particle tracking.

All-in-all the entire ID structure, including the 2 T solenoid, sits in a 115 cm radius

cylindrical cavity with a 7 m total length in the z direction. The ID components are

shown in Figure 3.4.

3.2.1.1 Semiconductor Technology

Semiconductor technology is widely used in modern image capturing devices. A

case in point is a digital camera sensor, which comprises millions of modular sensors.

A sensor of this kind is normally made up of a depletion zone and an electronics

readout system. A depletion zone is a connective region between two very differently

charged regions of a semiconductor when a charge equilibrium is achieved; one region

is doped with impurities such that there are more free electrons than there are positive
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Figure 3.4. A cutaway view of the ATLAS Inner Detector.

ions, while the other region is doped such that the opposite is true. The connection

between these two regions is known as a negative-positive (np) junction because of

the polar opposite charge populations in the two regions. As the free electrons near

the np junction on the n-side drift towards the positive ions on the p-side, the region

around the junction eventually achieves charge equilibrium. When this happens the

region is known as the depletion zone, and the number of free electrons in the semi-

conductor is minimized. The depletion zone is therefore a good candidate region for

detecting ionizing particles.

In a modern camera sensor, a photon with energy of a few eV deposits all its

energy in the depletion zone. A bunch of these deposits can knock of enough electrons

to form a signal, which is amplified and digitized by the electronics readout system

of the sensor. Contrastingly, in high energy experiments particles with energy of

several GeV pass through the depletion zone, ionizing the material and leaving a trail
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of electrons that could be collected as signal. Because of this, pixels are used for

tracking rather than for energy measurement.

The ATLAS Pixel Detector is a good example of a semiconductor detector in

high energy physics. As the sub-detector closest to the IP, it is designed to withstand

intense radiation and yet provide high resolution precision tracking capabilities. Dur-

ing Run I it was segmented into 3 barrel layers and 3 end-cap layers, mounted on

circular wheels. Expecting higher particle rates in Run II, an additional layer called

the Insertable B-Layer [47] (IBL) was added to become the innermost layer in the

barrel. The building block in all these layers is the module, which is a group of 46080

pixels sensors. Each pixel in the IBL is 50× 250 µm2 and 50× 400 µm2 everywhere

else, in φ × z in the barrel and φ × r in the end-caps. The cylindrical arrangement

of the modules ensures that the interaction point is covered by as much area as pos-

sible. This arrangement achieves a spatial resolution of 8 × 40 µm2 in the IBL and

10 × 115 µm everywhere else. With 1456 barrel modules and 288 disk modules, ex-

cluding the IBL, the Pixel Detector covers |η|< 2.5 and 5 < r < 12 cm. The cut-out

view of the Pixel Detector in Figure 3.5 shows layer segmentation in both the barrel

and end-caps.

The SCT, which is a cylindrical sub-detector that sits immediately outside the

Pixel Detector, is another example of a semiconductor detector in ATLAS. Covering

30 < r < 52 cm, a region expected to receive lower particle rates than that covered by

the Pixel Detector, the SCT affords to use slightly less expensive sensors. The sensors

in this case are silicon microstrips which are larger than the pixels used in the Pixel

Detector. Read-out electronics are located on one end of each strip, covering only

one spatial dimension. To access the second spatial dimension, another microstrip

is placed at a slight angle to the original strip. The result of this rather forced

arrangement is that modules in the SCT are different from those in the Pixel Detector.
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Figure 3.5. A cutaway view of the ATLAS Pixel Detector, which is the innermost
sub-detector of the Inner Detector.

Four strips are laid on top of a baseboard used for support. Another set of four

perpendicular strips are further laid at the bottom of the same baseboard. The

crossing between the top and bottom strips covers 16 × 500 µm2 rectangles. This

arrangement achieves a spatial resolution of 17×580 µm2. While the barrel component

of the SCT is made up of 4 layers, the endcap region is covered by 9 annular disks

on each side, as shown in Figure 3.6. The module arrangement is the same in both

regions, covering |η|< 2.5.

3.2.1.2 Drift Tube Technology

Drift tube technology is a relatively older technique for detecting ionizing parti-

cles through a gaseous medium. A more complete discussion of this and other related

technologies is reserved for Section 3.2.3. In a nutshell however, a drift tube is a

gas-filled cylindrical hollow tube with a thin anode wire on the center and cathode
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Figure 3.6. A schematic diagram of the ATLAS SCT.

walls. As an ionizing particle passes through the gas it liberates electrons from atoms,

leaving behind positive ions. The electrons drift towards the positive wire at a much

greater speed than the positive ions do towards the tube walls. The electrons are

collected and converted to signal.

The basic sensor for the TRT is a 144 cm long drift tube whose walls are made

of Kapton, a polymide well known for its stability over a wide range of temperatures,

and are kept at negative potential. A 30 µm in diameter gold-plated tungsten wire

goes through its center and is kept at positive potential. The gas in the tube is a

mixture of 90% Xe , 27% CO2 and 3% O2. The O2 is added to increase electron drift

velocity towards the tungsten wire and improve the time resolution. The TRT barrel

region is made up of three identical layers, where each layer is a module. Each layer

is made up of 32 drift tubes, which are laid parallel to z. The three layers cover a

range in 56 < r < 107 cm, and |z|< 72 cm. This corresponds to and coverage of

|η|< 0.7. The endcap region comprises 18 layers on each side, making up 224 tubes

on each side, and covering 83 < |z|< 340 cm. This corresponds to 0.7 < |η|< 2.5.

The overall resolution achieved with this arrangement is approximately 130 µm.
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3.2.2 Calorimeters

Calorimeters are detectors in particle and nuclear physics that measure the

energy of particles by inevitably absorbing all of the particle’s energy and converting

it into heat. This absorption can be through scintillation, ionization or cherenkov

radiation, among several other options through which the candidate particle can

interact with matter. Scintillation and ionization are most commonly used to detect

high energy particles.

For scintillation the candidate particle excites electrons that are subsequently

de-excited, emitting photons which are multiplied and turned into signal. Detectors in

which the electrons are excited from molecules are known as organic scintillators, while

those in which the electrons are excited from atoms are called inorganic scintillators.

Inorganic scintillators tend to have a higher photon yield than organic scintillators so

they are widely used in high energy experiments. Organic scintillators are therefore

outside the scope of this thesis. For inorganic scintillators, the atomic medium is a

high density crystal of low cost material. Electrons in the valence state are excited by

the ionizing particle to a conduction state, leaving a hole in the valence state. Upon

de-excitation, a photon is emitted and is turned into signal. To minimize the de-

excitation response time impurities whose energy levels lie between the valence band

and the conduction band are added to the material. This offers the excited electrons

a faster de-excitation option, drastically improving the detector time resolution. For

ionization detectors on the other hand, electrons on average rarely get de-excited from

the conduction state. Rather, they are collected and the resultant current is turned

into signal.

In the ionization case, excited electrons are in general so energetic that they

further interact with matter, producing secondary and tertiary particles that in turn
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produce other particles of lower energy. This creates a particle shower whose shape

can be studied to reconstruct the original particle energy. The primary interaction of

electrons and matter at high energy is primarily through deflection by atomic nuclei,

emitting photons which in turn decay into an positron-electron (e+e−) pair. The e+e−

pair in turn interacts similarly, producing even more e+e− pairs until their energies

are below an energy where the main form of dissipation is ionization and excitation

rather than the creation of other particles. A particle shower initiated by leptons

and photons through electromagnetic processes is known as an electromagnetic (EM)

shower, and the medium of the calorimeter in which it develops is known as an

absorber. The EM shower depth is characterized by a property of the absorber called

radiation length X0, which is the length on which an electron of energy E loses its

energy to E/e. Its transverse spread is in turn determined by multiple scattering of

electrons and positrons away from the shower axis.

Particle showers can also be initiated by hadrons through strong interactions

with the absorber, producing a hadronic shower that is relatively more complex than

an EM shower. For high energy hadrons, energetic secondary particles (at GeV scale,

and with usually high pT ) are produced from partonic interactions and the subse-

quent hadronization. The secondary particles could be charged hadrons such as pions,

Kaons and protons, or neutral hadrons such as neutrons and neutral pions (π0). π0 s

immediately decay to a pair of photons, each of which subsequently initiates an EM

shower within the parent hadronic shower. As a result, a third of a hadronic shower

is electromagnetic. All the other hadrons re-interact with the absorber just like the

primary hadron, until a critical energy is reached. The primary hadron can also ini-

tiate nuclear excitations and nuclear spallations that result in low energy secondary

particles. These usually have energies below the critical energy and rarely contribute

to shower development. In contrast to em showers, hadronic shower depths are char-
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acterized by the nuclear interaction length λI , defined as the average length in the

material traveled by a hadronic particle before inelastically interacting with another

nucleus. Just like X0, λI is a property of the absorber. Because of the relatively large

pT that the secondary particles have, hadronic showers are in general wider than EM

showers.

To measure the energy of the primary particle, calorimeters are designed to

contain the entire shower. Because of the clear differences between EM and hadronic

showers, EM calorimeters are dedicated to containing EM showers while hadronic

calorimeters are dedicated to containing hadronic showers. Both calorimeters could

be homogenous or sampling. For the former, the shower is contained in a homogenous

material that acts as both an absorber and an active medium where the shower is

detected. The latter is made up of alternating layers of an absorber and active mate-

rials. One advantage that a sampling calorimeter has over a homogenous calorimeter

is that the absorber and active materials can be optimized separately, allowing con-

struction of a more compact calorimeter. The absorber could be made of a very dense

material such as Fe, Pb or U, while the active material could be made of liquid Ar

or Si detectors. Since only a part of the shower is detected, the energy resolution in

a sampling calorimeter is usually lower than in a homogenous calorimeter.

The ATLAS calorimeter system [48] is made up of a dedicated set of sampling

calorimeters that cover up to |η|< 4.9. These calorimeters are can be grouped into

the Liquid Ar Calorimeter [49] (LAr) and the Tile Calorimeter [50], where the Tile

Calorimeter is designed to contain hadronic particle showers and the Lar Calorimeter

has dedicated components for both hadronic and EM particle showers.
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3.2.2.1 Liquid Argon Calorimeter

As show in Figure 3.7 the LAr Cal is made up of the Electromagnetic Calorime-

ter (EM Cal), the hadronic end-cap (HEC) and the forward calorimeter (FCAL). For

most of the LAr the absorber material is Pb, held in place by a thin layer of stainless

steel and molded into an accordion shape. In parts of the FCAL and the HEC Pb is

replaced by Cu and W as the absorber material to accommodate higher particle rates.

The active material in all components is liquid Ar, filled in between Pb, Cu or W to

a 2 mm width. Electrode boards that are molded into accordion shapes are placed

inside the liquid Ar to collect electrons from the particle showers. These electrons are

amplified and constitute signal.

The barrel component of the EM Cal is made up of two half wheels that are

each made up of 1024 absorber sheets. It covers up to |η|< 1.475 and r < 22X0. A

1 cm thick liquid Ar region with electrodes perpendicular to the beam axis is at the

innermost surface of the barrel EM Cal to act as a presampler. A cell is defined in η

by etching the electrode boards and in φ by grouping 4 electrode boards. Overall, the

EM Cal end-caps cover 1.375 < |η|< 3.2. Each end-cap is made up of to concentric

wheels. The inner wheel has 256 absorbers and the outer wheel has 768 absorbers.

The presampler for this region is similar to the barrel region except that it is 5 mm

thick. The copper absorbers in the HEC are 25 mm thick, interleaved with 7.4 mm

thick liquid Ar. The FCal on the other hand is made of 3 levels. The first level is

of Cu absorbers and the other two levels are made of W absorbers. All the other

components in the FCal are the same as in the EM Cal.
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Figure 3.7. A cutaway view of the ATLAS calorimeter system.

3.2.2.2 Tile Calorimeter

The largest calorimeter in ATLAS is the Tile Cal, shown in Figure 3.7, covering

up to |η|< 1.7. It is placed just outside the LAr Calorimeter, with an inner radius of

2.28 m and an outer radius of 4.25 m. It is split into a barrel region and an two extended

regions that align with the Lar end-caps. The barrel and extended components each

comprise 64 modules. Each module is made up of 5 mm thick Fe absorbers interleaved

with 3 mm scintillating tiles. This structure makes a wedge shaped module that has a

width ∆φ = 0.1. A picture of one such module is shown in Figure 3.8. Readout fibres

are placed at the edges of each scintillating tile to collecting photons as signal. These

fibres are then grouped at the edge of each module and connected to a photomultiplier,

which multiplies the collected photons to make a detectable signal. The fibres are

visible at the bottom of the picture in Figure 3.8.
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Figure 3.8. A photograph of a Tile Calorimeter module.

3.2.3 The Muon Spectrometer

The Muon Spectrometer [51] is a composite detector designed to track muons

with high precision and measure their pT. These two goals are achieved by a set of

sub-detectors encapsulated in a toroidal magnetic field supplied by superconducting

toroids. Figure 3.9 shows the toroidal arrangement of the superconducting coils. Each

coil is 5× 26 m2 in area, providing a magnetic field strength ranging from 0.5 to 2 T.

All the sub-detectors in the muon spectrometer rely on ionizable gases. Their

construction could be classified into drift chambers, multiwire proportional chambers

(MWPCs) and resistive plate chambers (RPCs). In general the construction of each

chamber is such that ionizable gas is enclosed in gas-tight structure made of a cathode

and an anode, the arrangement of which supplies a near-constant electric field to the
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Figure 3.9. The ATLAS magnetic system. The red toroid encapsulate the muon
spectrometer sub-detectors, while the solenoid encapsulates the inner detector, which
was discussed in Section 3.2.1.

gas. As the muon ionizes the gas, the resultant electrons drift towards the anode and

the positive ions towards the cathode, albeit at a much slower rate. The electrons

create an avalanche near the anode. This avalanche in turn creates a pulse of current

that is recorded as signal. On average the pulse width of the signal corresponds to

the electron drift time. Because the electric field is near-constant, the drift velocity

is well known. The pulse width and the electric field are therefore used to precisely

locate the original position of the muon in the chamber. In a drift chamber (or drift

tube) the cathode is the cylindrical casing and the anode is a thin wire at the center.

As for the multiwire chamber the cathodes are parallel planar walls while the anodes

are multiple thin wires at the center of the cathode structure. The multiple wire

arrangement enables the MWPC to handle higher muon rates than the drift tube. In

a resistive plate chamber parallel planar plates of high resistivity act as the cathode

and anode, with gas in the middle. Electric charges collected in the anode causes
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the electric field in the gas to momentarily drop, temporarily disabling the chamber;

high resistivity minimizes the charge dissipation time, and consequently optimizes

the chamber resolution. To put this into perspective, a 1012 Ω cm anode has a 10 m s

charge dissipation time.

Just like the arrangement of sub-detectors in the calorimeter, here a distinction

is placed between barrel and end-cap sub-detectors. The strengths in each of them is

always a trade-off between the measurement speed, spatial resolution and the ability

to operate at high noise rates. Since there is more noise at high pseudorapidity,

MWPCs are generally placed in the endcaps while drift tubes are placed in the barrel.

A further distinction is placed between precision sub-detectors and fast-measurement

detectors, which are used for triggering for events that include a muon.

RPCs are placed in the barrel component of the muon spectrometer specifically

for triggering events with muons [52]. The resistive plates are 2 mm thick and are

made of bakelite, whose resistivity ranges between 109 Ω cm and 1012 Ω cm. The

chambers have a 2 mm spacing that is enabled by insulating spacers, and are filled

with 94.7% of C2H2F4 as the ionizable gas. The resistive plates are coated on the

outside by graphite, which is of significantly lower resistivity. This arrangement helps

in distributing the high voltage on the bakelite plates. Readout strips are placed

immediately outside the graphite coating.

Thin Gap Chambers [53] (TGC) are placed in the end-caps for triggering events

with muons of relatively lower pT. A TGC is a multiwire chamber with graphite

plates and 50 µm gold-plated tungsten wires with a 1.8 mm spacing. A mixture of

45% n-Pentane and 55% CO2 is filled in an air-tight 2.8 mm thick space between the

graphite plates. This arrangement gives signal rise times below 5 ns, which is a very

convenient time-frame for triggering events at the LHC.
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Monitored Drift Tube [54] (MDT) chambers are used for precision measure-

ments in the barrel and end-cap region. Each tube length ranges from 0.9 m to 6.2 m,

with a constant diameter of 3 cm. The casing is a 400 µm thick aluminum alloy and

the anode wire is a 50 µm W-Re wire, while the gas is a mixture of 93% Ar and 3%

CO2. Each tube offers a spatial resolution of about 100 µm. An MDT chamber has

two multilayers of tubes. A multilayer is made up of 3 to 4 layers of tubes supported

by a beam structure shown in Figure 3.10. The alignment of these tubes is constantly

monitored by x-ray beams to make sure that the tubes are not sagged.

Figure 3.10. A cut-out of a Monitored Drift Tube chamber showing multi-layers of
MDTs and the supporting beam structures.

Cathode Strip Chambers [55] (CSCs) are MWPCs that are placed in the end-

caps for precision measurements because they have higher precision that MDTs and

can handle the higher rates at high pseudorapidity. The plates are graphite and the

wires are tungsten. The wire separation is 2.54 mm and the readout strips are 5.08 mm

wide. The gas mixture used is 20% Ar and 20% CO2. The CSCs are segemented in
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Figure 3.11. A cutaway view of the ATLAS Muon Spectrometer and its sub-detectors.

φ on two wheels of eight chambers in the end-cap region, offering for layers of CSCs

that a muon object has to traverse past. This arrangement give a 60 µm resolution

on muon track position.

Figure 3.11 shows the full muon spectrometer and all the sub-detectors.

3.2.4 The Trigger and Data Acquisition System

During stable LHC runs in Run I and Run II proton bunches collided at 40 MHz;

the current ATLAS data storage system however can only record events at about

200 Hz. The ATLAS Trigger [56] is responsible for selecting potentially interesting

collisions and discarding the rest, reducing the 40 MHz to about 100 Hz. This reduc-

tion was achieved in 3 and 2 levels during Run I and Run II respectively.
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3.2.4.1 Level 1

Level 1 Trigger [57] (L1) during Run II is almost identical to that used in

Run I. In Run I it reduced the 40 MHz rate to about 65 kHz while in Run II it

reduced it to 100 kHz. The decision to accept or reject a bunch crossing is based on

the multiplicity of physics objects (e, γ, µ, τ, Emiss
T and jets) from that crossing with

energies that pass any of the energy thresholds in a pre-defined set. The definitions

of these physics objects is discussed in more detail in Chapter 5. To keep up with

the 40 MHz bunch crossing rate, the maximum time to make the decision (latency) is

kept 2.5 µm. Signals from the EM and the hadronic calorimeters are used to construct

e, γ, τ and jet candidates based on shower shape properties while patterns of hits from

the muon spectrometer chambers are used to construct µ candidates and their pT. All

these physics objects are assigned to a Bunch-Crossing Identification (BCID), which

tags them to a specific proton bunch crossing. After all known physics objects are

identified, Emiss
T is constructed as the remainder that enables the system to conserve

transverse momentum.

To keep up with the 2.5 µm latency, L1 has no access to full calorimeter granular-

ity. Rather, it uses groups of cells called Trigger Towers (TTs) of size η×φ = 0.1×0.1.

As described in Section 3.2.2 and as shown in Figure 3.12 the EM Cal comprises four

layers of varying segmentation in r. The number of cells that make up a TT is there-

fore dependent on the EM Cal layer. In Layer 2 one TT comprises 4×4 cells while in

Layer 3 it comprises 2×4 cells in η×φ. Since Layer 2 has the largest radiation length

and contains most of the energy deposit, the feature extraction algorithm uses it as

seed in searching for physics objects. The e/γ algorithm first runs a sliding window

to find a local maximum that comprises 2×2 TTs in η×φ. These 2×2 tower regions

shown in green in Figure 3.13 are called clusters. The algorithm then computes the
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horizontal and vertical sums of energy in this local maximum and labels the highest

as the candidate energy for the cluster. The neighboring towers that sorround the

cluster make up the Isolation Ring (IR), which is used to distinguish between shower

profiles from different particles. The τ algorithm is similar to the e/γ algorithm ex-

cept that it allows showers to penetrate into the hadronic calorimeter because τs can

decay to collimated clusters of hadrons. Showers detected in the hadronic calorimeter

are labeled as jets. Since τ objects also leave showers in this region of the calorimeter,

they are a special kind of jets that satisfy extra isolation requirements. Regardless,

there is a dedicated algorithm for searching for jets. The procedure is similar to the

e/γ algorithm, but it instead uses 4 × 4 TT windows called jet elements (groups of

TTs 0.2× 0.2 in η × φ).

With a 1.5 ns time resolution, RPCs and TGCs in the Muon Spectrometer offer

muon hits in all three dimensions in the barrel and end-cap regions respectively. The

goal of the muon trigger is to identify muons originating from the interaction point.

As discussed in Section 3.2.3 RPCs are arranged in three layers. Just like in the

calorimeters the second RPC layer is used as seed in identifying a muon track. In

this case a TT is of size ∆φ ×∆η = 0.2 × 0.2. If a hit is found in the second layer,

a coincidence window in relation with the hit is defined in the first and third layers

based on the line connecting the hit and the interaction point. Hits are then searched

in the coincidence window in the first and third layer. If more than one hit is found

in the first and third layers, multiple hit combinations are combined in parallel and

one with the highest acceptance probability of pT greater than a given threshold is

picked. A similar algorithm is employed in the end-caps where TGCs handle the

relatively higher muon rates.
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Figure 3.12. Schematic diagram of showing cell segmentation in the EM Cal, across
multiple layers.

For events that pass L1 coordinates of the detector where physics objects that

triggered L1, their pT and the BCID are saved in buffers and handed over to upper

levels of the trigger. This information is called a Region of Interest (RoI).

3.2.4.2 Example Shower Profile Classification

As discussed above, algorithms used at L1 are designed to distinguish between

hadronic showers and EM showers. The EM showers in most cases are initiated by

electrons and photons (e/γ). Due to the limited calorimeter granularity available at

L1, it is difficult to distinguish some hadronic showers from e/γ showers. A case in
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Figure 3.13. Illustration of the search algorithm for electrons and photons in the EM
Cal.

point is a π0 versus an electron. With a lifetime of about 8× 10−17 s the π0 imme-

diately decays to a pair of photons when it interacts with the calorimeter absorber

material. These two photons each initiate an EM shower that is hardly distinguishable

using the L1 algorithms in the preceding section.

The strategy used to distinguish between π0 and electron showers relies heavily

on resolving the two photon showers contained within the π0 shower. Simulation

studies have shown that TTs are too coarse to resolve these two photon showers, so

such a strategy is employed at Level 2 (see Section 3.2.4.3). As the instantaneous

luminosity of the LHC is expected to more than double by 2022, the trigger is expected

to handle more input data. One way to ensure that trigger rates are kept constant

is to upgrade L1 such that it becomes capable of perfoming some of the tasks that

would otherwise be left for L2. One of such tasks is the classification of π0/e showers.
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An improvement in granularity from TTs at L1 was explored as a potential

setup to separate π0 showers from electron showers. This upgrade would constitute

upgrading from TTs to supercells, where a supercell is a group of calorimeter cells

that span a 0.025 × 0.1 region in η, φ. More precisely, 1 supercell corresponds to 1

cell in the EM Cal presampler, 8 in Layer 1 and 4 in Layer 2. In Layer 3 the cell

granularity in η is coarser than a single supercell, so no segmentation is required. The

objective of this study was to determine the feasibility of rejecting more than 50% π0

showers while retaining at least 95% of electron showers using supercell granularity.

This amounts to deriving variables that quantify shower shapes in the lateral and

longitudinal planes and distinguishing between shapes due to π0 to those due to

electrons.

The procedure for obtaining simulation data samples is the following : Single,

isolated electrons or π0 s were generated with a predefined energy and direction in

(η, φ) in the EM Cal. For simplicity the chosen direction (η = 0.4125, φ = 0.1125)

is the center of a cell. Geant4 [58] was used to simulate the EM Cal. The output

of this simulation was digitized and subsequently reconstructed. Separate samples

were also made in which electrons and π0 s were generated over a range in η covering

the width of a cell in Layer 2 (∆η = 0.025), which is also the width of a supercell.

These samples are referred to as scanned η samples. Contrastingly, samples generated

in the standard manner are called fixed η samples. By default, simulated particles

were generated from the interaction point. A simplistic model of the generation point

be described by a δ−function at z = 0 while a more realistic one with a Gaussian

distribution with RMS ≈ 5 cm. Smearing the interaction point with a known RMS is

referred to in this thesis as vertex smearing.

Figure 3.14 shows a comparison of electron and π0 showers using several vari-

ables that exploit the difference in their longitudinal and lateral profiles. For longi-
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tudinal comparisons the fraction of energy deposited in a layer and cluster cl is used.

It is quantified by ρlayer where

ρlayer =

∑
c∈cl,c∈layer (Ec)

Ecl

. (3.4)

ρlayer can be used to classify electrons and π0 s of low pT but it loses its robust-

ness for those of high pT. The same can be said of ρcomp = ρ1
ρ2

, which is a comparison

between ρlayer from Layer 1 and Layer 2. To study lateral profiles the ratio of the

energy deposited in the supercell with the highest energy deposited (colloquially re-

ferred to as the hottest supercell), to the sum of that energy and the energy deposited

in the two neighboring supercells in η is used. This ratio is quantified as

R(1)
η =

E0

E+1 + E0 + E−1

, (3.5)

where E0 is the energy deposited in the hottest supercell, E1 in the supercell

to the right of the hottest supercell and E−1 to the left of the hottest supercell. R(1)
η

performs superbly for low pT electrons and π0 s. For high pT it becomes less robust

but can still classify electrons and π0 s with high accuracy. Figure 3.14 shows that

for 20 GeV π0 s and electrons more than 50% π0 s are rejected while less than 5%

electrons are accepted. In the more realistic case where vertex smearing is turned on

and the η position is scanned however, R(1)
η loses its robustness.

These results show that even with supercell granularity at L1, separation be-

tween electrons and π0 s is not a trivial subject. More studies on this subject will

have to be done during the long LHC shutdown that starts in 2018 to meet the higher

trigger rates that ATLAS has to face afterwards.
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Figure 3.14. Distributions of variables used to separate electrons and π0 s. [Top Left]
ρlayer for Layer 1 and Layer 2. [Top Right] ρcomp for Layer 1 and Layer 2. [Middle
Left] R(1)

η for π0 s and electrons across several energies. [Middle Right] R(1)
η for 20 GeV

electrons and π0 s. [Bottom Left] R(1)
η with vertex smearing on. [Bottom Right] R(1)

η

with vertex smearing turned on and η scanned across a 0.025 range.

3.2.4.3 High Level Trigger and Data Acquisition

The High Level Trigger [59] (HLT) is responsible for reducing the rate from

100 kHz to about 100 Hz. During Run I it comprised two separate levels : Level 2 [60]63



(L2) that reduced the rate to 1 kHz and the Event Filter [61] (EF) that reduced it to

100 Hz. During Run II a lot of components in L2 were combined with the EF. Data

management is handled by a separate system called Data Acquisition [62] (DAQ). So

combined, the HLT and DAQ are referred to as TDAQ.

To minimize latency, input to the HLT is a set of RoIs from L1 whose associated

data is just a few percentage of the raw data. The rest of the raw data are kept in

buffers known as Readout Buffers (ROBs) and are extracted upon request using the

Readout System (ROS) by the Data Collection Manager (DCM). For L2, RoIs are

assembled by a Region Of Interest Builder (RoIB) and passed over to a farm of Linux

PCs. Here five L2 Supervisors (L2SVs) schedule and assign events to nodes on the

Linux farm. L2 Processing Units (L2PUs) run event selection algorithms on the RoI

while taking advantage of the full calorimeter granularity and requesting more data

from ROBs when necessary. These selection algorithms take a wholistic approach

by making decisions based on RoIs from a combination of detector components. For

example, information from both the ID and the Muon Spectrometer is used to identify

muons and their pT. Ultimately, L2PUs report their decisions back to L2SVs, which

pass the decisions and logs to L2 Result Handlers (L2RH).

During Run I, upon L2 acceptance event raw data was passed to a separate

farm of Linux PCs that ran EF off-line event selection algorithms. These algorithms

were similar to L2 algorithms but included the latest calibrations and alignment

information. During Run II a series of upgrades were executed that merged L2 and

EF Linux PC farms, where each HLT node accepts the RoIs through the RoIB, makes

a decision, builds the event and executes the EF algorithms. In this setup new but

fewer components are introduced: the High Level Trigger Supervisor (HLTSV), the

High Level Trigger Processing Unit (HLTPU), and the DCM. A component of the

HLTSV replaces the L2SV. Only one HLTSV is needed to handle a pair of inputs,
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compared with 5 L2SVs in Run I. Additionally, the HLTSV is responsible for grouping

decisions from the HLTPUs and sending them to ROS PCs to either clear or keep

event fragments. The HLTPUs assumme the role similar to L2PUs and the Event

Filter Processing Units (EFPUs). Each HLTPU is accompanied by a couple of DCMs,

which serve as media for collecting fragments from the HLTSV.

A schematic of the Run I setup is shown in Figure 3.15. In this setup all

components are run by applications on several PCs. The applications are configured

and controlled by a common software framework [63] referred to in this thesis at in

the format tdaq 05-xx-yy, where xx and yy are release tags. The structure and settings

of the system is specified in a set of XML files, which form a configuration database.

Application configurations are grouped into segments that make up a partition when

grouped together. The main configuration used at Point 1 is called the ATLAS

partition. It is possible to create individual partitions parallel to the ATLAS partition

for testing purposes, where network connections are handled by a common partition

called the initial partition.

There are three main reasons the Run II trigger performs more efficiently than

the Run I trigger. First, the L2 and the EF share a large fraction of code. Merging

these two components reduces code duplication and optimizes resource usage. Second,

RoI data are retrived twice Run I while in Run II data are retrieved once. Third, the

whole Run II system has fewer components and is therefore easier to configure and

optimize. Section 3.2.4.4 discusses a study that was influential testing the feasibility

of merging L2 with EF to form the HLT.

3.2.4.4 Feasibility studies on HLT upgrade – RoIB Evaluation Tests

Argonne National Laboratory [64] (ANL) hosts a farm of 13 Linux PCs that is

a prototype of the farm at Point 1. This section discusses tests done on the RoIB
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Figure 3.15. A schematic of the Run I ATLAS TDAQ. Data flow is depicted by black
arrows and message flow by red. The L2 and the EF run separate sets of algorithms
on the data. Applications running in this system are configured under segments that
make up a partition.

using the ANL test stand. The goal was to determine if there is a configuration with

which the RoIB can process events at 100 kHz.

Special cards installed on the ANL PCs emulate elements of the Trigger and

Data Acquisition (TDAQ) system. Two quad s-link transmitter (QUEST) cards

are used to supply L1 event fragments to the RoIB via a VME crate with a VME

Single Board Controller (VMESBC) that houses custom VME cards that combine

L1 fragments. A Four Input Links for Atlas Readout (FILAR) card receives data

fragments from the RoIB and transmits it via a highly integrated PCIx interface to
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the HLTSV. A Two Input Links for Atlas (TILAR) card functions just as a FILAR

card but with two less inputs and a PCIe interface. Figure 3.16 shows a chartflow of

how the data fragments flow in a partition on this test bed : A QUEST card reads data

from simple text files and transmits the fragments to the RoIB. After being processed

by the RoIB the fragments are relayed to the HLTSV via a FILAR or a TILAR card

(tests were done with both cards and the rates were assessed independently). The

HLTSV then assigns fragments to HLTPUs and also relays them to the ROS. Since

these components of data-flow are located on multiple PCs, multiple optical cables

facilitate inter-PC connection.

Figure 3.16. A flow-chart showing data flow in a partition at ANL’s test bed.
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Table 3.2 shows the PC specifications on the test bed and the special cards

installed on those PCs. The PCs are identified as ustb*, where * is an integer in

[0, 21] and ustb stands for ‘US Test Bed’.2 Since ustb16 hosts the FILAR card, the

HLTSV application must run on ustb16. ustb3, ustb4 and ustb10 are called blade

PCs because they are single board ATCA computers that do not have PCIe or PCIx

slots for FILAR or TILAR cards.

Cards PC Architecture CPUs Cores HT Cache Memory
32 Bits 64 Bits 1 2 Yes No [MB] [MB]

FILAR ustb16 4 6.1 4 012

QUEST
ustb14 4 6.1 4 012
ustb21 8 6.1 4 018

TILAR
ustb0 4 6.1 4 012
ustb11 8 6.1 4 018

ROBINNP ustb12 8 6.1 3 921
VMESBC ustb7 1 0.5 511

ustb1 8 8.2 12 183
ustb3 8 8.2 3 910
ustb4 8 8.2 3 910
ustb10 12 12.3 12 187
ustb13 4 6.1 3 920
ustb20 8 6.1 4 019

Table 3.2. Linux run PCs on the ANL Test Bed. They have diversely varying CPU
strength and hardware structure, so some custom-made cards can only be installed
on specific computers. HT stands for hyperthreading. The cores are the total number
of cores in all the physical CPUs. FILAR and TILAR cards transmit data fragments
from the RoIB to the HLTSV. The QUEST cards supplies data fragments to the
RoIB. Although ustb1, ustb3 and ustb10 are the most powerful, none can host any
custom cards because they have a very thin structure.

There are three potential bottlenecks to the RoIB/HLTSV rate. First is the

link from the RoIB to the FILAR card. Second is the PCIx connection from the

2Not all integers in {0,21} are used, because there are only 13 PCs
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FILAR card to the HLTSV and third is the CPU memory on which the HLTSV runs.

It was shown at Point 1 that the maximum rate of transferring fragments from the

RoIB to the FILAR cards using one link is around 60 kHz. Using two optical fibres

for the link would therefore achieve a 100 kHz rate of fragment transfer. This leaves

two bottlenecks in the system, where the CPU bottleneck is very dominant. Just like

in Run I, the data flow in the Run II DAQ uses the pull architecture, as opposed to

the push architecture. In the pull architecture when the HLTPU is done processing

event fragments it sends a message to the HLTSV, which requests a set of fragments

from the RoIB. In tdaq 05-02-00, the FILAR card is limited by a single buffer whereas

in tdaq 05-03-00 the buffer size is increased to 100. Such a large buffer size causes

problems with the driver – version 05-03-00 of TDAQ that limits the FILAR card

buffer size to 16 was used in these studies. The 100-buffer and 16-buffer versions are

referred to as A and B respectively.

Table 3.3 shows some of the parameters that can be configured to optimize

the HLTSV rate when running the RoIB. The HLTSV DCMTest is the applica-

tion that handles DCM functionalities. The NumberOfCores is the number of cores

on which DCMs run on. It is the same as the number of DCMs in the system.

L2ProcessingTime is the time it takes to run the L2 algorithms within HLTPUs. The

EventBuildingTime is the time is takes to build the event if it is accepted by the

L2 algorithms. The HLTSVApplication is the application that runs the HLTSV. The

NumberOfAssignedThreads are the core threads assigned to the HLTSV.

There are other applications whose configurations remain constant in these

studies, other than being moved around from one PC to the other to determine their

effect on the HLTSV rate. The ROS functionality is ran by an application called

testROS and the RoIB by RoIBApplication. The RoIBApplication is always placed

on ustb7 because that is the VMESBC as shown in Table 3.2. Text files that contain
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Application Parameter

HLTSV DCMTest NumberOfCores
L2ProcessingTime
EventBuildingTime

HLTSVApplication NumberOfAssignedThreads

Table 3.3. Parameters that have the most impact on the HLTSV rate in a partition.

data fragments are always on ustb14 and they are named testi.d where i is an integer

ranging from 1 to 11. The respective segments are called RoIBSegment, HLT, DCM-

Segment and ROS.

To test the HLTSV rate dependance on these parameters, an unoptimized

partition in which the PCs available as DCMs are ustb13, ustb21 and ustb12 was

created. The HLTSVApplication was put on ustb16 and the testROS on ustb11. The

RoIBSegment was placed on ustb20, HLT on ustb16, DCM-Segment on ustb13 and

ROS on ustb11. This configuration, which is shown in Figure 3.17, is referred to here

as Configuration 1. Figures 3.18, 3.19 and 3.20 show how the rate depends on each

of the variables in Table 3.3 , while the other variables are held constant.

Using the plots in Figures 3.183.193.20 it can be claimed that (25,5,3)3 is the

optimal configuration; it was used as a starting point in the rest of the study. To test

the CPU bottleneck, random data fragments were generated internally in the PC that

hosts the HLTSV and by-passed the FILAR card. Data obtained through this method

is referred to as Internally Generated Data (IGD). Tests could therefore be conducted

on powerful PCs that cannot host a FILAR card. The HLTSVApplication was put on

ustb3 and ustb10 was used just for the DCMs. The HLTSVApplication parameters

were configured as (25,5,4). All other components of the partition remained identical

to Configuration 1. The schematic diagram on the left of Figures 3.21 and 3.22 shows

3In this notation we put (NumberOfCores,L2ProcessingTime,NumberOfAssignedThreads)
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Figure 3.17. A flow-chart showing Configuration 1 of the partition. This configu-
ration was used to determine the optimal values of the parameters in Table 3.3 by
producing the plots in Figures 3.18, 3.19 and 3.20.

.

this setup. In this configuration, the optimized rate was not expected to increase by

running tdaq 05-03-00 (which has a default of FILAR 100 buffers) instead of tdaq

05-02-00 (1 buffer) because the RoIB was by-passed. This achieved a rate of 68 kHz.

Adding another node to the DCM (ustb4) boosted the rate to a stable 107 kHz. The

image on the right of Figure 3.22 shows this new configuration, which is referred

to here as Configuration 2. Adding more than two DCM nodes did not improve

the rate. This implies that with at least two DCMs a 100 kHz rate is achievable on

a powerful enough PC. Moving the HLTSVApplication to ustb16 (which has fewer

number of cores and lower cache memory) gave an unstable rate ranging from 65 kHz
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Figure 3.18. Plot showing the number of Cores maxes the rate at 25. The number
of cores available on ustb13, ustb21 and ustb12 sums up to 20. An additional data
point would show that the Number of Cores maxes at 20 .

Figure 3.19. Plot showing the processing time less than 3 ms is not physical. Above
that, it makes sense that the rate would decrease .
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Figure 3.20. Plot showing the number of threads assigned to the HLTSV.

to 80 kHz. The same behavior was observed in both tdaq 05-03-00 versions A and B4

as well.

To achieve a reproducible rate without the RoIB with the HLTSVApplication on

ustb16, NumberOfThreads were varied to find a value with a minimal rate fluctuation

as shown in Figure 3.23. The error bars represent the rate fluctuation. Notice that

at 7 threads, the rate stabilizes. HLTSVApplication configuration was then changed

to (25,5,7). In addition to that, all segments (HLT, ROS, DCM) were placed on

ustb21. The HLTSV DCM application ran on ustb10 and ustb4. The partition was

hosted by ustb13. The image in Figure 3.24(a) shows a schematic of a version of

Configuration 2 but with the above changes; the rate still stabilized at 107 kHz. This

configuration is referred to as Configuration 2a. With the HLTSVApplication on

ustb16,(Configuration 2b, Figure 3.24(b)) the rate stabilizes at 85 kHz. Because

ustb16 has fewer cores and lower cache memory than ustb3, this implies that the

4Reminder: The FILAR card in A has 100 buffers and in B has 16 buffers
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Figure 3.21. Flow chart showing configuration for running the partition without the
RoIB. The HLTSVApplication host generates random numbers in place of data. The
HLTSVApplication was (25,5,4). The DCMs and the HLTSVApplication were run on
the test bed’s most powerful PCs. 68 kHz was achieved by this configuration.

Figure 3.22. Flow chart showing Configuration 2. The only difference between this
configuration and the one on the left is that there is an additional DCM node (ustb4).
The rate was boosted to 107 kHz by adding this node. The HLTSV can therefore
achieve 100 kHz if it runs on a capable PC.
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rate decreases because of the CPU bottleneck. To eliminate the possibility that this

decrease in rate is dependent on the PC architecture5 the HLTSVApplication was

moved to ustb12,(Configuration 2c, Figure 3.24(c)) which has identical memory to

ustb16 but is 64-bit; the rate was 85 kHz as well.

Figure 3.23. Plot showing rate variation with the number of threads. At 7 number of
threads the rate is highest and the most stable. The error bars show the instability.

Adding a 1-input RoIB to this system lowered the HLTSV rate even further to

55 kHz. Tests were performed with two and three RoIB inputs as well, referred to as

Configuration 3 and shown in Figure 3.25. In this configuration the RoIBSegment

was added to ustb21 as well. The rate successively fell with increasing inputs as

expected. The third column in Table 3.4 summarizes these rates. The CPU bottleneck

therefore does not permit measurement of the rate of fragment transfer between the

RoIB and the HLTSV.

5ustb16 is 32-bit whereas ustb3 is 64-bit
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Tdaq 05-03-00 was expected to improve the rates when running partitions with

the RoIB. Rate changes were not expected for those partitions that do not include the

RoIB. This is because the main difference between tdaq 05-02-00 and tdaq 05-03-00

is the FILAR buffer size. Partitions with no RoIB do not use the FILAR card so no

improvement was expected. For Configurations 2a and 2b the rates were identical to

the tdaq 05-02-00 for both version A and B of tdaq 05-03-00. Configuration 2c in

both versions A and B produced largely varying rates ranging between 56 kHz and

93 kHz. The average rate over 12 data points for A and B was 81 kHz and 82.5 kHz

respectively for Configuration 3 (See Table 3.4). These large variations were observed

only when the HLTSVApplication was on 32-bit PCs.

For Configuration 3 varying rates were observed in both A and B versions of

tdaq 05-03-00. Figure 3.26 shows the rates recorded for these two versions with the

RoIB included. The rates recorded in Table 3.4 are averages over the data points

in Figure 3.26. Although there is a significant increase in rates from tdaq 05-02-

00 to tdaq 05-03-00, due to the instabilities and few data points it is impossible to

categorically identify an increase in rate from A to B.

To rule out the possibility of the instabilities stemming from the FILAR card,

tests similar to Configuration 3 were performed using the TILAR card. Instead of

replacing the FIILAR with the TILAR on ustb16, the TILAR and the FILAR cards

were installed on ustb11; it was therefore necessary to run the HLTSVApplication on

ustb11. Table 3.5 and Table 3.6 show the rates for these tests. The instabilities still

existed. Again, for unstable rates the entries are just averages over a few data points

so it was not possible to tell if there is an improvement from version A to version B

of tdaq 05-03-00. There seemed to be an improvement however from tdaq 05-02-00

to tdaq 05-03-00. Also, higher rates were generally observed when the FILAR card.

76



Configuration tdaq 05-02-00 tdaq 05-03-00 tdaq 05-03-00
[kHz] A [kHz] B [kHz]

Without RoIB
2a 107 107 107
2b 85 85 85
2c 85 81 (v) 82.5 (v)

With RoIB
3 (1 input) 55 76 (v) 73 (v)
3 (2 input) 49 62 (v) 74 (v)
3 (3 input) 44 59 (v) 62 (v)

Table 3.4. Summary of HLTSV rates for all tested configurations in all releases of
the tdaq software. The v next to a rate indicates that the rate recorded is an average
over multiple rates because of the large rate variations. Version A and B of software
differ over the number of buffers available to the FILAR card; 100 for A and 16 for
B. For tdaq 05-02-00 the buffer size is 1. There is a general increase in the rate from
tdaq 05-02-00 to tdaq 05-03-00.

Number of tdaq 05-02-00 tdaq 05-03-00 tdaq 05-03-00
RoIB Inputs [kHz] A [kHz] B [kHz]

1 43 60 (v) 57 (v)
2 40 54 (v) 54 (v)
3 36 49 (v) 54 (v)

Table 3.5. Summary of HLTSV rates with the RoIB in all releases of the tdaq soft-
ware using the TILAR card. The configuration is similar to Configuration 3, but
with HLTSVApplication running on ustb11. The large variations in rates were still
observed so there was nothing wrong with the FILAR card.

Number of tdaq 05-03-00
RoIB Inputs B [kHz]

1 70 (v)
2 63 (v)
3 55 (v)

Table 3.6. Summary of HLTSV rates with the RoIB in version B of tdaq 05-03-00
using the FILAR card. The configuration is similar to Configuration 3, but with
HLTSVApplication running on ustb11. The average rates observed are larger than
those observed with a TILAR card as shown in Table 3.5.
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(a) Configuration 2a: When the
HLTSVApplication is on ustb3, the
rate maxes at 107 kHz. ustb3 is
64-bit. Here its configuration is
(25,5,7). This rate ensures a stable
ratewhen the RoIB is added

(b) Configuration 2b: Moving the
HLTSVApplication to ustb16 de-
creases the rate to 85 kHz. ustb16 is
32-bit and has lower number of cores
than ustb3

(c) Configuration 2c: Moving
the HLTSVApplication to ustb12
achieves 85 kHz maximum as well.
ustb12 is 64-bit but has less memory
than ustb3. The rates quoted here
are from tdaq 05-02-00 (see Ta-
ble 3.4.) HLTSV rate measurements
are hampered by CPU memory and
number of cores

Figure 3.24. Illustrations of 3 variations of Configuration 2.
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Figure 3.25. Configuration 3: The RoIB is added and real data fragments are read.
The rate maxes at 55 kHz with 1 RoIB input (see Table 3.4) .
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Figure 3.26. Plots showing rate variations under several configurations. Each plot
shows rates recorded independently but under Configuration 3. Differences between
versions A and B are extensively discussed in the text. These large variations are still
not understood, but they are only observed when the HTSVApplication is running of
32-bit PCs. Their averages are entered in Table 3.4.
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Chapter 4

ATLAS Simulation Chain

Simulations are widely used to predict rates of physics processes and their kinematic

properties. Within ATLAS, Monte Carlo methods are the simulation of choice. The

process of producing the simulation data is referred to in this Chapter as the ‘AT-

LAS Simulation Chain’. This chain essentially comprises three stages. First is the

‘Event Generation’, during which pp collisions are simulated and physics processes

at a high energy scale are generated. In addition, parton showers and subsequent

hadronizations are simulated. Second is the ‘Detector Simulation’, during which the

particle traversal in the ATLAS detector is simulated. During ‘Digitization’, detector

simulation output is converted to ‘digits’. The digitized simulation data is eventually

passed through the standard ATLAS Trigger system and saved on disk just like real

data.

This chapter is divided into two sections. Event generation is discussed in

Section 4.1. Here, cross section for physics processes is formulated, the parton shower

is developed, and hadronization models are presented. In addition, Monte Carlo

generators used in this thesis are presented. Section 4.2 discussed the ATLAS detector

simulation and the subsequent treatment of simulation data.
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4.1 Event Generation

As discussed in Section 2.1.2.1, theoretical interpretation of physical processes

depends on the energy scales at which they occur. Processes during and after a pp

collision occur at a wide range of energy scales, from the TeV to the MeV scale. The

factorization theorem [65] fortunately enables separation of cross section calculations

at high energy scales from those at low energy scales. The separation is encoded

in the factorization factor µF (Q) which is a function of the energy scale Q. For

pp collisions at the LHC Q is taken to be such that the produced system can be

contained in a radius of just below a femtometer. Theories at these energy scales are

then renormalized according to the renormalization group [66]. The renormalization

is encoded in the parameter µR which, as discussed in Section 2.1.2.1 is a function

of the coupling constant αS. The production cross section of a system X in a pp

collision is then formulated as

σpp→X =
∑
a,b

∫
dxadxbfa(xa, µ

2
F )fb(xb, µ

2
F )× σab→X(xapa, xbpb, µ

2
F , µ

2
R) (4.1)

The functions fa(fb) are the Parton Distribution Functions (PDFs) that de-

scribe the probability of a parton of flavor a(b) to have fraction xa(xb) of the proton

momentum pa(pb) at an energy scale determined by µF . Since QCD cannot predict

all the partons in a proton, PDF shapes are obtained by fitting their ad-hoc analyt-

ical forms to experimental data. Some of the groups that maintain these PDFs are

CTEQ [67], NNPDF [68], HERAPDF [69], and MSTW [70]. Figure 4.1 shows an

example of PDFs obtained from several the MSTW group.
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Figure 4.1. Parton distribution functions obtained from the MSTW group. This
image was obtained from Ref. [71].

σab→X is the parton level production cross section for system X. The process

ab→ X is known as the ‘hard scatter’. The cross section depends on µ2
R, and can be

expanded into Equation 4.2.

σ̂ab→X =
∞∑
k=0

∫
dΦX+k|

∞∑
l=0

Ml
X+k|2 (4.2)

Ml
X+k is a matrix element that encodes the amplitude of the process ab →

X + k, where k are the additional partons in the final state. The index l indicates

the number of additional corrections to the process, colloquially known as ‘loops’.

Essentially, k represents real emmisions from the production in the sense that the

additional final state partons alter the final state configuration of the process, and l

83



represents virtual emmisions because the final state remains unchanged. The leading

order (LO) matrix element for production of X is M0
X while the LO matrix element

for production of X + k is M0
X+k. l = 1 is known as next to leading order (NLO)

and l = 2 is next to next to leading order (NNLO). During simulation, the sum

in Equation 4.2 is normally truncated, at NNLO at best. The matrix elements are

integrated over the phase space of the X + k system and the integral is summed over

an infinite number of final state partons. This sum is in practice also truncated after

a few terms.

Divergences may arise in the cross section when two final state partons become

collinear or when a final state parton becomes collinear with an initial state parton.

They may also happen when a final state parton emits a gluon with such a small

transverse momentum that the resulting gluon and the parton have an indistinguish-

able angular separation. The former are known as collinear emissions and the latter

as soft emissions. The probability for a parton to not split or emit another parton,

that may cause divergences, is encoded in the Sudakov form factor [72]. It will be

referred to frequently in later sections. Virtual corrections from loops l also cause di-

vergences. The KLN theorem [73] however guarantees that at any order, divergences

from virtual corrections cancel divergences from collinear splitting and soft emissions.

So, σ̂ab→X remains accurate up to high order correction pertubations.

To generate a heavy system through an elastic pp collision the KMR model,

introduced in Section 2.2.2, is used. Without loss of generality, the system discussed

here is the Higgs boson system, and the process is referred to as the exclusive Higgs

process. The collision occurs at a relatively smaller energy scale, µ2
F ∼ mH , than the

energy scale for inelastic collisions. Consequently, formulation of the corresponding

cross section takes a slightly different approach than Equation 4.1, and is encoded in
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σpp(gg)→ppH ∝ σ̂(gg → H)

(∫
dQ2

t

Q4
t

fg(x1, x
′

1, Q
2
t , µ

2
F )fg(x2, x

′

2, Q
2
t , µ

2
F )

)2

(4.3)

where σ̂(gg → H) is the parton-level cross-section for the gluon fusion process

that produces the Higgs boson, which is calculated at LO using matrix elements

introduced above. The functions fg are the generalized gluon densities. These are a

non-trivial combination of the gluon PDFs and the Sudakov form factor. The Sudakov

form factor is introduced because the process of interest is that in which the initial

state gluons do not radiate any other gluons. The generalized gluon densities take

x1, x2, which are equivalent to Equation 4.1’s xa, xb, and the factorization scale µ2
F

as inputs. The variables x
′
1 and x

′
2 are the fractions of the momentum carried by the

exchanged third gluon with respect to the momenta of protons P1 and P2. Finally, the

gluon densities are integrated over the exchanged (third) gluon transverse momentum

Qt. Figure 4.2 illustrates the production of the exclusive Higgs boson, with labels of

the parameters discussed above.

x1

x
′
1

x
′
2

x2

t

p1

p2

p1

p2

H

Figure 4.2. Feynman diagram for the exclusive Higgs boson production.
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4.1.1 Parton Shower Development

In simulation, shower development is achieved by pertubatively expanding on

the hard scatter process. For a pp collision with k final state partons and differential

cross section dσk, the differential cross section of a process with k + 1 final state

partons is

dσk+1 = dσk ×
αS(t)

2π
Pa,bc(z)

dt

t
dz
dφ

2π
(4.4)

where the additional parton is obtained from a split or emission from one of the

k partons, which for reference can be called the ‘original parton’. In the multiplicative

factor, t is the energy of the original parton, z is the fraction of the energy carried

by the additional parton in relation to t, and φ is the angular separation between the

additional and the original partons. Pa,bc is the probability that a parton of flavor

a splits or transforms into partons of flavor b and c. So during simulation, given an

energy scale t, Equation 4.4 is sampled and partons are emitted at an energy scale t
′
.

If t
′

is below a threshold scale, the shower developement is terminated. Otherwise,

the process is repeated recursively for each parton. The threshold for t
′

known as

the infrared cut-off, and it is about 1 GeV. Figure 4.3 shows a schematic of a parton

shower developed in this manner.

4.1.2 Hadronization

Hadronization is the process that occurs immediately following the parton

shower, when colored partons combine to form color-singlet hadrons. These hadrons

are dominated by pseudoscalar and vector mesons, and spin-1/2 and spin-3/2 baryons.

They are referred to as primary hadrons, and the hadrons that they decay to are re-

ferrred to as secondary hadrons. The hadronization energy scale by construction is
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equal to the infrared cut-off of the parton shower. Phenomenological models are im-

plemented in several event generators to describe hadronization, the most common

being the string and cluster models.

The string model utilizes the observation from lattice QCD [74] that the po-

tential between a color charge dipole grows linearly with the distance, r, between

the two charges. The Coulomb potential from the electric charge, being inversely

proportional r, is negligible at large r. In the model, the potential between the two

partons is represented by a quasi-elastic string that holds the two partons together.

As r grows, it may become more favorable to produce a qq̄ pair from the vacuum

than to maintain a tight string. Each of the parton in the tt̄ pair attaches itself to

one of the partons in the original dipole through a new string, essentially doubling

the number of dipoles in the system. Gluons can also be created from the vacuum

as loops or ‘kinks’ on the string, and may subsequently split into a qq̄ pair. Mass or

flavor of the produced quarks and gluons is determined by the energy in the string

breakup process. Because c and b quarks are heavy, they are rarely produced at the

infrared cut-off scale (∼ 1 GeV). Baryons are produced when pairs of di-quarks are

formed during the string break-up, instead of a qq̄.

The main idea behind the cluster model is that gluons at the end of the parton

shower are forced to split to qq̄ pairs. The flavor of these qq̄ pairs is determined by

the gluon energy. Again bb̄ and cc̄ are rarely produced at the 1 GeV energy scale.

After the forced splits, a set of color-singlet hadrons is obtained by clustering pairs of

quarks. Heavy singlets are allowed to decay to lighter ones at this stage. The formed

clusters, in general, are regarded as excited mesons because they by construction will

comprise two partons. They eventually decay to other hadrons that are more stable,

including baryons.
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All these particles are saved in a record that documents their production, decays

and splits. This record is known as the ‘truth’ record.

4.1.3 Underlying Event and Pileup

Apart from the primary hard scatter partonic interaction, additional activity

is more often than not observed within a pp collision. This additional activity is col-

lectively referred to as the underlying event. The underlying event is dominated by

additional partonic interactions. These additional interactions introduce additional

parton showers in the event. These showers lower the resolution for measuring ob-

servables for the primary event, so they eventually have to be corrected for. Event

generators are available that account for the underlying event and they are tuned to

match what is observed in data.

Additional activity from other pp collisions within the same bunch is called in-

time pileup, otherwise it is called out-of-time pileup. During Run I of the LHC, on

average 20.7 extra pp collisions from pileup were observed. During Run II, this number

was even larger. Pileup is factored into the simulated event during the detector

simulation part of the chain, as will be discussed in Section 4.2.

Figure 4.3 illustrates the development of both the hard scatter event and a

secondary event, which contributes to pileup events. The red blob in the figure

represents the hard scatter event sorrounded by parton showers and other particles

undergoing Brehmsstrahlung. The purple blob similarly represents the secondary

pileup event. The light green blobs represent hadronization. The hadrons formed

decay to the dark green blobs which continually decay until stable final state particles

are reached. The yellow lines represent soft photon radiation.
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Figure 4.3. An illustration of the parton shower development, hadronization and
hadron decays. Taken from Ref [75].

4.1.4 Monte Carlo Generators

Pythia6 [76] is the standard event generator for ATLAS. Written in FOR-

TRAN, it generates the hard scatter event at LO and implements the parton shower-

ing and hadronization models. Event generation uses both hard and soft scale models,

so it is able to generate the underlying event as well. Its parameters were tuned to
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fit ATLAS conditions. A similar generator called Pythia 8 [77], which was written

in C++, exists.

Because Pythia generators approximate the hard scatter event just to leading

order, other generators are used to generate the hard scatter event and are interfaced

to Pythia for parton showering and hadronization. Powheg-Box [78–82] is one

such NLO generator. It is normally interfaced to Pythia 8 for parton showering and

hadronization. Alpgen [83] is another leading order generator. However, it enables

more sophisticated generation of certain final states such as those with a W or Z and

multiple jets. It is also normally interfaced with Pythia 8. Sherpa [84], a leading

order generator, is also usually interfaced with Pythia 8 for hadronization and parton

showering. This is because it is expected to give a more accurate description of final

states with a large number of partons, than Pythia 8.

Herwig [85], written in FORTRAN, is another leading order generator popular

within ATLAS. Its C++ counterpart, Herwig++ [86], also exists. The underlying

event is not included within Herwig, so it is usually used with Jimmy [87] because

Jimmy includes the underlying event. An NLO generator usually interfaced with

Herwig and Jimmy is MC@NLO [88]. It is used to produce events with t quarks

because it provides a better representation of top quarks than Pythia 8. Another

lesser known generator that is good at generating WW pairs is gg2ww [89].

There are some generators specific to exclusive processes. For the exclusive

Higgs boson, FPMC [90] uses the KMR model to generate the process at leading or-

der. Processes like the exclusive SM γγ → W+W− and γγ → `+`−, are generated by

Herwig++. Parton showering and hadronization in both FPMC and Herwig++

generators are implemented in Jimmy. Some other variations of exclusive processes

are done best in LPAIR 4.0 [91]
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While all Monte Carlo generators used in this thesis have been mentioned, this

discussion is far from comprehensive. A more detailed discussion can be found in

Ref [92].

4.2 Detector Simulation and Data Management

Particles with lifetimes such that they can traverse at least a femtometer from

the collision point are considered stable. Hadrons from parton hadronization are also

considered stable. These are run into a simulation of the ATLAS detector to mimic

real particles.

Data used to simulate the ATLAS detector is stored in several databases. This

data is made up of details describing physical volumes and material types. Physical

volumes are used to model sub-detector components, made up of their corresponding

material types. Ultimately, this data comprises a complex arrangement of hundreds

of materials and hundreds of thousands of physical volumes. For example, calorimeter

sub-detectors are made up of over 100 000 physical volumes that require about 40 MB

or memory to load. The total memory required to load the entire ATLAS detector

from these databases is almor 300 MB.

Simulation of the detector’s response to particles is handled by GEANT4 [93].

GEANT4 is a toolkit that provides models of how particles traverse through sev-

eral geometries and material types. During Run I, GEANT4 version 9.4 was used.

Version 9.6 was used during Run II. This tookit allows the ability to turn on and

off detector components, reducing the memory needed to load the detector. It also

allows realignments of sub-detectors to match simulation conditions to those in spe-

cific data runs. This flexibility has enabled several standardized detector setups that

run faster than loading the whole detector. One of these setups that is used in this
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thesis is ATLFAST2 [94]; it uses full simulation for the Inner Detector and the Muon

Spectrometer, but uses a simplified version of the calorimeter simulation.

Particle decays, such as photon conversions, are added to the truth record at

this stage. The detector response, through so-called ‘hits’, is stored in a separate file.

The hits are inputs to the digitization stage, where the analog signals are converted

to ‘digits’. Other simulated pp collisions are overlaid on the primary collision at a

known rate to mimic pileup effects. This rate would later be adjusted according to

the rate extracted from data. Detector noise is also added to the event at this stage.

The event is then passed through the L1 trigger system. Subsequent treatment of

simulation data is identical to that of real data expect that simulated events that fail

the L1 trigger are not discarded. The failure is however recorded in the event. The

output of both simulated data and real data is in the Raw Data Object (RDO) format.

This output is finally passed through the HLT, and particles are reconstructed from

the digitized signals. This reconstruction is discussed in the next chapter.
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Chapter 5

Physics Objects

The link between the particles introduced in Chapter 2 and the experimental setup

introduced in Chapter 3 is established in this chapter. The signatures printed by

these particles in the ATLAS detector are referred to here collectively as physics

objects. Dedicated algorithms are used to reconstructed these physics objects from

detector electrical signals. In some cases, other algorithms are used to further identify

the physics objects from the reconstructed objects. Reconstruction and identification

procedures are described in this chapter in detail for each of the physics objects used

in analyses discussed in Chapters 6 and 7. Photons were not directly used in either

analysis, so their reconstruction and identification are not discussed here. Rather,

sufficient references are supplied.

5.1 Tracks

As explained in Chapter 3, charged particles leave traces that describe their

traversal paths in the ATLAS detector’s Inner Detector (ID) and the Muon Spec-

trometer (MS). These traces are known as tracks, and the methodology of recording

these tracks is referred to as tracking. In Sections 3.2.1 and 3.2.3, it was shown that

the MS exclusively tracks muons while the ID tracks any charged particles. Because of
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this difference in purpose, different approaches are taken when reconstructing tracks

in the MS and ID. Since any relatively long-lived charged particles leave tracks in

the ID, no separate identification schemes are applied to identify tracks in their own

right. This section discusses tracking systems in the ID and MS.

5.1.1 Inner Detector Tracks

Track reconstruction in the Inner Detector begins with the identification of

spacepoints. These are spatial points per sensor that were hit by a charged ionizing

particle. These hits are collected in the Pixel Detector and the Semi-Conductor

Tracker (SCT) which are collectively known as Silicon Detectors. In the Pixel Detector

a hit on a pixel provides a 2-dimensional spacepoint, while a hit on an SCT sensor

provides a 1-dimensional spacepoint; the other dimension in the SCT is provided by

another sensor glued back-to-back and at an angle to the aforementioned sensor, as

described in Section 3.2.1. The spacepoints in the silicon detectors are fitted using the

Kalman Fitter [95] which adds spacepoints to the fit recursively, making it convenient

for online real time processing.

The result of each fit is characterized by a score that is calculated from the qual-

ity of the reconstructed track and the χ2 value of the fit. Track quality is determined

by the number and type of hits that it constitutes. The type of a hit refers to its

location in the ID: Pixel Detector hits are given more weight than SCT hits. At this

stage of reconstruction different tracks may share hits, leading to ambiguities. These

ambiguities in hits are resolved by giving preference to a track with the highest score,

refitting the other tracks without the ambigous hits, and re-evaluating the scores.

This process is repeated until all ambiguities are resolved.
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Hits from the Transition Radiation Tracker (TRT) are also fitted using the

Kalman Fitter to tracks reconstructed from the silicon detectors. If the score of the

resultant track improves the score of the silicon track, the TRT component is added.

Otherwise it is reconstructed as an independent track. Tracks from the TRT are

sometimes used as seed for track reconstruction, but tracks used in this thesis are

reconstructed with hits from the silicon detector as seeds.

Reconstructed tracks are parametrized by the point of their closest approach to

either the beam-line or the interaction point (IP). The beam-line or the IP is known

as the perigee. The perigee is in turn parametrized by perigee parameters. Using the

beam-line as reference is a more useful parametrization because the beam-line does

not always align perfectly with the z-axis. The most common perigee parameters are

d0 and z0, and their definitions are illustrated in Figure 5.1. d0 is the signed distance

of the track’s closest point to the z-axis, and z0 is its z-coordinate. Other parameters

defined at the perigee are the charge-momentum ratio, the angle with the x-axis in

the xy plane, and the angle with the z-axis in the rz plane. Figure 5.1 illustrates

most of them.

If a group of tracks reconstructed in the ID are extrapolated to a single spatial

point in the ID, that point is reconstructed as a vertex. A vertex essentially represents

a point where a particle, or particles, decay or split into secondary particles that leave

tracks in the ID. The vertex with the highest sum of track transverse momentum,

pT, is labeled the primary vertex (PV). This is the vertex at which the hard scatter

occurs. Since the PV does not always coincide with the IP, track perigees are usually

measured relative to the PV.
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Parameterization of Tracks 

part 3: Performance 

!  Perigee parameterization is basis for 
   – expressing track parameters at production vertex 
       for instance Lorentz vectors in physics analysis 
    – vertex finding algorithms 
    – b-jet tagging 

Figure 5.1. Illustration of perigee parameters. The most common of these are d0 and
z0. The perigee may be defined relative to either the beam-line or the interaction
point. The analysis in Chapter 7 utilizes this choice. Illustration taken from Ref [96].

5.1.2 Muon Spectrometer Tracks

Seeds for MS track reconstruction are extracted from the precision sub-detectors:

Cathode Strip Chambers (CSCs) and Monitored Drift Tubes (MTDs). From MDTs

drift circles are processed, and from CSCs clusters are built. Signals from drift circles

and clusters are used as inputs to pattern recognition algorithms to form segments,

which are combined and fitted to form the reconstructed track.

Clusters in the CSCs are muon hits in each chamber that give a 1-dimensional

measurement of position. Since CSCs are mounted on wheels in the end-caps and

are segmented in φ, separate φ and η clusters are obtained. A set of clusters is fitted
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using the Hough transform method [97], which is more suited to fitting non-linear

tracks than the Kalman Fitter, to form separate η and φ segments. Combining the

two gives a 2-dimensional position and a direction to each cluster.

Segments in the MDTs are reconstructed from fitting drift circles measured from

drift tubes in two neighboring stations. Two outer MDT hits are picked as seeds and

straight lines are fitted between them, accounting for hits in the middle layer. With a

minimum of 3 hits required to form a segment, the fit with the highest number of hits

is picked. The quality of an individual hit in an MDT is best described by Figure 5.2.

When the track path perfectly matches the drift radius the MDT is considered to be

on track. When the drift radius is too small compared to the track path the MDT

is referred to as having a δ-electron. When the drift radius is too large to match the

track, the MDT is considered out of time, and when there is no drift circle the MDT

is known as a hole. A segment is scored by Nδ +Nout +Nhole, where the smaller the

sum the higher the quality. Ambiguous segments are recursively resolved with the

score, the χ2 and the overall number of hits. Just like TRT hits, hits from the RPCs

and TGCs are fitted to existing segments if they improve the segment score.

Full track reconstruction is done by fitting segments, starting from segments

farthest from the IP and taking into account the bending caused by the magnetic

field. Each track’s χ2 and number of hits are evaluated and used to recursively resolve

ambiguities. Finally, the reconstructed tracks are extrapolated to the beam-line and

their d0 and z0 are extracted.
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Figure 5.2. Illustration of track fitting in the MS. A track fit to an MDT can be any
of 4 cases: track path coincides with drift circle (on track), is smaller than drift circle
(out of time), is larger than drift circle (δ−electron), and no drift circle (hole). Track
quality is evaluated by the multiplicity of these cases..

5.2 Electrons

5.2.1 Reconstruction and Identification

Electrons reconstructed in the ATLAS detecter are classified into central and

forward, where central electrons are those within |η|< 2.5 and forward electrons are

those within 2.5 < |η|< 4.9. Since central electrons fall within the Inner Detector (ID)

coverage, they make use of both the EM Calorimeter and the ID measurements while

forward electrons rely just on the calorimeter information. As a result, calorimeter

requirements on forward electrons are much more stringent than on central electrons.

Central electrons are reconstructed by matching energy clusters in the EM Cal

to tracks in the ID, where a cluster is a group of calorimeter cells. The slinding window
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algorithm (introduced in Section 3.2.4) is used to find these clusters by searching for

calorimeter cells with energy deposits greater than 3 GeV in windows of size 3 × 5

calorimeter cells in η × φ1. The window is made larger in the φ direction to account

for any magnetic field effects. This cluster search begins in Layer 2 of the EM Cal.

Upon locating the cluster center in Layer 2 energy deposits in the corresponding pre-

sampler, Layer 1 and Layer 3 are collected and summed. During Run I, using the

sliding window algorithm, the efficiency for finding electrons with ET = 7 GeV was

95% , 99% for those with ET = 15 GeV and 99.9% for those with ET = 45 GeV [98].

Forward electrons are reconstructed using topological clusters [99], whose clus-

tering algorithm differs from the slinding window algorithm. Cells with large signal

to noise ratio are used as seed and added to the cluster. The cluster grows by itera-

tively adding neighboring cells with a signal to noise ratio above a threshold slightly

less than the seed threshold. Perimiter cells are added on the cluster by imposing an

even lower energy threshold. This creates 3-dimensional clusters of varying energies.

During Run I and Run II the seed threshold was 6 GeV and both the neighbor and

perimeter thresholds were 3 GeV. This topological clustering scheme is known as EM

633, named after energy thresholds from seeds, neighbors and perimeters.

Only tracks with pT > 0.5 GeV, at least two hits in the Pixel Detector, at least

seven total hits from the Pixel Detector and the SCT are considered for matching

clusters in the EM Cal. These tracks are extrapolated from their last hit in either the

Silicon Detectors or the TRT to Layer 2 of the EM Calorimeter. A track and a clus-

ter are considered a match if the cluster center and the track are within |∆η|< 0.05

and |∆φ|< 0.1. The matching window in the φ coordinate is larger to allow for

brehmsstrahlung losses due to the magnetic field. In the case of multiple tracks being

1 The magnetic field bending plane in the ID is the rφ plane. The calorimeters may be subject

to this field as well, albeit significantly weaker than in the ID
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matched to one cluster, preference is given to the tracks with most hits in the Silicon

Detectors, based on the scoring method discussed in Section 5.1.1, and the smallest

∆R between the track and the EM Calorimeter cluster. A central electron is consid-

ered reconstructed if a cluster is matched to a track, otherwise it is reconstructed as

a photon. To minimize background, only electrons with at least 5 GeV energy are

reconstructed.

Effectively, a reconstructed electron is characterized by the following : the clus-

ter energy, the estimate of the energy deposited in the ID, EM Calorimeter pre-

sampler energy, lateral cluster energy leakage and leakage of energy into the hadronic

calorimeter. These five components are combined to estimate the total electron en-

ergy. At 0.5 MeV, the electron mass is taken as zero in the ATLAS detector. This

approximation makes the total electron transverse energy equal to its pT. For central

electrons the (η, φ) position is extracted from the tracks and for forward electrons it

is extracted from the topological clusters.

Reconstructed electrons are grouped into categories of several identification

requirements. The variables that define these categories describe cluster (which in

turn describes an electron shower) and track properties, as well as criteria used for

track-cluster matching.

Of prime importance in describing a shower is the extent of hadronic leakage

and the lateral shower shape. Given that ET,had1 is the transverse energy in Layer

1 of the hadronic calorimeter behind the electron cluster, ET,had is the transverse

energy in the whole hadronic calorimeter section behind the electron cluster, η2 is the

η position of the cluster in the EM calorimeter, and ET is the ratio of the cluster

energy to cosh η2, the hadronic leakage is defined as
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Hadronic Leakage =


ET,had1/ET, if |η2|< 0.8 and |η2|> 1.37

ET,had/ET, if 0.8 < |η2|< 1.37

(5.1)

The lateral shower shape is describe by, among many other variables, Rη(37)

defined as

Rη(37) = E(237)/E(277) (5.2)

where E(237) is the energy deposited in Layer 2 of the EM Calorimeter in a

rectangle of size 3×7 cell units in η×φ, centered around the cluster center. E(277) is

similarly the energy deposited in a rectangle of size 7× 7 cell units. Hadronic leakage

and lateral shower shapes are very efficient in rejecting π± decays and wide showers.

To reject electrons from π0 decays Layer 1 of the EM Calorimeter is used because of

its finer granularity in η. As already discussed in Section 3.2.4 π0 decays result in two

energy maxima. To search for these two energy maxima several variables are defined

in a 0.125×0.2 ∆η×∆φ window around the cell with the highest energy deposit (the

so-called hottest cell). Given that E2nd is the energy deposited in the second hottest

cell, that Emin1 is the energy deposited in the cell with the least energy between the

hottest and second hottest cell, ∆E = E2nd−Emin1 is an excellent variable for picking

up the two energy maxima due to π0 s.

While calorimeter shower analysis significantly reduces backgrounds due to

charged hadron decays, background due to photon conversions are better reduced

by track analysis. First, track quality requirements are demanded on candidate elec-

tron tracks: at least nine Pixel Detector hits where one of the hits must be in the

B-layer, and the transverse impact parameter either with respect to the beamline or

to the primary vertex is demanded to be less than a threshold value. To ensure track-

cluster matching, in addition to the ∆φ,∆η requirements discussed in the preceding
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section, the energy measurement from the calorimeter is compared to the pT from

the track bending.

Categorization of electron identification is successive and inclusive. This means

that first a category with minimal requirements is defined; latter categories are just

sub-sets of the first category, with more stringent requirements. The categories are

a trade-off between the signal efficiency (ratio of identified electrons to reconstructed

electrons) and background rejection. Reconstructed electrons that pass the first cat-

egory requirements are referred to as loose. Subsequent categories are referred to as

medium and tight. In general loose electrons pass hadronic leakage and lateral shower

shape requirements. Medium electrons are additionally pass shower shape require-

ments in Layer 1, reducing π0 contamination. Tight electrons additionally use track

quality and track matching criteria to reduce backgrounds due to photon conversions.

Rather than directly imposing requirements on variables to distinguish between

signal electrons and background objects, a multivariate technique is used for electron

identification for analyses described in this text. The discriminant used is the log-

likelihood function log dL [100], where

dL =
LS

LS + LB
, (5.3)

where LS,B are likelihood functions on signal electrons and background objects

respectively. The LS,B are functions of probability density functions (pdf) obtained

by training a multivariate classifier on signal electrons or background objects from

Monte Carlo simulations using variables discussed in the preceding paragraphs as

inputs. A generalization of a likelihood function is

L(~x) =
n∏
i=1

Pi(xi) (5.4)
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where ~x is a tuple of input variables and Pi is a pdf for variable i. Categorization

into identification categories is achieved by directly cutting on log dL, where dL is

computed using successively more variables for loose, medium and tight categories.

5.2.2 Measurement of efficiencies, corrections and uncertain-

ties

This section quantifies the performance of the electron reconstruction and iden-

tification methods discussed so far.

5.2.2.1 Efficiency

Electron identification and reconstruction suffers from inefficiencies due to de-

tector limitations. These inefficiencies are measured in data and in Monte Carlo

simulation and compared, ultimately correcting the Monte Carlo simulation predic-

tions.

The total efficiency of reconstructing and identifying electrons for use in an

analysis can be factorized into its major components as

εtotal = εreco × εid × εtrigger × εisolation (5.5)

where εreco is the efficiency of reconstructing an electron once an electromagnetic

cluster is found in the EM Calorimeter, and εid is the efficiency of categorizing the

reconstructed electron as loose, medium or tight. εtrigger is the efficiency of an iden-

tified electron to pass a particular trigger and εisolation is the efficiency of an electron

that has passed the trigger to pass an isolation selection criteria. These efficiencies

are computed successively. For example, an electron that passes the trigger selection

must have also passed identification, and reconstruction. εreco is particularly impor-
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tant because it quantifies track reconstruction and track-cluster matching. Electrons,

at a mass of 0.5 MeV, suffer more from brehmsstrahlung as they traverse material in

the ID than heavier particles. This results in unpredictable deviations in the electron

track path in the ID, leading to relatively poor reconstruction. εid on the other hand

quantifies the perfomance of the Log Likelihood function described in the previous

section. This section discusses the method for extracting εid and εreco.

For studies discussed in this text εid and εreco were extracted from Z → ee

and and J/ψ → e+e− events in data to cover a wide electron pT range. In both

these cases, the tag-and-probe method was utilized [101]. Here, one electron was fully

reconstructed and identified with the highest efficiency possible. This is known as

the tag electron. The other electron was used to probe the selection efficiency in

question by requiring it to satisfy conditions either before or after the selection was

been applied. For Z → ee events, the tag electron was tightly identified, matched to a

tight trigger electron, had ET > 20 GeV and lied outside the calorimeter transition

region (1.37 < |η|< 1.52). For J/ψ → e+e− events the tag electron was tightly

identified, matched to a tight trigger electron object and have ET > 5 GeV. In both

cases, a tag object was required to be present, with a quality dependent on the type

of efficiency being measured. For Z → ee events, mT of the probe object and the tag

electron was required to lie between 80 and 100 GeV.

To evaluate systematic uncertainties in the efficiencies being measured, several

efficiency measurements with variations on the event selection criteria were performed.

For example, the tag electron was modified or the background estimation was varied.

For εid a reconstructed electron was used as a probe. In Z → ee events this

probe electron had to have ET > 10 GeV. Measurements were extracted from two

dimensions: electron ET and η. The decision to bin measurements in η was motivated

by the fact that brehmsstrahlung losses depend on the amount of material that the
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electron traverses in the ID, which is in turn dependent on η. Results from Z → ee and

J/ψ → e+e− events were combined, including systematic uncertainties. Figure 5.3

shows these efficiencies binned in ET and η, in both Monte Carlo simulation and

data. In general, Monte Carlo simulation modelling agrees reasonably with data.

The background rejection was also observed to be as large as 400.
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Figure 5.3. Plots of electron identification efficiencies during Run 1, binned in ET,
and η. Taken from Ref [101].

To measure εreco with Z → ee events an EM cluster was taken as the probe

object. This cluster was required to be isolated from electrons, to reduce backgrounds

from photons. Measurements were binned in ET and η. Figure 5.4 shows the mea-

surements obtained data and Monte Carlo simulations. Overall there is reasonable

agreement between data and Monte Carlo predictions. For the data set used for the

analysis in this text (2012), the reconstruction efficiencies are at least 90%.
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Figure 5.4. Plots of electron reconstruction efficiencies during Run 1, binned in ET,
and η. Taken from Ref [101].

5.2.2.2 Calibration

Electron energy loss in the material upstream or beyond the Lar calorimeters,

or outside the EM cluster in η and φ, was corrected for using dedicated calibration

schemes.

To determine these calibration parameters, a Boosted Decision Tree (BDT)

was trained on Monte Carlo simulation to predict the true electron energy Etrue from

variables such as the EM cluster energy, position, leakages, and ratios of cluster

energies in different layers of the Lar calorimeters. The training was categorized by

ET and η, whose binning were chosen to optimize energy responses in different regions

of phase space. Calibration using this BDT was shown to improve energy resolutions

by 10% [102].

Several other corrections were applied to electron candidates after the BDT

calibration. For example, the energy scales in the first and second layers of the Lar
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calorimeters were equalized between data and Monte Carlo simulation. After that,

the overall electron energy response in data was calibrated so that it agreed with the

expectation from simulation using Z → ee events. These calibrations were categorized

in η. The sensitivity of the results was evaluated by varying the event selection in

data, and the quality of the electrons used.

After all these calibrations were applied the agreement between data and Monte

Carlo simulation was validated in J/ψ → e+e− events, to test the performance in a

different ET regime. Figure 5.5 shows the invariant masses of the ee system in

J/ψ → e+e− and Z → ee events, covering different ET regimes. In the Z → ee

case, distributions from data was compared to those from calibrated Monte Carlo

simulation and uncalibrated Monte Carlo simulation. In the J/ψ → e+e− case, some

of the background component was data-driven, so the calibrated data was compared

to the sum of Monte Carlo simulation and the data-driven background. In both cases,

agreement was within 2%.
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Uncertainties in the electron energy scale stemmed from several sources. For ex-

ample, uncertainties associated with calibrating individual Lar layers reached 0.15%.

Those associated with the distribution of material upstream the Lar reached 0.3%.

Added in quadrature, overall the uncertainty on energy scale varied from 0.04% to

0.4% depending on η. Forward electrons suffered the most. The relative uncertainty

on energy resolution was better than 10% for 50 GeV electrons, and asymptotically

rose to 40% for higher energies.

5.3 Muons

5.3.1 Reconstruction and Identification

Every track reconstructed in the Muon Spectrometer is considered a muon track,

after all ambiguities are resolved. Each of these tracks is further categorized into

classes upon demanding further identification requirements. Muons identified just by

tracks from the Muon Spectrometer are classified as Stand-Alone Muons (SA). As

mentioed in Section 5.1 these tracks are extrapolated to the IP, and energy losses

from minimal ionizations in the calorimeters are corrected for. Muons constructed

by combining and matching tracks from the MS and the ID are known as Combined

(CB) muons. The overall quality of CB muons is characterized by the significance of

the ratio of the track charge to its momentum q/p, the χ2 of the combined MS-ID fit,

and the number of ID track hits. For an ID track to be considered as a candidate for

matching with an MS track it is required to have at least 1 hit in the Pixel Detector,

5 SCT hits, and fewer than 3 Pixel Detector or SCT holes. Other types of muons

that are rarely used are Segment Tagged (ST) and Calorimeter Tagged (CT) muons.

An ST muon is reconstructed if at least one of the MS segments is matched to an

ID track, while a CT muon is reconstructed if some energy deposits consistent with
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a muon path in the calorimeters are matched to a track in the ID. Purity in these

muon classes is ranked as follows: CB, ST, SA and CT. Overlaps between classes

are resolved in the same order of preferrence. CB muons were used in both analyses

discussed in this Thesis while SA muons are normally used to determine the efficiency

of measuring muons with the ID.

CB muons used in Run I were required to have at least 3 MDT hits in at least

two layers. This rule was relaxed to at least 1 MDT layer and no more than 1 MDT

hole in the region of |η|< 0.1, which is partially equipped because of service cables.

During Run II muon classes were modified to mimic electron identification classes,

i.e Loose, Medium and Tight. These classes contain more than one of the CB, ST,

SA and CT categories. For example, the Medium class is a combination of CB and

SA muons. For |η|< 2.5 CB muons are used with the same requirements demanded

during Run I. For |η|> 2.5, which does not have ID tracking, SA muons are used.

They are required to have hits in at least 3 MDT or CSC layers, and the significance

of their q/p is required to be less than 7 to reduce contamination from muons from

K and and π± decays. Medium muons are used in this Thesis for Run 2 data and

CB muons are used for Run 1 data.

5.3.2 Measurement of efficiencies, corrections and uncertain-

ties

Just like electron reconstruction, muons reconstruction suffers from inefficiencies

and energy skews, especially in Monte Carlo simulation. Identification efficiencies in

Monte Carlo are also not expected to match with those in data. Techniques to correct

for this are discussed here.
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5.3.2.1 Identification Efficiency

Identification and reconstruction efficiencies for muons are terms used rather

inter-changeably. This is because as mentioned before, any track reconstructed in the

MS and matched to a track in the ID is considered a muon. So, the only efficiency

described in this text for muons is the identification efficiency, εid. Only εid for muons

with |η|< 2.5 is discussed here. Otherwise, the reader is encouraged to read Ref [103].

For a thorough discussion of muon isolation efficiencies the reader is also encouraged

to read the same reference.

Since muons with |η|< 2.5 are measured from both the ID and MS tracks, the

tag-and-probe method is naturally appealing. Given two muons, one is used as the

tag object and the other as the probe object. The identification efficiency can be

factorized as

εid = εid|ID × εID. (5.6)

where εid|ID is the efficiency of a muon track in the ID to be identified as a

muon2, and εID is the efficiency of a muon track to be reconstructed in the ID. The

latter is efficiency is difficult to calculate, so it is approximated by εID|MS, which

is the efficiency of reconstructing a muon track in the ID given that it has been

reconstructed in the MS. Ultimately, the efficiencies in data, εdataid , and MC, εMC
id , are

compared by taking their ratio as a scale factor. This cancels out any biases stemming

from the tag-and-probe method.

2During Run I these categories were just CB, ST, CT, etc. During Run II the standard loose,

medium, tight working points were used.
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To cover a wide range of muon pT, efficiency measurements were performed

using both J/ψ → µ+µ− and Z → µµ events from data and MC. For Z → µµ events

the tag muon was required to satisfy the following:

1. medium quality, loose isolation and have pT > 24 GeV;

2. impact parameter requirements to ensure that it originated from the primary

vertex;

3. and be matched to the muon trigger.

The probe muon was required to have pT > 10 GeV and be loosely isolated. For

J/ψ → µ+µ− the tag muon was required to have pT > 5 GeV, be of medium ID, and

be matched to the muon trigger. Additionally, for both J/ψ → µ+µ− and Z → µµ

the probe muon was required to have a fully reconstructed muon within ∆R < 0.05

around its location.

Efficiencies were extracted in bins of η, φ and pT, as described in full detail in

Ref [104]. Figure 5.6 shows identification efficiencies exctracted from data for medium

(Run II) and CB (Run I) muons in the region 0.1 < |η|< 2.5. The high pT region

was covered by muons from Z → µµ events while the low pT region was covered by

muons from J/ψ → µ+µ− events. Above about 20 GeV, the efficiency was observed to

be independent from the muon pT. Overall, the agreement between data and Monte

Carlo simulation was observed to be within 1%.

The major systematic uncertainties affecting these results were found to be

from the data-driven estimation of background processes, choice of cone size used

to match probe muons to reconstructed muons, and kinematic distribution disagree-

ments between probes in data and Monte Carlo simulation. The uncertainties due to

background processes was calculated by varying a parameter used in the estimation

by ±100%. The cone size uncertainties were evaluated by varying the cone size by

±50%. Distributions of probe kinematics in MC were weighted to agree with data.
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Figure 5.6. Plots of the muon identification efficiencies, binned in pT. Z → µµ events
were used for high pT muons while J/ψ → µ+µ− events were used for low pT muons
.

The shift was taken as a systematic uncertainty. After adding these and other [104]

uncertainties in quadrature, the overall uncertainties on the identification efficiencies

were less than 2%.

5.3.2.2 Momentum Scale and Smear

Just like with electrons, muons may lose energy as they traverse detector ma-

terial upstream of the Muon Spectrometer (MS). This loss may also be mis-modelled

in Monte Carlo simulations. While losses in the Inner Detector (ID) are very small

and taken as negligible, losses the calorimeters cannot be neglected. Modelling of the

magnetic field integral and detector dimensions in the ID and MS in Monte Carlo sim-

ulations may also differ from the true physical values. Energy loss and other forms of

mismodelling must therefore be corrected in both data and Monte Carlo simulation.

Effectively such corrections adjust the muon momentum by scale factors.

Fluctuations in muon energy losses in the calorimeters lead to uncertainties in

the measured muon momentum. Magnetic field inhomogeneities, spatial hits displace-
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ments in the ID and MS, and misalignment of the MS all lead to larger uncertainties

in the measured muon pT in both the ID and MS. Accounting for these uncertainties

broadens (or smears) the pT resolution in MC to match the data. The corrected

muon pT in MC can be written as

pcorr,MC

T =
puncorr,MC

T + Sum of Scales

1 + Sum of Smears
, (5.7)

where the scale and smear corrections are derived from data.

During both Run I and Run II, J/ψ → µ+µ− and Z → µµ events from data

were used as the source of muons with pT lying in the range of 5 GeV to 300 GeV.

Their energy distributions were compared to those predicted by Monte Carlo simu-

lations. Muons from J/ψ → µ+µ− and Z → µµ were required to be of medium3

identification, oppositely charged, within the ID acceptance, and have impact param-

eters that indicate that they originated from the same vertex, which is required to be

the primary vertex in the event. The invariant mass of the system of two muons,mµµ,

was required to be within 76 GeV and 106 GeV for Z → µµ and within 2.65 GeV and

3.6 GeV for J/ψ → µ+µ− events. The mµµ distributions were then used to extract

correctional scale factors as described in detail in Ref [104]. Figure 5.7 shows such

distributions for uncorrected MC pT, corrected MC pT, and data pT for muons from

both J/ψ → µ+µ− events, using Run I and Run II data-sets. These distributions

show that a correction for energy losses of about 1% was necessary. Depending on

the pT, resolution smearing corrections below 15% were applied.

Systematic uncertainties in these corrections originate from imperfections in

the model used for momentum correction, and in the fit used to extract correctional

parameters. These were evaluated by varying several components when extracting

3In Run I they were required to be CB muons.
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Figure 5.7. Plots showing comparisons of mµµ distributions for muons from J/ψ →
µ+µ− events in data, MC in which muon pT is corrected and MC in which pT is not
corrected.

the corrections. For example, the mµµ window was varied by ±5 GeV in Z → µµ

event selection. This variation had the most impact effect on results.

5.4 Jets

A jet in the ATLAS detector is a stream of collimated hadrons and other par-

ticles originating from a localized vertex. Although these jets can be formed from

hadronic decays of heavy particles such as W or Z bosons, most are formed through

scattering of gluons and quarks, and radiation of quarks inside the protons during a

pp collision. Jets formed through the latter processes are referred to here as QCD

multi-jets.

Due to asymptotic freedom [105], introduced in Section 2.1.2.1, although quarks

and gluons cannot move freely at the GeV energy scales, they can move quasi-freely
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inside the barriers of hadrons and baryons. At the LHC hard-scatter energy scales

(TeV) however, quarks and gluons may briefly move freely until their energies de-

crease. During this brief moment, quarks and gluons may radiate gluons, and gluons

may split into qq̄ pairs, as shown in Figure 2.1. This process repeats until a low-enough

energy is reached, forming a parton shower. The qq̄ pairs eventually hadronize to form

high energy mesons such as π±, neutral and charged K that propagate in more-or-

less the same direction as the direction of the original quark or gluon. This collection

of hadrons makes up a jet. A formal discussion of parton shower development and

hadronization is in Sections 4.1.1 and 4.1.2.

5.4.1 The anti-kt clustering scheme

Several schemes have been developed to standardize the mechanism with which

hadrons are incorporated into a jet [106]. The ideal scheme is expected to be in-

sensitive to slight modifications to the jets through infrared emmissions or collinear

splitting because such modifications are stochastic and difficult to predict. Moreover,

it is expected to be easy to implement in an experimental setting. The jets used

in these analyses are defined using the anti-kt algorithm [107], which takes topolog-

ical clusters of calorimeter cells as inputs. The energy in the topological clusters

corresponds to energy deposited by hadrons in the calorimeters.4

The jets are built from two types of topological clusters. For the first type, en-

ergy deposits in calorimeter cells are calibrated assuming that the particle is a neutral

pion. This form of calibration is known as the electromagnetic (EM) scale because a

neutral pion immediately decays to two photons that initiate an EM shower. Although

this scale is correct for electromagnetic particles, it is not correct for hadrons. The

4 Details on how topological clusters are built from calorimeter cells were presented in Section 5.2.
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second type of jet corrects for this offset in calibration by calibrating hadron energy

deposits as if the particle is a charged pion. By first classifying each calorimeter cell

energy deposit as EM or hadronic, each calorimeter cell is given an independent local

weight; this process is therefore rightfully called local cell signal weighting (LCW).

Although LCW is significantly slower than implementing the EM scale, it is a more

accurate calibration scale.

Unlike topological clusters for forward electron reconstruction, topological clus-

ters used for jet reconstruction use as seed calorimeter clusters with signal to noise

ratio of 4. Additionally, signal to noise ratio for neighboring cells is required to not

be less than 2. The topological cluster building scheme for jets is therefore 422, while

for electrons it is 633.5 The definition for noise in calorimeter cells used in both these

schemes is the sum of electronics noise and energy from pileup pp collisions. The

pileup component of noise increases with the increase in pileup events. Because of

this, noise thresholds used during Run 1 jet reconstruction were lower than those

during Run 2. Additionally, during Run 2 topological clusters were not allowed to

start building from the EM Calorimeter presampler. This significantly reduced the

number of jets from pileup events.

The anti-kt algorithm uses the metric defined in Equation 5.8 to determine

cluster association in the position-energy phase space.

dij = min(p−2

T,i, p
−2

T,i)
∆R2

ij

R2
, where ∆R2

ij = (ηi − ηj)2 + (φi − φj)2

diB = p−2

T,i

(5.8)

The second equation in Equation 5.8 is meant to draw an association between a

hadron and the incoming or outgoing proton beam, while the first definition assesses

5 See Section 5.2.1.
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the relation between two hadrons. The R parameter is a solid angle that limits the

window of hadron association. During both Run 1 and Run 2, jets were reconstructed

with R = 0.4. This metric in Equation 5.8 is designed to be invariant under boosts in

the z coordinate because it is made up of pT, η and φ, which are also invariant under

similar transformations.

The anti-kt algorithm proceeds as follows, starting with a list of topological

clusters : The highest pT cluster (the hardest) is found and indexed with i. diB and

dij are evaluated, where j is the cluster closest to i, as determined by Equation 5.8.

If min(dij, diB) = dij, i and j are combined into a single cluster and the process is

repeated, otherwise i is declared a final-state jet and removed from the cluster list.

This process is repeated until no cluster remains in the seed list. The four-momentum

of the resultant jet is the sum of the four-momenta from all the contributing clusters.

Starting with the hardest cluster, the anti-kt algorithm effectively groups low

pT clusters around the hardest cluster. This strategy is most convenient at the LHC,

where the most important jets are usually of high pT. Additionally, because the

metric defined in Equation 5.8 includes a combination of an angle and energy it is

insensitive to collinear splitting and infrared emmissions.

5.4.2 Performance and Calibration

Jet reconstructed using the anti-kt clustering scheme may have energy offsets

due to several detector imperfections. These issues are corrected by calibrating sev-

eral components of the jets. The following corrections or calibrations are applied

sequentially.
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5.4.2.1 Origin Correction

Topological clusters positions are computed relative the LHC’s interaction point

(IP). Reconstructed jet positions are therefore also computed relative the IP. Since

the primary vertex from which the jet originates may not necessarily coincide with the

IP, the jet origin has to be adjusted. The scheme proceeds as follows: The primary

vertex is searched for by selecting the vertex whose tracks have the largest sum of

pT. Topological clusters are repositioned to match the identified primary vertex. Jet

four-momentum is recalculated with the new cluster four-momenta. The jet energy

response and resolution are not affected by this correction, but the jet pseudorapidity

resolution is improved. This is expected since the beam spot is significantly longer in

the z direction (5 cm) than it is in the transverse plane (at most 1 mm).

5.4.2.2 Pileup Subtraction from each jet

The calibration scheme to subtract pileup contamination from each jet is done

at an event by event, and jet by jet basis. The subtracted quantity in each jet pT

is the product of the jet pT and the event pileup density, ρ, which is a measure of

how many particles from pileup events were included in the jet. The assumption in

this scheme is that particles from pileup should be uniformly distributed in η×φ. To

determine each jet’s sensitivity to these particles, particles of infinitesimal pT (known

as ghost particles [108]) are added to the event and jet reconstruction is repeated. The

number of ghost particles in each jet are used to parameterize the area, Aj, of the jet

in η × φ. The median of pT/Aj for all the jets in the event is picked as ρ for that

event.

Figure 5.8(a) shows the ρ distributions from simulation events during Run 1,

where the number of vertices, NPV , is varied. The average ρ increases with NPV
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as expected. The distributions shown in Figure 5.8(b) are similar to those in Fig-

ure 5.8(a) but with Run 2 settings. Any residual dependence of jet pT on NPV and

the average number of interactions per bunch crossing 〈µ〉 is further corrected from

bins of NPV and 〈µ〉.

(a) ρ during Run 1, taken from Ref [109] (b) ρ during Run 2, taken from Ref [110]

Figure 5.8. Plots showing the pileup density ρ, the pileup contribution to jet pT, at
several number of vertices NPV for jets reconstructed from LCW topological clusters.

5.4.2.3 Energy Scale and Resolution

After calibrations schemes described so far have been applied, any remaining jet

energy dependence on η and pT is corrected by comparing the calculated jet energy

and the true particle jet energy from MC simulation. A jet is matched to a true

particle if the true particle is within its ∆R < 0.3. The jet energy response (also

known as scale6) R is defined as the ratio of the reconstructed energy Ereco to the

energy of the true particle jet Etrue. Jet pT response is defined similarly. Jet energy

6These terms will be used interchangeably in this text
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in simulation is finely binned in Etrue and ηdet bins, where ηdet is the pseudo-rapidity

in detector coordinates rather than the corrected η described in Section 5.4.2.1. The

motivation for ηdet parameterization is that problems may arise from transitioning

from the barrel to end-cap calorimeters.

The jet energy response is measured in bins of Etrue and ηdet. The value in each

bin is taken as the peak of a gaussian fit for all the values that fall in that bin. The

energy resolution is then taken as the standard deviation of the said gaussian fit, so it

is binned in the same manner as the energy response. For each ηdet bin, a calibration

function F(Ereco) is obtained by a fit of (Ereco,R) values for each Etrue bin. The

corrected jet energy is then defined for each ηdet bin as

Ecorr = Ereco/F(Ereco) (5.9)

where 1/F(Ereco) is the jet energy scale. A simple approximation, F(Ereco) =

〈Ereco/Etrue〉, was used in both Run I and Run II. In this approximation, F(Ereco)

is the average jet energy response per ηdet bin. Figure 5.9(a) and 5.9(b) show the jet

energy response for ptrueT and ηdet respectively for simulated LCW anti-kt jets, with

R = 0.4. The disagreement in the low pT range is caused by non-perfect fits which

were caused by non-Gaussian effects.

Studies described in the preceding paragraphs were performed with Monte Carlo

simulations for several physics processes to evaluate the associated systematic uncer-

tainties. These are Z+jets, γ+jets and events with only 2 jets. Jets in the central

region were observed to have at most 3% uncertainty in the jet energy scale, and

those in the forward regions had at most 6%. The resolution was observed to increase

with true pT and with higher pseudorapidity. The total uncertainty on the resolution
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(a) Jet energy response vs. ptrueT (b) Jet energy response vs. ηdet

Figure 5.9. Plots showing the jet energy response for simulated LCW jets recon-
structed with the anti-kt algorithm at R= 0.4 is plotted against ptrueT and |ηdet|.
Taken from Ref [109].

was calculated by varying the Gaussian fits (introduced in this section) by ±1σ. This

uncertainty was observed to be at most 2%, varying with the true pT.

5.4.2.4 Jets from pileup

Even after tracks from pileup events that get associated to jets are subtracted

with the technique described in Section 5.4.2.2 are subtracted from the jet, jets that

originate entirely from pileup events are not subtracted from the event. Techniques

used to suppress such jets have evolved from Run 1 to Run 2.

During Run 1, the Jet Vertex Fraction (JVF) [111] was the main variable used

to suppress jets from pileup interactions. In an event with multiple reconstructed

vertices, JVF for a jet was used to determine the likelihood of it originating from

each of the vertices. Thus, JVF is a function of the jet jeti and reconstructed vertex

Vj in the event. Precisely, it is defined as

JVF(jeti, Vj) =

∑
m pT(trackjeti

m , Vj)∑
n

∑
l pT(track

jeti
l , Vn)

, (5.10)
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where m runs over tracks associated with jeti and whose origin is Vj. n runs

over all reconstructed vertices in the event and l runs over all tracks whose origin is

Vn and associated with jeti. For each of these tracks a pT > 500 MeV requirement

is demanded. For jets with no tracks, a value of -1 is assigned to JVF. During

Run 1 the vertex of interest was the primary vertex, V0. JVF(V0) was used as a

discriminant for each jet. Figure 5.10 shows the JVF(V0) distribution for simulation

jets from the primary vertex (hard-scatter jets) and jets from pileup, for jets with

20 < pT < 50 GeV and |η|< 2.4. These jets were reconstructed using the LCW scale

and the jet energy scale 5.4.2.3 (JES) was applied. Pileup jets tend to have low JVF

because their tracks rarely originate from the primary vertex. Using Z → µµ+jets

events from simulation it was observed that pileup jets during Run 1 were suppressed

to 2% for jets with pT ≈ 20 GeV and even to lower values for jets with higher pT.

Jets JVF
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Figure 5.10. Plots showing the JVF distributions for pileup jets and jets from the
primary vertex (hard-scatter), evaluated for the primary vertex. Taken from Ref [112].
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Although reasonably efficient for low pileup (Run 1) conditions, JVF perfo-

mance is reduced for higher pileup conditions. This is because JVF is dependent on

the number of reconstructed vertices in the event; more tracks in the event makes the

denominator in Equation 5.10 large, lowering JVF even for hard-scatter jets. Two

variables were defined to correct for this. corrJVF corrects for the linear increase of

the sum pT of tracks from non-primary vertices (
∑

n≥1

∑
l p
trkl

T (Vn)) with the number

of pileup tracks (nPUtrk ) by scaling nPUtrk with a correctional factor k. corrJVF evaluated

at the primary vertex V0 is then defined as

corrJVF =

∑
m p

trkm

T (V0)∑
l p
trkl

T (V0) +
∑

n≥1

∑
l p
trkl

T (Vn)
(5.11)

The second variable used is RpT
. It is defined as

RpT
=

∑
h p

trkh

T (V0)

pjet

T

(5.12)

where h runs over all the tracks associated with the jet and originating from

the primary vertex, and the denominator is the calibrated reconstructed jet pT after

subtracting pileup tracks using the ghost tracks technique described in the previous

section. Figures 5.11(a) and 5.11(b) show corrJVF and RpT
respectively for hard-

scatter and pileup jets. In both these variables, a value of -1 is assigned if the jet

has no associated tracks. For those jets with associated tracks, corrJVF and RpT
are

reasonable discriminants.

During Run 2 a Jet Vertex Tagger (JVT), which makes use of corrJVF and RpT
,

is used. corrJVF and RpT
define a 2-dimensional space in which every reconstructed

jet resides. The k-nearest neighbor (kNN) model [113] is used to determine the

likelihood of a jet to be from hard-scatter (signal) or from pileup (background). This

model is trained on a sample of signal and background for jets with pT in the range of
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(a) corrJVF (b) RpT

Figure 5.11. Plots showing distributions of variables used to correct for JVF’s depen-
dence on the number of reconstructed vertices, and hence number of pileup tracks, in
an event. The distributions from pileup and hard-scatter jets are overlayed. The sim-
ulated jets are reconstructed with the LCW scale and the jet energy scale is applied.
Taken from Ref [112].

20 GeV and 50 GeVand |η|< 2.4, where 100 nearest neighbors are used to determine

the likelihood for a jet to be signal or background. Figure 5.12 shows the fake rate

from pileup jets versus the efficiency from hard scatter jets from simulation using

JVT and other discriminants discussed in this section; the JVT curve shows that it

is the most optimal of all the other pileup suppression techniques.

Uncertainties associated with JVF and JVT were calculated by shifting the JVF

or JVT selection by variations that account for the extent to which the jet correction

is mis-modelled for jets originating from the primary vertex. These uncertainties vary

between 2 and 6% depending on the jet pT and pseudorapidity.

124



Figure 5.12. Plots showing the fake rate from pileup jets versus efficiency hard scatter
jets for JVF, corrJVF, RpT

, and JVT. JVT uses a kNN model in corrJVF-RpT
space

where 100 neighbors determine whether a jet is from pileup or from hard scatter.
Taken from Ref [112].

5.4.3 B-Tagging

Jets initiated by b-quarks are common signatures in many processes. For exam-

ple, in gg → tt̄ each top quark decays weakly to a bottom quark which then initiates

a jet. Several techniques are available that tag a jet as b-quark initiated. b-tagging

techniques typically exploit the relatively high lifetime of the b-hadrons, which is of

the order of 1.5 ps. To put this into perspective, a b-hadron with pT = 50 GeV will

typically traverse several mm before decaying to c-hadrons or some other light-flavor
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hadrons. This section discussed two types of b-tagging techniques whose details can

be found in Ref [114].

The first technique parameterizes the b-hadron lifetime by the impact param-

eters of the tracks in a jet with respect to the primary vertex. The most efficient

of algorithms that implement this technique is IP3D. It proceeds as follows: For a

jet, each track’s transverse impact parameter with respect to the primary vertex d0

and its longitudinal impact parameter z0 are extracted. A 2-dimensional function of

the significance of d0 (d0/σ(d0)), and the significance of z0 (z0/σ(z0)) is evaluated

and compared to 2-dimensional probability density functions for b and light flavor

jet hypotheses for each track. These prior probability density functions are obtained

from Monte Carlo simulations. The ratio of the b-jet likelihood to the light flavor

jet likelihood is taken as the track weight. The weight for the jet is then the sum

of logarithms of the individual track weights. A simpler version of this algorithm is

the IP2D, which replaces the 2-dimensional function with a 1-dimensional function

of z0/σ(z0).

The second technique constructs a secondary vertex at which the b-hadron

decays. The secondary vertex is built by vertices from pairs of tracks with large

displacements from the primary vertex. These two-track vertices are required to

have a fit with a χ2 lower than a threshold value. Additionally, vertices compatible

with long lived particles and photon conversions are not considered. When building

the two-track vertices into the secondary vertex two-track vertices contributing the

largest χ2 are removed if the secondary vertex’s χ2 is larger than a threshold value.

The distance between the primary vertex and the secondary vertex is the discriminant

used for identifying b-jets. One algorithm that implements this technique is called

SV1. It uses the Log Likelihood Ratio method, where the likelihoods are constructed

from two distributions: The first is a 2-dimensional distribution of secondary vertex
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mass versus its energy. The second is a 2-dimensional distribution of the number of

two-track vertices in the secondary vertex versus the ∆R between the jet axis and

the primary-secondary vertices axis.

Another algorithm that constructs a secondary vertex using a slightly different

approach is called JetFitter. This algorithm runs a trained artificial neural network

on the jet, looping through each vertex (apart from the primary) that has at least

two tracks. The neural network takes variables that describe the vertex in question

and has output nodes for either a b-vertex or a light flavor vertex. The discriminant

to select b-jets from light flavor jets is taken as the logarithm of the ratio of values in

the b-node to the value in the light flavor node.

5.4.3.1 Performance and Uncertainties

During Run 2 the b-tagging algorithms discussed in this section were combined.

More specifically, in 2015 the combined algorithm was MV2c20 while in 2016 the

algorithm used was called MV2c10. These two algorithms combine IP2D, IP3D, SV1

and JetFitter [115], where the variables from each of standalone algorithms were used

as inputs to a Boosted Decision Tree (BDT). The BDT was trained using jets initiated

by b-quarks as signal. The background was a composition of light-flavor jets, c-jets

and jets from a hadronic τ lepton. In MV2c20, 20% of the background was made

up of c-jets while in MV2c10 10% of the background was made up of c-jets. It was

shown that even though MV2c10 provides similar light-jet rejection to that provided

by MV2c20, it provides 40% more c-jet rejection. Thus, analyses presented in this

text use only MV2c10. Regardless, it is worthwhile to compare the performance of

MV2c10 against MV2c20.

Figure 5.13 shows the performance of the MV2c10 BDT output for b-, c-, and

light flavor jets in tt̄ events. A nominal selection criterion was imposed on the BDT
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output such that the b-jet selection efficiency is 77%. This working point varied with

needs. For example, in Section 6.2 the working point was such that the b-jet selection

efficiency was 70%.

MV2c10 BDT Output
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Figure 5.13. Plots showing the MV2c10 BDT output, taken from Ref [115].

Figure 5.14(a) shows the b-jet selection efficiencies, plotted against jet pT, using

the BDT outputs from MV2c10 and MV2c20. The working point was 77% efficiency.

There is no significant difference between the two algorithms. Figure 5.14(b) shows

the c-jet rejection, plotted against jet pT, using the BDT outputs from MV2c10 and

MV2c20, at a 77% efficiency working point. MV2v10 shows much more improved
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rejections. That is why it was the algorithm of choice in the analysis discussed in

Chapter 6.
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Figure 5.14. Plots showing the b-jet efficiency and c-jet rejection parametrized with
jet pT, for the MV2c10 (2016 config) and the MV2c20 (2015 config) algorithms, at a
77% b-jet selection efficiency working point. Taken from Ref [115].

b-tagging efficiencies in Monte Carlo simulations were corrected to match effi-

ciencies obtained in regions in data rich in the physics processes modelled by the said

Monte Carlo simulations. Uncertainties on the b-tagging efficiencies were evaluated

by shifting the BDT output value by an up and a down value, and evaluating the

impact on the physics process prediction. More analysis-specific details on this in

Section 6.2.
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5.5 Taus

As discussed in Section 2.1, of all leptons the τ lepton has the smallest mean

lifetime of 2.9× 10−13 s (cτ ≈ 87 µm), decaying inside the LHC beam pipe.7 Also

the heaviest of all the leptons, the τ lepton is the only lepton heavy enough to decay

to hadrons, with a branching ratio of approximately 65%. The said hadrons are

dominated by neutral and charged pions, although 2.7% of the time the τ lepton

decays to kaons.

5.5.1 Reconstruction and Identification

When a τ lepton decays hadronically it is referred to as a hadronic τ , otherwise

it is reconstructed as the electron or muon that it decays to (See Sections 5.2 and 5.3).

In either case, there is a ντ in the final decay products. Since this ντ is invisible in the

ATLAS detector the hadronic τ is reconstructed through its visible decay products,

which are referred to as τhad-vis. As discussed in Section 2.1 the τ lepton is restricted

to decaying to an odd number of charged mesons, with decreasing branching ratios as

the odd number increases. In ATLAS the most common hadronic τ decays constitute

1 or 3 charged pions, sometimes with associated neutral pions.

5.5.1.1 Reconstruction

The τhad-vis signature in ATLAS comprises some energy deposits in the calorime-

ters, matched to 1 or 3 ID tracks.8 τhad-vis with 1 matched track are called 1-prong,

and those with 3 matched tracks are called 3-prong. Since neutral pions decay as

7The LHC beam pipe has an external diameter of about 5.3 cm.
8≥5 ID tracks are very rare.

130



π0 → γγ, a significant component of the energy is deposited in the electromagnetic

calorimeters for those τ lepton decays that include neutral pions.

The largest background to the hadronic τ is the QCD jet, although electrons

and muons can be reconstructed as τhad-vis as well. With a smaller transverse mass,

τhad-vis components from a hadronic τ tend to be more collimated than those from

a QCD jet for a given pT. Moreover, due to higher particle multiplicity in a QCD jet,

a QCD jet tends to have a higher ID track multiplicity than a hadronic τ for a given

pT. These two differences are used to reduce the QCD jet background contamination,

as discussed in Section 5.5.1.2.

Topological clusters in all jets with pT > 10 GeV and |η|< 2.5, reconstructed as

discussed in Section 5.4, are used as seeds by the τ reconstruction algorithm. Tracks

from the ID that satisfy a the selection criteria shown in Table 5.1 are matched to the

τhad-vis candidate, using the center of the vector sum of all the topological clusters

(henceforth known as the τhad-vis center) as reference. This reference point may not

be the same as the center of the reconstructed jet because the jet center undergoes

corrections described in Section 5.4.2. Tracks from the ID that lie within ∆R < 0.2

around the τhad-vis center are counted as tracks from the τ decay. The τ candidate

is then classified as either 1-prong or 3-prong, depending on the number of tracks

found within ∆R < 0.2. Energy from topological clusters that lie within ∆R < 0.2

around the τhad-vis center are summed up to compute the total transverse energy

ET of the τhad-vis candidate, which is taken as equal to pT, on account of the small

τ lepton mass. The τhad-vis is then characterized by pT, η and φ, where η, φ are the

τhad-vis center coordinates. Further, the following regions in relation to the τhad-vis

center are defined:

1. ∆R < 0.1, as the calo-core region;

2. ∆R < 0.2, as the core region;
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3. and 0.2 < ∆R < 0.4, as the isolation ring.

Selection Criteria

pT > 1 GeV
Number of b-Layer hits ≥ 1

Number of Pixel Detector hits ≥ 2
Number of Silicon Detector hits ≥ 7

|d0|< 1.0 mm
|z0 sin θ|< 1.5 mm

Table 5.1. Selection criteria for tracks from the Inner Detector that are matched to
τ -jet candidates.

5.5.1.2 Identification against QCD Jets

To further reduce the fraction of QCD jets that are reconstructed as τhad-vis,

a separate identification algorithm is applied on the reconstructed hadronic τ lepton.

Several variables, designed to exploit the differences in shower width and track mul-

tiplicity between hadronic τ jets and QCD jets, are used. Only a few are discussed

here, but for a more detailed discussion the reader should consult Ref [116].

1.

fcore =

∑
i∈calo-coreE

EM
T,i∑∆Ri∈core

j EEM
T,j

is the fraction of transverse energy deposited in topological clusters in the core-

calo region, to that deposited in the core region. The energy deposits are

calibrated at the EM scale. For studies used in this analysis, a more pile-up

robust version of this variable is f corr
core used, after correcting for pile-up events by

taking into account the number of vertices with at least 2 tracks in the event.
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2.

ftrack =
pleadTrk

T∑
j∈core E

EM
T,j

is the ratio of the transverse momentum of the track with the highest transverse

momentum, to energy deposits in the core region of the τhad-vis. Here, a pile-up

corrected version f corr
track is used, just like in the fcore case.

3.

Rtrack =

∑∆Ri<0.4
i (pT,i ×∆Ri)∑∆Ri<0.4

i pT,i

is the transverse radius defined by the τhad-vis tracks, weighted by the pT of

the tracks.

Some variables were showed stronger discrimination strength when applied ei-

ther to 1-prong or 3-prong τhad-vis. For example, for 1-prong τhad-vis candidates

the impact parameter significance (d0/δd0) of the track with the highest pT, and the

number of tracks in the isolation ring are used. For 3-prong τhad-vis candidates the

maximal ∆R between the τhad-vis tracks and its center, and the invariant mass of

the track system are used.

With these and other variables each τhad-vis candidate lies in a multivari-

ate hyper-space. Monte-Carlo simulations are used to train Boosted Decision Trees

(BDTs). Z → ττ and W → τν events from simulated samples are used as signal to

train the BDT on τ leptons while QCD multi-jets from data are used to train the

BDT on QCD jets. The BDT is trained in several distinct categories to maximize its

classification strength. The first categorization is n-prong, separating the candidates

according to their associated tracks. The second categorization is the reconstructed

τ pT. The pT ranges are 0→45 GeV, 45→100 GeV, and 100→ ∞ GeV. The last

categorization is the number of vertices in the event, to get a handle on pileup effects.

The number of vertices are categorized into ranges of 1→3, 4→7, and 8→∞.
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There are three working points for τ identification. Loose is defined at a target

signal selection efficiency of 70% for 1-prong and 65% for 3-prong τhad-vis. Likewise,

the medium working point targets a signal efficiency of 60% for 1-prong and 55% for

3-prong τhad-vis. Lastly, the tight working point targets a signal efficiency of 40% for

1-prong and 35% for 3-prong.

5.5.1.3 Identification against electrons and muons

As already hinted, electrons and muons may also be reconstructed as hadronic

τ leptons. This is more common for electrons than it is for muons because muons

rarely deposit most of their energy in the calorimeters. Since an electron is likely to be

associated with one track, 1-prong τhad-vis suffer a lot more electron contamination

than 3-prong electrons.

A BDT is used to train hadronic τ signal and electron backgrounds. Monte

Carlo simulation samples of Z → ττ and Z → ee are used for these respective tasks.

Both the electron and τ candidates are required to pass pT > 20 GeV. The τhad-vis

is further required to pass the BDT loose selection criteria. Upon overlap between and

electron and a τhad-vis, an electron is preferred. The BDT was trained in categories

of |η|< 1.37, 1.37 < |η|< 2.0, 2.0 < |η|< 2.3 and |η|> 2.3.

Apart from f corr
core , f

corr
track and Rtrack some variables that enhanced electron/τ sep-

aration were used. These are

1.

fiso =

∑
i∈isolation ring E

EM
T,i∑∆R<0.4

j EEM
T,j

,

compares the width of the electron and τhad-vis showers. Although the elec-

tron shower is not expected to be much wider than the τhad-vis shower, some

differences at the core level are expected;

134



2. and fHT, the ratio of high-threshold to low-threshold hits in the TRT. Electrons,

being lighter than pions (from the τ decay), have higher Lorentz factors (γ).

So they are expected to produce more high-threshold hits in the TRT than

hadronic τ leptons.

5.6 Missing Energy

The longitudinal momentum of the proton constituents during pp collisions at

the LHC is not known. Rather, the total transverse momentum of these constituents is

expected to be insignificantly smaller than the longitudinal momentum. So, the total

transverse momentum before a pp collision can be taken as zero. Due to conservation

of momentum, it should also be zero after the collision. In other words, transverse

momentum imbalance, also known as missing transverse energy (MET, or Emiss
T ),

is expected to be zero if all decay products were detectable by the ATLAS detector.

Neutrinos leave no signature in the ATLAS detector; they are invisible. Their

presence is inferred by the presence of Emiss
T , whose x and y components are defined

as

(5.13)Emiss
x(y) = Emiss,e

x(y) + Emiss,γ
x(y) + Emiss,τ

x(y) + Emiss,jets
x(y) + Emiss,µ

x(y) + Emiss,soft
x(y) ,

where each term is either the negative sum of pT components, or the negative

sum of cell energies, weighted according to their position in η and φ as follows :

Emiss,term
x =

Nterm
cell∑
i=1

Ei sin θi cosφi and Emiss,term
y =

Nterm
cell∑
i=1

Ei sin θi sinφi. (5.14)

The Emiss,soft
x(y) term is called the soft term, and the sum of the other terms is

collectively called the hard term. Reconstruction of the soft and hard terms differs

slightly between Run I and Run II, as discussed in Sections 5.6.1 and 5.6.2. To
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avoid ambiguities in the detector signals used to construct the physics objects used

in the hard term, a priority list is defined. Electrons, having the highest purity,

are considered first, followed by photons, hadronic τ leptons, muons and finally jets.

This means that objects low in the priority list are removed from the list if they share

detector signals with objects higher in the priority list.

Approximating the neutrino masses with zero, Emiss
T = pmissT . These two

quantities are therefore used interchangeably in this text.

The magnitude of Emiss
T is then

Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2 (5.15)

and its φ direction is

φmiss = arctan(Emiss
y , Emiss

x ). (5.16)

The scalar sum of the pT of all the objects in the event is then

∑
ET =

∑
i∈hard

pT,i +
∑
j∈soft

pT,j. (5.17)

5.6.1 Run I Reconstruction

While the hard term in Run I reconstruction is formulated as in Equation 5.13,

the soft term is formulated as

(5.18)Emiss,soft
x(y) = Emiss,softjets

x(y) + Emiss,CellOut
x(y) + (Emiss,calo,µ

x(y) ),

where the parentheses on one of the terms hint towards a caveat.

Emiss,e
x(y) , Emiss,γ

x(y) and Emiss,τ
x(y) are calculated from cells in clusters associated with

electrons, photons and hadronic τ leptons respectively. The electrons and photons are

calibrated at the electromagnetic scale, while the hadronic τ leptons are calibrated
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with the LCW scheme. Electrons, photons and hadronic τ leptons used for this

calculation are required to have at least 10 GeV in pT. While electrons are required to

pass the medium identification criteria, photons and hadronic τ leptons are required

to pass the tight identification criteria. While both Emiss,softjets
x(y) and Emiss,jets

x(y) use

LCW-calibrated jets reconstructed as in Section 5.4, the former uses jets with 7 <

pT < 20 GeV and the latter uses jets with pT > 20 GeV. Calorimeter cells not

associated to any reconstructed object are calibrated using the LCW scheme and used

to reconstruct Emiss,CellOut
x(y) .

And now the Emiss,calo,µ
x(y) caveat: When a muon is isolated from calorimeter jets,

as determined by ∆R = 0.3, Emiss,µ
x(y) is reconstructed from the muon pT measured

in the Muon Spectrometer and corrected for the energy lost in the calorimeters. In

this case, Emiss,calo,µ
x(y) is not used in Equation 5.13. Otherwise, Emiss,µ

x(y) is reconstructed

from the muon pT measured in the Muon Spectrometer and Emiss,calo,µ
x(y) is not used in

Equation 5.13.

The object selection criteria used to construct Emiss
T described in this section

is constant. This means that Emiss
T is constant for each event, even if the physics

objects in that event are selected with a different criteria.

5.6.1.1 Performance and Uncertainties

Performance of this Emiss
T reconstruction scheme was tested in W → lν, Z →

ll and events with only two jets. Performance in data was compared to expected

perfomance in Monte Carlo simulation. In W → lν events the Emiss
T is expected to

be reconstructed from the neutrino. In Z → ll no Emiss
T is expected, except from

imperfections in the reconstruction scheme. Figures 5.15(a) and 5.15(b) show Emiss
T

distributions in regions in data rich in Z → ll and W → lν respectively.
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Figure 5.15. Plots showing distributions of Emiss
T in data, compared to predictions

from Monte Carlo distributions, taken from Ref [117].

To quantify the Emiss
T performance, its resolution was approximated by the

standard deviations σ(Emiss
x(y) − Emiss,true

x(y) ) as functions of
∑
ET. Since no Emiss

T was

expected in Z → ll events, these standard deviations were reduced to σ(Emiss
x(y) ). In

W → lν events Emiss,true
x(y) ) was obtained from Monte Carlo simulation, so resolutions

were studied only in simulation. Contrastingly, in Z → ll events resolutions in data

and in Monte Carlo simulation were compared. Either way, these resolutions were

observed to fall between 5 and 30 GeV, worsening with increasing
∑
ET.

Uncertaintiy in the Emiss
T scale was propagated from the scale uncertainties in

the individual terms. The uncertainties in the electron, muon, jets, and hadronic τ

terms were obtained by methods described in Sections 5.2, 5.3, 5.4, and 5.5. The

scale uncertainties in the Emiss,softjets
x(y) and Emiss,CellOut

x(y) terms, collectively known as

soft terms, were evaluated by varying energy scales in the topological clusters that

contributed to those terms in Monte Carlo simulation. After the scale uncertainties
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from all terms in Equation 5.13 were evaluated, the overall scale uncertainty on Emiss
T

using W → lν Monte Carlo events was found to be about 2.6%.

5.6.2 Run II Reconstruction

The hard terms during Run II reconstruction are formulated just like in Equa-

tion 5.13. The selection criteria for the physics objects is however not constant, and

consequently Emiss
T varies with the physics object selection. The Run II Emiss

T used

in this thesis is further discussed in Section 6.2.

To evaluate the perfomance of this reconstruction method a base physics object

selection was used. The calibration schemes for each of these objects was identical to

those used during Run I reconstruction. Electrons, photons and hadronic τ leptons

were required to not fall in the transition region between the central and end-cap

calorimeters. Electrons were required to be pass the medium selection criteria and

have pT > 10 GeV. Photons were required to be tightly identified, have pT >

25 GeV. Hadronic τ leptons were required to be of medium quality and have pT >

20 GeV. Muons were required to be of medium quality, fall in |η|< 2.7 and have

pT > 10 GeV. All jets used had pT > 20 GeV and |η|> 2.4, or pT > 50 GeV

and |η|< 4.5. Any jets with 20 < pT < 50 GeV and |η|< 2.4 were required to pass

additional selection criteria, discussed in Ref [118]; other criteria to resolve overlaps

between objects are also discussed in the same Ref.

The soft term was reconstructed from the pT of tracks in the Inner Detector not

associated to any of the physics objects discussed in the preceding paragraph. These

tracks were required to have at least 400 MeV in pT and satisfy all track quality

criteria discussed in Section 5.1. In addition, these tracks were required to originate
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from the primary vertex. This additional requirement enabled the soft term to be

pileup-robust.

5.6.2.1 Performance and Uncertainties

Performance of Emiss
T was tested in Z → ll and W → lν events, just like during

Run I. Figures 5.16(a) and 5.16(b) show the Emiss
T distributions in regions in data

rich in those two processes respectively. There is reasonable agreement between data

and Monte Carlo prediction. To quantify this perfomance, the same approximation

for resolution discussed in Section 5.6.1 was used. In Z → µµ events, resolutions

obtained in data and Monte Carlo simulations agreed within at most 10%, with most

of the disagreement at high
∑
ET. The worst resolution was about 20 GeV in both

cases. In W → µν events resolutions were also evaluated with respect to Emiss,true
x(y) ,

using Monte Carlo simulation. The worst resolution was 25 GeV.
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Figure 5.16. Plots showing distributions of Emiss
T in data, compared to predictions

from Monte Carlo distributions, taken from Ref [118].
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Uncertainties on the Emiss
T scale were determined from comparisons between

data and Monte Carlo simulation. Alternative event generators were used. These

were observed to be a few percent [118].
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Chapter 6

Charged Higgs Search

A search for evidence of the charged Higgs boson from LHC collisions is presented

in this chapter. Potential charged Higgs boson masses were scanned from 200 to

2000 GeV. Observations in this data-set indicate that it is consistent with the Stan-

dard Model predictions, rather than predictions from the hMSSM. Exclusion limits

were set on the production cross section of the charged Higgs boson times the branch-

ing ratio of its decay to a τ lepton and a τ neutrino. In Section 6.1 the data-sets

used in the search are presented. Data obtained from LHC collisions is referred to

as data, while data obtained from simulation is just referred to as simulation. In

Section 6.2 physics object selection criteria are presented, adding to the criteria pre-

sented in Chapter 5. In Section 6.3 the criteria to select events with a charged Higgs

boson signature are introduced. Treatment of backgrounds to the charged Higgs bo-

son is discussed in Section 6.4, with the associated systematic uncertainties discussed

in Section 6.5. Final event yields are presented in Section 6.6, and their statistical

assessment is discussed in the same section.
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6.1 Data and Simulation

Data used for this analysis was collected by the ATLAS detector during Run

II of the LHC. The LHC parameters and conditions during this data-taking period

are discussed in Chapter 3. Only data from runs during which proton beams were

stable1 were considered. The total integrated luminosity of this data-set is 14.7 fb−1,

3.2 fb−1 of which was collected in 2015. The rest was collected in 2016. Uncertainties

on the 2016 and 2015 luminosities were 3.7% and 2.1% respectively. The impact of

these uncertainties on the final results of this search is discussed in Section 6.6.

Expected signal and background events were computed using Monte Carlo (MC)

simulation, as discussed in detail in Chapter 4. As discussed in Section 2.3.2, for high

mH+ the charged Higgs boson is produced in association with a top quark. Such a pro-

duction mode is dominated by the 4FS and 5FS diagrams shown in Figure 6.1. Since

the 4FS and 5FS diagrams have similar topologies [119], without loss of generality sig-

nal samples were generated only from the 4FS diagram. Using the NNPDF23LO [120]

PDF set, hard scatter events were generated by MadGraph5 aMC@NLO [121] ver-

sion 2.2.2. Underlying events were generated by Pythia 8 [77] version 8.186, whose

parameters were tuned to match parameters, called A14 [122], observed in data.

Parton showering, fragmentation and hadronization were handled by Pythia [123]

version 6.428. Taking the mass of the top quark as 172.5 GeV, 18 signal samples

with 200 GeV ≤ mH+ ≤ 2000 GeV were independently generated.

The tt̄ process, shown in Figure 6.2, is the most dominant process with a top

quark in the final state at the LHC [124]. It is therefore expected to be the most

dominant background to the charged Higgs boson produced in association with a

top quark. The next dominant source of top quarks at the LHC is the single top

1Stable beams are those that have a stable energy of 6.5 TeV.
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(a) Top association – 4FS (b) Top association – 5FS

Figure 6.1. Leading order Feynman diagrams for the charged Higgs boson production.

process, produced through any of the s-, t- or Wt-channels shown in Figure 6.3. The

hard scatter events for tt̄, Wt- and s-channel single top processes were generated

by Powheg-Box [78–82] version 2 at NLO, using the CT10 [125, 126] PDF set.

Powheg-Box version 1 was used to generate the t-channel single top hard scatter

event, using the CT10F42 PDF set. Again, the mass of the top quark was set at

172.5 GeV. Using the CTEQ6L1 [127] PDF set Pythia version 6.428 was used

to model parton showering, fragmentation and the underlying event. These models

were tuned with the Perugia 2012 [128] parameters. While the tt̄ cross section was

calculated to NNLO+NNLL, single top processes were normalized to NNLO cross

sections.

tt̄ and single top processes are collectively referred to in this search as Top.3

Events containing a W or Z boson and some associated jets are also expected

to be a significant background to the signal. Their hard scatter events were generated

by MadGraph5 aMC@NLO version 2.2.2 with the NNPDF23LO PDF set. Pythia

2The ‘F4’ indicates that this is a 4FS version of the standard CT10 PDF set
3Not to be confused with the top quark, which will either be in full small caps, or abbreviated to

t.
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Figure 6.2. Leading order Feynman diagrams for tt̄ production at the LHC. Taken
from Ref [129].

(a) s-channel (b) t-channel (c) Wt-channel

Figure 6.3. Leading order Feynman diagrams for single top quark production at the
LHC. Taken from Ref [129].

8 was used to generate the underlying events, while Photos [130] was used to radiate

photons from charged leptons. All the cross sections were normalized to NNLO.

Events with two vector bosons and associated jets, referred to collectively as

VV or Diboson, were generated by Powheg-Box version 2 interfaced with Pythia

version 8.186 for the parton shower models. The CT10 PDF set was used to model

gluon and quark momenta in the protons. Cross sections were normalized to NLO.

Bottom and charm quark decays were produced and decayed by Evtgen [131]

version 1.2.0. Pileup events were added to these events with Pythia version 8 using

the MSTW2008LO [71, 132, 133] PDF set. Just like in signal, parton showering,
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hadronization and fragmentation models in Pythia version 8 were also tuned with

the A14 parameter set.

6.2 Object Selection

Physics objects used in this search are jets, hadronic τ leptons, electrons, muons

and missing transverse energy. Reconstruction and identification of these objects from

detector signals is discussed in detail in Chapter 5. This section summarizes other

selection criteria imposed on these physics objects, specific to this analysis.

Basic jet reconstruction is discussed in Section 5.4. Of the jets that were recon-

structed using the anti-kT algorithm with ∆R = 0.4, only those with pT > 25 GeV

and |η|< 2.5 were considered. For jets with pT < 60 GeV, the Jet Vertex Tagger

(JVT) was used to reduce effects from pileup events. The b-tagging algorithm de-

scribed in Section 5.4.3 was applied on each jet that passed this selection criteria,

ultimately assigning to it a b-tagging score. The working point for the score used to

identify b-tagged jets in this analysis corresponds to a 70% efficiency in identifying

b-jets in tt̄ events, at a background rejection rate of 400.

Primary reconstruction of hadronic τ leptons is discussed in Section 5.5. Since

every hadronic τ decay includes a ντ in its final state, the reconstruction was per-

formed only on the visible components of the decay products. The reconstructed

object, which estimates the τ lepton, is referred to here as a τhad-vis. Treatment of

τhad-vis was separated into 1-prong and 3-prong candidates, corresponding to decays

to 1 π± or 3 π± respectively. A boosted decision tree (BDT) was trained to distin-

guish τhad-vis candidates from jets initiated by quarks or gluons. Loose and medium

working points on the BDT output were used for different purposes in this search.

The loose working point corresponds to 70% and 65% identification efficiencies on the
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1-prong and 3-prong τhad-vis candidates. The medium working point corresponds to

55% and 40% identification efficiencies on the 1-prong and 3-prong τhad-vis candi-

dates. In both cases, the background rejection rate was found to be of O(102). All

τhad-vis candidates were required to have pT > 40 GeV and |η|< 2.3.

Electron and muon reconstruction and identification is discussed in detail in

Sections 5.2 and 5.3. Loosely identified and loosely isolated electrons were selected.

To further ensure that the electrons originated from the primary vertex, |z0 sin θ|< 0.5

and |d0/σd0|< 5 we imposed. Electron candidates that satisfied these selection criteria

were additionally required to have pT > 20 GeV, and be within |η|< 2.47, excluding

transition between the barrel and end-cap regions 1.37 < |η|< 1.52. Muons were also

loosely identified and isolated. In addition, impact parameter selection criteria were

imposed on them to ensure that they originated from the primary vertex: |z0 sin θ|<

0.5 and |d0/σd0|< 3. Those that satisfied these requirements were required to have

pT > 20 GeV and be within |η|< 2.5.

Overlap between the physics objects discussed above were resolved using the

following priority list: µ → e → τhad-vis → jet. If an electron was found within

∆R < 0.2 of a reconstructed muon, the electron was removed from the list of physics

objects in that event. This is because since electrons experience photon radiation and

brehmsstrahlung at a higher rate than muons, they are more difficult to reconstruct.

If a τhad-vis was reconstructed within ∆R < 0.2 of an electron or muon, the τhad-vis

was removed. Likewise, if a jet was reconstructed within ∆R < 0.2 of an electron,

muon or τ lepton, the jet was removed from the list.

Emiss
T , the magnitude of the missing transverse momentum, was reconstructed

after all the other physics objects were identified and overlaps were resolved. It was

reconstructed as the negative vector sum of all the reconstructed and calibrated ob-

jects, and the reconstructed tracks that were not associated to any physics objects. All
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these objects were required to originate from the hard scatter event. This association

with the hard scatter event reduced effects from pileup events on the reconstructed

Emiss
T .

Table 6.1 summarizes all the physics object selection criteria for this analysis.

Physics Object Selection Criteria

Jets
anti-kT with ∆R = 0.4
pT > 25 GeV, |η|< 2.5
JVT for pT < 60 GeV

b-tagged Jets b-tagging score at 70% efficiency working point

τhad-vis

BDT score working point at 55%(40%) efficiency for 1(3)-prong for medium
BDT score working point at 70%(65%) efficiency for 1(3)-prong for loose

pT > 40 GeV, |η|< 2.3

Electrons
Loose ID

Loose Isolation
pT > 20 GeV, |η|< 2.47 excluding 1.37 < |η|< 1.52

Muons
Loose ID

Loose Isolation
pT > 20 GeV, |η|< 2.5

Table 6.1. Selection criteria for physics objects.

6.3 Event Selection

Evidence for the charged Higgs boson was searched for in events in which the

Higgs boson decays to a τ lepton and a ντ . In these events, the τ lepton decays

hadronically and is reconstructed as a τhad-vis. The 4FS and 5FS topologies for such

events, signal events, are respectively

gb→ [t][H+]→ [(jj)b][(τhad-vis + Emiss
T )] (6.1)

and

gg → [tb][H+]→ [(jj)bb][(τhad-vis + Emiss
T )]. (6.2)
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In the terminology of Equations 6.1 and 6.2 a b-tagged reconstructed jet is

represented by b, otherwise it is represented by j. Table 6.2 summarizes the selection

criteria optimized to select signal events as represented by Equations 6.1 and 6.2 and

minimize the level of background contamination. These selection criteria define the

signal region. This section discusses each component of these selection criteria.

Before pre-selection, measures were taken to reduce the number of events orig-

inating from instrumental effects such as intra-beam interactions and proton losses

upstream of the interaction point.4 This was achieved by requiring the following :

1. no jet with pT > 25 GeV that fails the BadLoose quality selection criteria

discussed in Section 5.4;

2. at least one vertex with two or more tracks. This selection is designed to identify

the primary vertex to which all the physics objects should point;

3. the SCT, Tile and LAr Calorimeters not be in an error or unknown state;

4. and the event must be considered complete by the TTC.5

These selection criteria are collectively referred to as clean-event in the rest of

this chapter.

The event topology presented in Equations 6.1 and 6.2 suggests several options

to trigger on when selecting such events. One could use a trigger that demands

presence of a τhad-vis, some Emiss
T , or both the τhad-vis and some Emiss

T . The least

stringent τhad-vis-only trigger available on both the 2015 and 2016 trigger menu

required presence of a τhad-vis with pT > 160 GeV in the event. Since the topology

in Equations 6.1 and 6.2 is not biased towards high-pT τ leptons, a τhad-vis-only

trigger was not chosen. The least stringent of all unprescaled triggers that require

4Proton losses from the beam may induce cascades that may eventually reach the ATLAS detec-

tor. These cascades would be reconstructed as jets.
5See Section 3.2.4 for a more formal definition of ‘complete’.
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Selection

pre-selection

Pass trigger HLT xe70 tc lcw(HLT xe90 mht) for 2015(2016) data
Exactly one τhad-vis with pT > 40 GeV

At least 3 jets with pT > 25 GeV
No muon or electron

full selection
At least one b−tagged jet

Emiss
T > 150 GeV

mT > 50 GeV

Table 6.2. Signal region definition. Additionally, measures were taken to ensure that
events originated from inelastic pp collisions and no jets originated from unwanted
experimental effects.

presence of both a τhad-vis and some Emiss
T required the τhad-vis to have at least

35 GeV in pT and Emiss
T > 70 GeV. Likewise, the least stringent unprescaled trigger

that requires the presence of just Emiss
T required Emiss

T > 70 GeV. The efficiencies

of the Emiss
T -only and the Emiss

T +τhad-vis triggers when selecting signal events in

Monte Carlo simulation were found to be comparable. Thus, there was no advantage

in using an Emiss
T +τhad-vis trigger over an Emiss

T -only trigger.

To avoid imposing selection criteria on the τhad-vis, only Emiss
T -only-based

triggers were considered. Figure 6.4 shows signal selection efficiency distributions for

several of Emiss
T -only triggers on a signal sample with mH+ = 200 GeV, binned in

Emiss
T . The naming convention for these triggers can be generalized to

Level xeMissingEnergyCut MissingEnergyReco.

Level indicates the level in the trigger system at which the trigger is active. In this

case, the level is HLT, denoting the Higher Level Trigger. At this level the Emiss
T may

be reconstructed using either topological clusters, in which case MissingEnergyReco

is tc lcw, or jet energies, in which case MissingEnergyReco is mht. Otherwise, the

Emiss
T is reconstructed using energy recorded in calorimeter cells. For 100 < Emiss

T <
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200 GeV, the most efficient trigger is HLT xe70 tc lcw, which accepts events with

Emiss
T > 70 GeV.
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Figure 6.4. Plots of the efficiencies of several Emiss
T -based triggers, obtained from

simulation of signal with mH+ = 200 GeV.

While HLT xe70 tc lcw was the least stringent Emiss
T -only trigger during the

2015 data-taking period, HLT xe90 mht was the least stringent in the 2016 data-taking

period. Events from the 2015 data-set were therefore triggered with HLT xe70 tc lcw,

and events from the 2016 data-set were triggered with HLT xe90 mht.

In addition to trigger requirements, the pre-selection criteria required events to

have exactly one τhad-vis. The said τhad-vis was also required to have pT > 40 GeV.

At least 3 reconstructed jets with pT > 25 GeV were required to be present. Since

the topologies in Equations 6.1 and 6.2 do not include electrons or muons, the event

was also required to have no electrons or muons.
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For the full selection at least one b−tagged jet was demanded. Additionally, the

event had to have Emiss
T > 150 GeV and mT > 50 GeV, where mT is the transverse

mass of the τhad-vis, E
miss
T system :

mT =

√
2pτTE

miss
T (1− cos ∆φτ,Emiss

T
). (6.3)

Figures 6.5(a) and 6.5(b) show expected Emiss
T and mT ‘n-1’ distributions after

the full selection criteria has been applied,6 for backgrounds where the τhad-vis was

reconstructed from a τ lepton and for several signal samples. Vertical black lines

show the point at which Emiss
T and mT are cut on. As already been predicted, it is

expected that the Top background dominates, followed by the W + jets background.

Treatment of backgrounds where the τhad-vis is reconstructed from objects

other than τ leptons is discussed in Sections 6.4.2 and 6.4.1.
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Figure 6.5. N-1 distributions after the full selection criteria have been applied. The
black vertical line marks the point at which the variable being plotted is cut on.

6These are distributions where all the selection criteria has been applied except the criteria based

on the variable being plotted.
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Events in which Emiss
T is mismeasured and is aligned to the τ direction are

suppressed by the mT requirement. Moreover, events from which mT < 50 GeV are

likely to contain W+ → τν processes rather than signal. The Emiss
T requirement

suppresses background from QCD multijets.

6.3.1 Trigger Efficiency

Although trigger decisions in Monte Carlo simulation are sufficient to evaluate

and compare trigger efficiencies as demonstrated by Figure 6.4, they may not perfectly

model trigger decisions in data. As shown in Table 6.2, trigger decisions in simulation

are essential in predicting background processes that contaminate the signal region.

To account for this potential mis-modelling, efficiencies in simulation were corrected

to those in data. The efficiencies from data were extracted from a dedicated control

region and binned in Emiss
T . The trigger efficiency in data, in an Emiss

T bin was then

defined as

ε =
control region selection + Trigger

control region selection
(6.4)

where the ‘Trigger’ is either HLT xe70 tc lcw or HLT xe90 mht. Both triggers

require the event to pass an L1 trigger that demands at least 50 GeV in online Emiss
T .

Apart from passing the clean-event selection, the control region selection is defined

as follows :

1. exactly one loosely identified and loosely isolated electron, trigger matched to

HLT e26 lhtight iloose L1EM20VH;

2. exactly one loosely identified τhad-vis with at least 26 GeV;

3. and at least two reconstructed jets, one of which must be b−tagged.
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A similar control region with exactly one muon and no electrons was also con-

sidered. mT and Emiss
T distributions in the 1-electron control region are shown in

Figure 6.6. Here, contributions from processes in which jets are reconstructed as

τhad-vis(j → τ), or those in which non-τ leptons are reconstructed as τhad-vis(l →

τ), were estimated using methods described in Section 6.4. As will become clearer

in the said section, application of those methods in this region requires some careful

extrapolations that compensate for differences in topological structures in the two

regions. Estimations shown in Figure 6.6 are rather ad-hoc because they do not take

into account these differences. Consequently, there is an obvious mis-modelling of

physics processes in the low Emiss
T and mT regions, as shown by the disagreement

between data and simulation. Reasonable agreement between data and predictions

is observed at Emiss
T > 50 GeV. Since trigger thresholds studied were at minimum

Emiss
T = 70, disagreements in the low Emiss

T and low mT regions did not have signif-

icant impact on measurements.
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Figure 6.6. Emiss
T and mT distributions in the control region used to measure trigger

efficiencies. Since trigger thresholds studied were at minimum Emiss
T = 70, dis-

agreements in the low Emiss
T and low mT regions did not have significant impact on

measurements.
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To obtain continuous efficiency distributions, the binned efficiencies from data

were fitted to the error function, parametrized as

F (x) = p0.

[
1 + erf

(
x− p1

p2

)]
+ p3 (6.5)

where initial values for the pi were repeatedly changed until an optimal fit

was obtained. The optimization of the fit was quantified by the χ2 distribution.

This procedure was done separately for the 2015 and 2016 datasets. The efficiency

distributions and their respective fits are shown in Figures 6.7(a) and 6.7(b), reaching

100% efficiency at about Emiss
T =250 GeV. In these plots the region from which most

of the events in the signal region lie, 150 < Emiss
T < 250 GeV, is marked with vertical

dashed lines.

E
ff
ic

ie
n
c
y

0.2

0.4

0.6

0.8

1

1.2

1.4  / ndf 2χ  0.6042 / 9
p0        0.02034± 0.5007 
p1        9.643± 107.6 
p2        12.62± 62.56 
p3        0.0216±0.008764 − 

 / ndf 2χ  0.6042 / 9
p0        0.02034± 0.5007 
p1        9.643± 107.6 
p2        12.62± 62.56 
p3        0.0216±0.008764 − 

Data 2015

Fit

ATLAS Internal
1 = 13 TeV, 3.2 fbs

HLT_xe70_tc_lcw∈

 [GeV]T

miss
E

0 100 200 300 400 500 600R
e
s
id

u
a
ls

0.1−

0

0.1

(a) 2015 data-set

0 100 200 300 400 500 600

E
ff
ic

ie
n
c
y

0.2

0.4

0.6

0.8

1

1.2

1.4  / ndf 2χ  0.4989 / 9
p0        0.00521± 0.4939 
p1        7.681± 116.2 
p2        7.929± 53.39 
p3        0.004607± 0.001339 

 / ndf 2χ  0.4989 / 9
p0        0.00521± 0.4939 
p1        7.681± 116.2 
p2        7.929± 53.39 
p3        0.004607± 0.001339 

Data 2016

Fit

ATLAS  Internal
1 = 13 TeV, 5.5 fbs

HLT_xe90_mht_L1XE50∈

 [GeV]T

miss
E

0 100 200 300 400 500 600R
e
s
id

u
a
ls

0.1−

0

0.1

(b) 2016 data-set

Figure 6.7. Plots showing trigger efficiency fits.
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6.4 Background Modelling

Backgrounds are categorized into 3 classes that are defined according to the

source of the τhad-vis. If the τhad-vis is reconstructed from a τ lepton, it is referred

to as a true τhad-vis. Treatment of this category has been briefly discussed in Sec-

tion 6.3 and is discussed in more detail in Section 6.4.3. Events in which a τhad-vis

is reconstructed from an electron or muon constitute the l→ τ background. More on

this in Section 6.4.1. Events in which a τhad-vis is reconstructed from a jet, be it from

a quark or gluon, constitute the j → τ background. More on this in Section 6.4.2.

The j → τ and l → τ backgrounds are collectively referred to here as the Mis-ID7

backgrounds.

6.4.1 Lepton to τ

For the l → τhad-vis backgrounds only the e → τhad-vis contribution is esti-

mated; the µ → τhad-vis background contamination in the signal region was found

to be an order of magnitude smaller. Backgrounds in which a τhad-vis is matched in

∆R to an electron are applied a scale factor, which encodes the probability of an elec-

tron to fake a τhad-vis. This scale factor is dependent on whether the reconstructed

τhad-vis is 1-prong or 3-prong, so separate computations are performed. This scale

factor was also observed to be dependent on η, so it was parametrized accordingly.

To measure these scale factors the following Z → ee control region is designed

1. exactly one electron matched to a single electron trigger;

2. exactly one medium τhad-vis with charge opposite to the electron;

3. no b−tagged jets; and

4. mT (e, Emiss
T ) < 40 GeV

7For ‘misidentified τ ’.
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Here, the electron is used as a tag, and the τhad-vis as a probe. To ensure

that the τhad-vis and the electron originate from the Z, the mass of the e− τhad-vis

system is restricted to between 80 GeV and 100 GeV.

The scale factors were computed as the ratio of events that pass all selection

criteria to those that pass all but not necessarily the presence of the τhad-vis. This

computation was performed in both data and simulation. In data, non-Z → ee events

were subtracted from data before the calculation was performed. Figure 6.8 shows

these scale factors, parametrized in η. They range from 0.5% to 2.5%.
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Figure 6.8. Plot showing the probability of an electron to fake a τhad-vis,
parametrized in η.

6.4.2 j → τ backgrounds

The Fake Factor Method (FFM), described in this section, is used to estimate

j → τ backgrounds. The strategy is to extrapolate to the signal region the number
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of events where a τhad-vis is reconstructed from a quark or gluon initiated jet, from

a control region rich with quark or gluon initiated jets. The extrapolation is handled

by scale factors, referred to as Fake Factors (FF). During this extrapolation large

uncertainties are accrued from differences between the said control region and the

signal region. To minimize them, the control region is designed to be as close to

the signal region as possible. The control region used here, referred to as the anti-τ

region, only differs from the signal region in that the reconstructed τhad-vis fails the

identification criteria required in the signal region. More specifically, the anti-τ region

is identical to the signal region except that its τhad-vis is required to be not loose and

its jet BDT score is required to be greater than 0.5. Events in which a quark or gluon

initiated jet fakes a τ lepton in the signal region, N τ
fakes. are therefore estimated by

weighting events in the anti-τ region, Nanti-τ
fakes , with FF as summarized in Equation 6.6.

N τ
fakes = Nanti-τ

fakes × FF (6.6)

The FF are measured from a region in data that is rich in quark or gluon

initiated jets. This measurement control region must be different from the control

region in which the FF are applied (e.g the one described in the preceding paragraph).

It is however similar in the sense that the τhad-vis is required to pass the same

identification criteria. In this case it is required to be not loose and have a jet BDT

score greater than 0.5. In that respect, it is referred to as the anti-τ -id8 region.

A similar control region, but with the τhad-vis required to pass the identification

criteria that is demanded in the signal region, is also defined. This is called the τ − id

control region. The number of events in the anti-τ -id control region, Nanti-τ -id, and

8To emphasize, this is not to be confused with the anti-τ region in which the FF are applied.

158



the number of events in the τ−id region, Nτ−id, are extracted. The fake factors are

then computed as

FF =
Nτ−id

Nanti-τ -id

(6.7)

6.4.2.1 Pre-validation

To test the effectiveness of this method, fake factors from tt̄ simulation are ap-

plied on tt̄ events after a different selection criteria has been applied. Simulated tt̄

events with exactly one not loose τhad-vis make up the anti-τ -id region. Similarly,

events with exactly one medium τhad-vis make up the τ−id region. Since the proba-

bility of a jet being mis-identified as a τhad-vis depends on the jet substructure, FF

are parameterized in terms of parameters that describe the jet substructure. These

are

1. Transverse momentum of the τhad-vis, pτT. This parameter is sensitive to the

gluon or quark fractions in the jet;

2. τ decay mode. This is essentially a measure of the number of pions that the τ

lepton decays to; and

3. b−tagger weight.

The FF obtained in the tt̄ MC simulation are applied to tt̄ events that pass

the preselection criteria defined in Table 6.2. Figure 6.9 shows comparisons between

estimation using FF and direct MC estimation.

6.4.2.2 FF measurement control regions

Two regions in data that are rich in jets reconstructed as τhad-vis are used

to extract FF. One of these regions is designed to be dominated by QCD multi-jet
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Figure 6.9. Plots showing the comparison of estimations using direct MC versus the
FF method.

events, while the other is dominated by W + jets events. The former will be referred

to as the multi-jet region while the latter as the W + jets region. The fraction of jets

that are initiated by quarks in the multi-jet region is roughly the same as the fraction

of jets that are initiated by gluons in the same region. In contrast, the W + jets

region is dominated by jets initiated by light-flavor quarks. Since the substructure of

jets is expected to depend on their source, it is necessary to evaluate the impact of

these different sources on the final results. The multi-jet region is used as the nominal

region for measuring FF. Measurements taken from W +jets are used as a systematic

variation corresponding to the inclusion of a higher fraction of light-flavor quarks.

The multi-jet region is similar to the signal region. It differs from the signal

region in that it requires 0 b−tagged jets and Emiss
T < 80 GeV. Figure 6.10(a) shows

mT distributions for processes that pass this selection criteria. The W +jets region is

more different to the signal region than the multi-jet region. Emiss
T is required to be
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at most 150 GeV, exactly one electron or muon must be present, no b−tagged jets,

and mT (e/µ,Emiss
T ) > 60 GeV. Figure 6.10(b) shows mT distributions in this region.
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Figure 6.10. Plots showing mT distributions in the multi-jet and the W + jets control
regions.

Figures 6.11(a) and 6.11(b) show the FF obtained from the multi-jet region.

They are parametrized in pT computed separately for 1-prong and 3-prong τhad-vis

candidates. Figure 6.11(a) is from 2015 data while Figure 6.11(b) is from 2016 data.

The binning in pT was optimized to have a minimal statistical uncertainty in each

bin. For 2016 data the FF dependence on the b−tag weight was insignificant so it

wasnt pursued further.

6.4.2.3 Validation

The FF shown in Figure 6.11 were validated in several control regions. First

is the multi-jet control region from which these FF were measured. Figure 6.12

shows the estimated j → τ contribution in this region, using the FFM. Overall, the

estimation shows good FF modelling in this region.
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Figure 6.11. Plots showing the measured FF parametrized in τhad-vis pT.

To evaluate the FF robustness to change in jet composition, two control regions

were used. As alreadly mentioned, the W + jets region is dominated by jets initiated

by light-flavored quarks. Contrastingly, a region rich in tt̄ events is dominated by

jets initiated by heavy-flavored quarks. These two regions were used to evaluate

the impact of heavy versus light-flavored quarks on FF modelling, and vice-versa.

Figure 6.13 and Figure 6.14 show the estimated j → τ background using the FF

method in the W + jets and tt̄ control regions respectively. The modelling in the

W + jets control region is good, while the modelling in the tt̄ control region shows an

overall event underestimation. The statistical uncertainties in the tt̄ control region

are larger, indicating that the observed underestimation may be statistical in nature.

6.4.3 True τhad-vis backgrounds

True τhad-vis backgrounds are estimated from Monte Carlo simulation. Such

backgrounds expected in the signal region are shown in Figures 6.5(a) and 6.5(b).
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Figure 6.12. FF closure plots in the multi-jet measurement control region.
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Figure 6.13. FF closure plots in the W + jets control region.
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Figure 6.14. FF closure plots in the tt̄ control region.

Top and W + jets processes are expected to dominate these backgrounds, while a few

Z+jets and V V events are also expected to contaminate the signal region.

tt̄ may be mis-classified as signal when one of the top quarks decays leptonically

as

t→ W+b→ τντ and the other as,

t→ W+b→ qqb.

(6.8)

In this topology, the ντ is reconstructed as Emiss
T and the τ as τhad-vis; the

three quarks from the other top decay may be reconstructed as jets, one of which may

be b−tagged. The mT (τ, ντ ), is usually low in this topology because the τhad-vis

and Emiss
T are expected to be aligned in φ. The secondary method of tt̄ signal

contamination is when both top quarks decay leptonically and one of the leptons is

not identified or reconstructed. In this case mT is expected to be high because the

Emiss
T is a reconstruction of two ντ . A single top can get mis-classified as signal when

the top quark decays leptonically, and the associated quarks are reconstructed as jets.
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Note that only the Wt−channel has multiple jets in the leading order calculation. So,

contribution of single top to the signal region is relatively smaller than that of tt̄.

W + jets events enter the signal region when the W+ decays to a τ lepton and

a ντ . Since the signal region requires at least 3 jets in the event, W + jets only enters

the signal region if it has 3 or more associated jets.

Since tt̄ and W +jets are the most dominant backgrouns processes in the signal

region, dedicated control regions in data are devised to assess their modelling in

simulation. For this assessment to be extrapolated to the signal region, these control

regions are designed to be as close as possible to it. They are also designed to have

as few signal events as possible to reduce bias.

The tt̄ control region differs from the signal region in that 2 or more b−tagged

jets and mT < 100 GeV are required. The b−tagged jets requirement is justifiable

from Equation 6.8. The low mT selection is to maximize tt̄ events in which one of

the top quarks decays to a τ lepton, while refraining from the high mT region that

is part of the signal region. With this selection criteria the tt̄ control region has a

small overlap with the signal region, but the expected signal contamination is about

one order of magnitude smaller than the expected fraction of H+ → τ+ν events in

the signal region. Kinematic distributions in this region are shown in Figure 6.15.

The W + jets control region differs from the signal region in that it requires

events to have no b−tagged jets and have mT < 100 GeV. This region is orthogonal

to the signal region, and yet close to the signal region in phase space. Kinematic

variables are shown in Figure 6.16.
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Figure 6.15. Plots showing kinematic distributions in the tt̄ control region.

6.5 Systematic Uncertainties and Statistical Meth-

ods

6.5.1 Systematic Uncertainties

Systematic uncertainities considered in this analysis are grouped into exper-

imental and theoretical categories. Regardless of the category, the procedure for

evaluating each uncertainty’s impact on the analysis results is the same:
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Figure 6.16. Plots showing kinematic distributions in the W + jets control region.

1. a parameter that corresponds to that uncertainty is shifted by ±1σ from the

nominal value;

2. this shift may propagate to the final event yields, the shapes of key kinematic

distributions such as mT , or both;

167



3. and finally, shape and yield shifts are both examined for each systematic vari-

ation in this analysis.

6.5.1.1 Experimental Systematic Uncertainties

Experimental systematic uncertainties include uncertainties on reconstruction

efficiencies, identification efficiencies, energy scales, or momentum scales of all the

physics objects used in the analysis. These objects are electrons, jets, and the

τhad-vis. These variations were propagated to the hard term component of Emiss
T . An

additional uncertainty was also considered on the Emiss
T soft term. The uncertainty

due to b-tagging efficiency was also considered. Table 6.3 shows the impact of the

most dominant uncertainties on tt̄ and several of the expected yields. Uncertainties

related to electrons and muons were found to be negligibly small.

Variation
tt̄ Signal mH+ = 400 GeV Signal mH+ = 1000 GeV Signal mH+ = 2 TeV

up (%) down (%) up (%) down (%) up (%) down (%) up (%) down (%)

τhad-vis reconstruction efficiency -2.8 2.8 2.4 2.4 -2.1 2.1 -2.2 2.2
τhad-vis ID efficiency -11.2 11.2 -7.7 7.7 -7.3 7.3 -8 8
τhad-vis-lepton OLR -1.2 1.2 -1.7 1.7 -2.3 2.3 -2.4 2.4
τhad-vis energy scale -6.4 6.1 -4.8 4.0 -1.2 1.5 1.8 -0.4
Jet energy scale -10 11 -4.4 4.8 -1.8 2.6 -1.1 1.9
b−tagging efficiency -2 2 2 -2 1.7 -1.6 1.5 -1.5

Emiss
T soft term scale/resolution 2.1 −2.1 -1.6 1.6 < 0.1 < 0.1 < 0.1 < 0.1

Trigger efficiency -3 3 -1 1 0.2 0.2 < 0.1 < 0.1

Table 6.3. Experimental systematic uncertainties.

The procedures for obtaining systematic uncertainties for τhad-vis, jet and b-

tagging are discussed in Chapter 5.

The systematic uncertainty associated with the trigger efficiency is a combina-

tion of the following uncertainties :

1. statistical uncertainties in each bin of the efficiency distribution;
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2. identification of τhad-vis in the control region used to measure the trigger effi-

ciency;

3. identification of the electron in the said control region;

4. and jet reconstruction in the said control region.

Statistical uncertainties in each bin of the turn-on curve are assummed to follow

a Poisson distribution. Identification of the τhad-vis was evaluated by varying its

identification criteria from loose to medium, and tight. The same variation technique

was applied to the electron object. The number of reconstructed jets requirement

was varied between a minimum of two and three.

Uncertainties associated with fake factors, described in Section 6.4.2, were also

observed to be significantly large. As already mentioned, the object from which the

reconstructed jet is initiated (light flavor quark, heavy flavor quark or gluon) affects

the values of the measured fake factors. The minimum jet BDT score required for

jets in the anti-τ -id region was varied to allow different composition of reconstructed

jets. Since the nominal selection is 0.5, the ±1σ variations were taken as 0.4 and

0.6 respectively. These variations affect both the shape of the mT distribution in the

signal region, and the overall yield of accepted events. The effect on the latter is

about 20%. The effect of the former is shown in Figure 6.17. The number of τhad-vis

matched to true τ leptons in Nanti-τ
fakes , when computing N τ

fakes in Equation 6.6 was also

generously varied by 50%. This variation affects both the shape of the mT distribution

in the signal region and the final accepted event yield. The latter is shifted by about

6%. The last significant source of uncertainty in the fake factor method is due to

statistical uncertainties in the measurement control samples. This only affects the

event yield by about 3%. No mT shape shifts were observed.
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Figure 6.17. Plots showing mT distributions with variation in jet BDT score selection
criteria.

6.5.1.2 Theoretical Systematic Uncertainties

Theoretical uncertainties include uncertainties due to the choice of the QCD

renormalization and factorization scales, choice of parton distribution functions, and

tunes applied to the parton shower and underlying event models. These uncertainties

were computed for signal samples and the most dominant backgrounds, which are tt̄

and W + jets.

For signal samples, the QCD renormalization scale µR and factorization scale

µF were varied by a factor of 0.5 and 2.0 to evaluate their impact on the expected

170



signal yields. This impact was shown to be less than 5%. Table 6.4 shows the

percentage impact on the individual variations on several mH+ . The largest variation

was symmetrized and taken as the QCD scale uncertainty for that mass point.

Mass µR × µF (% diff)
(GeV) 0.5× 0.5 0.5× 1.0 0.5× 2.0 1.0× 0.5 1.0× 2.0 2.0× 0.5 2.0× 1.0 2.0× 2.0

200 -8 1.7 7 -7 4 -8 -2 2
500 -5 -1 2 -3 2 -2 1 2
800 -4 -1 1 -2 1 -1 1 2
1000 -4 -1.3 0.6 -2 1.5 0.7 1 2

Table 6.4. Theoretical systematic uncertainties on the signal acceptance (in %) due
to the QCD scale. The factorization scales are varied by a factor of 2 for up and down
variations.

Dependence on the parton distribution function (PDF) set choice is evaluated

by LHAPDF [134]. For a sample generated with PDF set A, LHAPDF is able to

compute weights for each event, such that the dataset would equivalent to a dataset

generated with PDF setB. By taking NNPDF23 nlo as 0118 qed as the nominal PDF

set, 3 variations were then examined : NNPDF30 nlo as 0118 nf 4, CT14nlo NF4,

and MSTW2008nlo68cl nf4. The largest variation was symmetrized and taken as the

error on the PDF choice. This variation was found to have less than 1% impact on

the results for all signal samples.

Uncertainties due to parton shower and underlying event tunes were considered

for mH+ = 200, 500, and 800 GeV. The A14 tune with the NNPDF set comes with

a set of systematic variations that were empirically found to cover the total uncer-

tainty in the data used to tune parton shower and underlying event models. A pair

of these variations, Var1, covers underlying event effects. Another pair, Var2, covers

jet structure effects. 3 other pairs, Var3a, Var3b and Var3c, cover aspects of extra jet
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production. The up and down variations were symmetrized and summed in quadra-

ture to obtain their full impact. Table 6.5 summarizes the percentage impact of each

symmetrized variation.

Mass (GeV) Var1 (%) Var2 (%) Var3a (%) Var3b (%) Var3c (%)

200 2 7 8 10 10
500 4 4 5 4 6
800 4 4 5 8 1

Table 6.5. Theoretical systematic uncertainty on the signal acceptance due to choice
of parton shower and underlying event tune.

QCD scale, choice of parton shower and underlying event tunes, and choice

for matrix element generator were evaluated for tt̄. The impact on the predic-

tions was evaluated by generating Monte Carlo simulation samples with the re-

spective variations and imposing signal region selection criteria on them. Powheg

+Pythia version 8 samples were used as the nominal samples. Separate samples

with more final state radiation (FSR) and less FSR were also generated. Mad-

Graph5 aMC@NLO+Herwig++ and Powheg +Herwig++ samples were gen-

erated to evaluate the impact of using different matrix element generators. The

impact of using different parton showering and underlying event tunes was computed

by comparing Powheg +Pythia version 8 and Powheg +Herwig++ samples.

QCD scale and PDF choice uncertainties were shown to be less than 5%. Shift on the

event yield due to FSR was shown to be approximately 7%, for the choice of matrix

element generator it was 15%, and for the choice of parton shower and underlying

event tunes it was 16%. Effects of these variations on the shape of the mT (τ, ν) distri-

bution were also examined, after normalizing the samples to the same NNLO+NNLL

cross section.
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Various selection criteria in the W + jets control region were varied to evaluate

the systematic uncertainties on the W + jets background. All these variations were

shown to be less than 3%. Since contributions from other background process in the

signal region are very small, their systematic variations were taken as negligible.

6.5.2 Statistical Methods

The mT distributions for signal samples with 200 < mH+ < 2000 GeV, and

background processes in the signal region are used to test for the presence of charged

Higgs bosons with mH+ in the 200→2000 GeVmass range in data. This procedure

involves tests on two hypotheses : that the data is fully described by the known

Standard Model processes, called the background-only (b) hypothesis; and that some

signal is required to explain the observed data, called the signal+background (s + b)

hypothesis. Since the signal true cross section σObsH+ is not known a-priori, a parameter

of interest (POI)

µ =
σObsH+

σExpH+

(6.9)

is defined to parametrize the s + b hypothesis into µ.s + b. Here, σExpH+ is the

expected cross section from phenomenological models introduced in Chapters 2. A

test can be made independent of σExpH+ by setting it equal to 1; this would make the

POI µ equal to the true cross section σObsH+ . In any case µ ≥ 0, where µ = 0 reduces

the s+ b hypothesis to the background-only hypothesis.

Since the number of events in the signal region is usually small, the mT distri-

butions used for these tests are optimally binned to minimize statistical uncertainties.

For an mT distribution with N bins, the expected number of events in each bin can

be parametrized as
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Ei = µ.si + bi (6.10)

where i runs from 0 to N . Variables si and bi are the expected signal and back-

ground events in the i−th bin respectively. These events follow a Poisson probability

distribution with means si and bi respectively. The statistical methods described

here are based on the binned likelihood function, L, which is a product of Poisson

probability terms over all the N bins

L(µ) =
N∏
i=0

(Ei)
ni

ni!
exp(−Ei) (6.11)

si and bi are affected by the systematic uncertainties discussed in Section 6.5.1.

More specifically, the si and bi probability distributions become wider when the sys-

tematic uncertainties are accounted for. A set of P systematic uncertainties can be

included in the statistical method as nuisance parameters, θ = (θ1, ..., θP ), transform-

ing si and bi as si → si(θ) and bi → bi(θ) respectively. Likewise, the binned likelihood

function is transformed as

L(µ)→ L(µ, θ) =
N∏
i=0

(µ.si(θ) + bi(θ))
ni

ni!
exp(µ.si(θ) + bi(θ)).

P∏
k=1

ρ(θk). (6.12)

From the binned likelihood function a test statistic called the profile likelihood

ratio

qµ = −2 ln

(
L(µ,

ˆ̂
θ

L(µ̂, θ̂)

)
(6.13)

is created, where µ̂ and θ̂ are parameters that maximize the likelihood functions.

The
ˆ̂
θ parameters are the nuisance parameters that maximize the likelihood function

for a given µ value.
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The compatibility between data and a given hypothesis is quantified by com-

puting a p-value. This is the probability of observing results as incompatible with

data or worse, given that said hypothesis. For the s+ b hypothesis, the p-value is

ps+b =

∫ ∞
qobs

f(q|s+ b)dq (6.14)

where f(q|s + b) is the probability distribution function of the test statistic q

given the s+ b hypothesis. For the b hypothesis the p-value is

pb =

∫ ∞
qobs

f(q|b)dq (6.15)

where f(q|b) is the probability distribution function of the test statistic q given

the b hypothesis. Figure 6.18 illustrates how these pb is computed from a distribution

of f(q|b) and an observed qobs in data.

These p-values are converted to a significance, defined as the number of standard

deviations Z at which a normally distributed variable with 0 mean would give a one-

sided tail area equal to the p−value.

From Equations 6.14 and 6.15 a confidence level (CL) of the s + b hypothesis

is defined as

CLs(µ) =
CLs+b
CLb

=
ps+b

1− pb
(6.16)

A 95% CL upper limit on µ is set by finding the µ at which CLs = 0.05, using

the asymptotic approximation.
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f(q|b)
qobs

pb

Figure 6.18. pb illustration from a distribution of f(q|b) and an observed qobs in data.

6.6 Results

6.6.1 Expected and Observed Event Yields

After all background processes have been estimated, and their associated sys-

tematic uncertainties have been evaluated, final kinematic distributions in the signal

region were examined. Figure 6.19 shows such n-1 distributions for Emiss
T and mT .

The black vertical lines show the values at which the selection criteria for the plotted

variables were imposed. The yellow band in the ratio plot encodes the overall system-

atic and statistical uncertainties, summed in quadrature. In Figure 6.19 this band

is shown only in the signal region because that is where the systematic uncertainties

were evaluated. Table 6.6 shows the expected event yields from background processes
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and the observed yield from 14.7 fb−1of data, accumulated during the 2015 and 2016

data taking periods.
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Figure 6.19. Plots showing the mT and Emiss
T distributions in the signal region.

Category Source Event Yield

True τhad-vis

tt̄ + Single Top 2880±770±25
W → τν 265±51±18
Z → ττ 44.3±7.1±7.6

V V 13.8±2.2±1.7
j → τ All processes 1170±110±16
l→ τ All processes 126±25±6.5
Total Background 4500±779±36.4
Data (14.7 fb−1) 4645

Table 6.6. Expected event yields in the signal region, compared to observed event
yields from data.

177



Figures 6.20 and 6.21 show distributions of other kinematic variables in the

signal region. These are the pT, η, φ of the τhad-vis , the number of reconstructed

jets, the number of b-tagged reconstructed jets and the ∆φ(τ, Emiss
T ). All these figures

show that the tt̄ background with true τhad-vis is the most dominant.
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Figure 6.20. Plots showing distributions of τhad-vis pT, number of reconstructed jets,

number of b-tagged jets and the angular separation between the τhad-vis and Emiss
T ,

in the signal region.
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Figure 6.21. Plots showing distributions of τhad-vis η and φ in the signal region.

6.6.2 Statistical Analysis

Results were tested for evidence of existence of charged Higgs bosons with mH+

ranging from 200→2000 GeV. For each of the mass points, σExpH+ was set at 1 to make

the parameter of interest µ = σObsH+ . Here, the said cross section is the product of the

production cross section and branching ratio of the topologies introduced in Equa-

tions 6.1 and 6.2. The test statistic q0, where µ = 0 in Equation 6.13, was used to

test the compatibility of observed data with the background-only hypothesis. The

probability distribution function f(q|b) was estimated using the asymptotic approxi-

mation [135] which supposes an artificial data-set called the ‘Asimov data-set’.9

The systematic uncertainties discussed in Section 6.5.1 were included as nui-

sance parameters. Table 6.7 shows the list of all such uncertainties and the processes

(components) to which they were applied. Those that affect more than one component

9This data-set is defined such that if used to evaluate estimators of all parameters, true values of

those parameters are obtained
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were treated as correlated or anti-correlated, whichever was applicable. Otherwise,

it was assummed that they were uncorrelated. Those whose impact on the expected

event yield or mT shape is less than 0.5% were removed from the list. The ±1σ

variations were symmetrized by taking the one with the largest impact on the result,

unless there was an explicit reason for an asymmetry.

The test of the observed data against the background-only hypothesis shows

that the data is consistent with the Standard Model prediction. Hence, exclusion

limits on µ = σObsH+ were set by rejecting the s+ b hypothesis at 95% confidence level

using the CLs procedure, where CLs(µ) is defined as in Equation 6.16. Expected

exclusion limits were computed assuming the s+b hypothesis, and using the artificial

Asimov data-set which was approximated by the sum of all the expected backgrounds.

Observed exclusion limits are computed using the s+b hypothesis, and using the total

observed data. Figures 6.22 and 6.23 show the expected and observed exclusion limits

for mH+ ranging from 200→2000 GeV. In the former figure, systematic uncertainties

were not included in the computation of the exclusion limits. In the latter, the

systematic uncertainties were included. The solid line denotes the observed limits and

the dashed line denotes the expected limits at 95% confidence levels. The green and

yellow shaded regions represent the ±1σ and ±2σ uncertainty bands respectively. An

illustrative signal prediction in the hMSSM benchmark scenario at tan β = 60 is also

overlayed. Without systematic uncertainties the limits are slightly more stringent

than with systematic uncertainties. Figure 6.23 shows that the mH+ range from

200→540 GeVfor tan β = 60 is excluded by these observed exclusion limits.

To evaluate the impact of the individual limits on exclusion limits shown in

Figure 6.23 the limit-setting procedure was repeatedly performed without including

each of the systematic uncertainties. Table 6.8 summarizes the impacts of groups

of these systematic uncertainties for mH+ = 200 GeV and mH+ = 1 TeV. The
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signal true τ j → τ l→ τ
(MC) (Data) (MC)

Contribution to total background (%) 72 25 3

NUIP Description
alpha xxx
JET Globally-reduced X jet energy scale: 19 components 3 3 3 3
JET Flavor X jet energy scale: 3 components 3 3 3 3
JET JER NP X jet energy resolution: 8 compo-

nents
3 3 7 3

TAUS TRUEHADTAU SME TES τhad-vis energy scale: 3 compo-
nents

3 3 7

bjet xyz b-jet identification SFs: 6 b, 4 c
and 10 light components

3 3 3 3

MET SoftTrk xyz Emiss
T soft term: 2 resolution, 1

scale component
3 3 7 3

met xyz Emiss
T trigger efficiency measure-

ment: 3 components
3 3 7 3

signal xyz theoretical uncertainty on sig-
nal acceptance: QCD scale and
PSUE

3

ttbar xzy theoretical uncertainty on tt̄ ac-
ceptance and mT shape: scale,
PSUE, ME

3

ttbar norm tt̄ cross section 3
UWSF W → τν scale factor uncertainty 3
lep sf `→ τhad-vis scale factor 3
tau ID τhad-vis identification: 2 compo-

nents (all and high pT)
3 3 3

tau RECO τhad-vis reconstruction effi-
ciency

3 3 3

tau ELEOLR τhad-vis/electron overlap re-
moval

3 3 3

tau ff stat statistics in FF method 3
tau ff bdt jet composition in FF method 3
tau ff prompt tau mis-id prompt τhad-vis mod-

elling in MC
3

Table 6.7. Description of each of the nuisance parameters, along with the samples
they were applied to. If the same nuisance parameter was applied to different back-
grounds, all correlations were kept. A ’3’ indicates that the systematic uncertainty
was considered and included in the fit. A ’7’ indicates that the systematic uncertainty
was considered but not included in the fit, otherwise the given systematic uncertainty
is not applied to the given background.
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Figure 6.22. Plots of the expected and observed limits on µ = σObsH+ , without including
systematic uncertainties in the background and signal predictions.

percentage impact was obtained by comparing the nominal expected limit and the

expected limit computed without considering each of these groups of uncertainties.

Evidently, the largest impact is from fake factos and tt̄ background modelling.

Category Source of systematic Impact on the expected limit (in %)
uncertainty mH+ = 200 GeV mH+ = 1000 GeV

Experimental

luminosity 1.5 0.9
trigger < 0.1 < 0.1
τhad-vis 1.0 1.4
jet 3.0 0.2

Emiss
T < 0.1 < 0.1

Fake factors FF 0.8 4.7

Signal and background models
tt̄ modelling 13.2 3.5
H+ signal modelling 1.4 1.4

Table 6.8. Impact of various sources of uncertainty on the expected 95% CL exclusion
limit.
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Figure 6.23. Plots of the expected and observed limits on µ = σObsH+ . Systematic
uncertainties were included in the background and signal predictions.
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Chapter 7

Exclusive Higgs Search

A search for evidence of the exclusively produced SM Higgs boson from LHC collisions

is presented in this chapter. The only mass probed was 125 GeV for the SM Higgs

boson. Exclusion limits were set on the total production cross section of the exclusive

SM Higgs boson. In Section 7.1 the data-sets used in the search are presented.

Data obtained from LHC collisions is referred to as data, while data obtained from

simulation is just referred to as simulation. In Section 7.2 physics object selection

criteria are presented, adding to the criteria presented in Chapter 5. In Section 7.3

the criteria to select events with a charged Higgs boson signature are introduced.

Treatment of backgrounds to the charged Higgs boson is discussed in Section 7.4,

with the associated systematic uncertainties discussed in Section 7.6. Final event

yields are presented in Section 7.7, and their statistical assessment is discussed in the

same section.

7.1 Data and Simulation

Data used for this analysis was collected by the ATLAS detector during Run

I of the LHC, with parameters and conditions set as discussed in Chapter 3. Only

data from runs during which proton beams were stable were considered. The total
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integrated luminosity amounted to 20.2 fb−1. All of the data was collected during

2012. The total uncertainty on the luminosity value is 2.1%. The impact of this

uncertainty on final results in this search are discussed in Section 7.6.

The expected signal (Figure 7.1), was obtained by generating 500 000 Monte

Carlo simulation events. The generator used was the Forward Physics Monte Carlo

(FPMC) [90]. This is a generator dedicated to generate exclusive events in which

a large mass is produced from the proton momentum exchange. In this case, the

large mass is the Standard Model Higgs boson. The PDF set used was H1 [136],

measured at the HERA collider [137]. Since there are no underlying events in exclusive

processes, no underlying event generator was used. Parton showering, fragmentation

and hadronization were handled by HERWIG version 6.5 [85].

x1

x
′
1

x
′
2

x2

t

p1

p2

p1

p2

H

Figure 7.1. Leading order Feynman diagram for the exclusive Higgs production.

There are several background process that mimic the exclusive Higgs boson sig-

nature in the ATLAS detector. Justification as to why they qualify to be backgrounds

is discussed in Section 7.4. While estimation of their contribution was in some cases
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data-driven, Monte Carlo generators were used to generate several of them. They are

categorized into exclusive and inclusive categories.

The most important exclusive processes that were considered here were the ex-

clusive production of W± pairs. While exclusive W± pairs can be produced through

gluon fusion, production through photon exchange has a much higher cross section.

500 000 events were generated using Herwig++ [86] version 2.6.3, which also han-

dled fragmentation, parton showering and hadronization. This generator used the

equivalent photon approximation (EPA) introduced in Section 2.2. This generator

only handles elastic production (See Figure 2.10). This means that estimation of

single and double dissociative contributions had to be data-driven.

The second most important exclusive processes were the exclusive production

of leptons, referred to here as the di-leptons. They are produced through photon

exchange, so the EPA mechanism is used in calculating their cross sections. 300 000

elastic γγ → τ+τ−, 800 000 γγ → µ+µ−, and 800 γγ → e+e− events were generated

using Herwig++. Just like in the exclusive W± pair case, fragmentation, parton

showering and hadronization were processed within Herwig++ as well. The single

and double dissociative di-lepton samples were produced using LPAIR [91] version

4.0, save for the ττ decay mode. LPAIR is a generator dedicated to lepton pair

production. Unfortunately, it does not incorporate τ leptons in the generation. Single

dissociative γγ → τ+τ− processes were therefore generated using Pythia 8 [77]. No

Monte Carlo generator to date has produced double dissociative γγ → τ+τ−, so these

samples were unavailable.

Inclusive WW backgrounds have several production modes. These are

1. quark-induced qq̄ → WW ;

2. gluon-induced gg → WW ;

3. and gg → H → WW , with mH = 125 GeV.
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The qq̄ → WW and gg → H → WW samples were generated using Powheg version

1.0 [81]. This generator was interfaced to Pythia 8 for parton showering, hadroniza-

tion and simulation of the underlying event. gg → WW events were generated by

the gg2ww [89] generator, interfaced to HERWIG version 6.5 for parton showering,

hadronization and underlying event generation. In all these generators, the CT10NLO

PDF set was used. Parton showering, hadronization and underlying event models in

Pythia 8 and HERWIG were tuned using the AU2 [138] and the AUET2 [139] tunes.

W+jets and Z+jets processes were modelled using Alpgen [83] interfaced to

Pythia6 [76] using the Perugia 2011C [140] tune and CTEQ6L1 PDF [141] set. Ad-

ditional Z+jets samples were generated with Alpgen interfaced to Herwig+Jimmy.

Other Z+jets samples, generated using Powheg+Pythia8 and Sherpa1.4 with CT10

NLO PDF, were also used for additional background studies.

Diboson processes such as WZ(γ∗), W/Z + γ and ZZ are referred to here as

V V . The WZ and ZZ samples were generated using Powheg+Pythia with the AU2

tune and CT10 NLO PDF set. Wγ and Wγ∗ samples were generated, respectively,

using Alpgen (interfaced to Herwig+Jimmy) and Sherpa.

tt̄ and single top processes were generated with Powheg and MC@NLO.

7.2 Object Selection

The physics objects used in this analysis are electrons, muons, jets and missing

transverse energy. Tracks, regardless of what physics object they are associated with,

are also used. Reconstruction and identification of these objects is discussed in detail

in Chapter 5. This section summarizes other selection criteria imposed on these

objects, specific to this analysis.
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Track reconstruction is discussed in Section 5.1.1. Tracks used here are those

reconstructed from the Inner Detector (ID). Other than satisfying all the track quality

criteria outlined in the said section, they were required to have left at least 1 hit in

the Pixel Detector, and 4 hits in the Semi-Conductor Tracker (SCT). Additionally,

they were required to have pT of at least 400 MeV.

Electron reconstruction and identification is discussed in Section 5.2.1, along

with the associated corrections and calibrations. The electrons used here were recon-

structed from matches between calorimeter energy deposits and ID tracks. Since the

ID is limited to |η|< 2.47 and the transition region between the barrel and end-cap

calorimeters (1.37 < |η|< 1.52) is a dead region, electron candidates are required to

not be in the calorimeter transition region while being within |η|< 2.47. So, only

central electrons were considered. They were also required to pass the very tight like-

lihood identification selection criteria and have pT of at least 10 GeV. The electron pT

was calibrated and corrected as discussed in Section 5.2.2. Additional isolation criteria

were applied to suppress backgrounds from jets that were reconstructed as electrons,

both in the calorimeter and tracking measurements. As shown in Section 5.2.2, such

background contamination is energy (or pT) dependent, so these isolation criteria

were binned in electron ET and pT, where ET was measured from the calorimeters

and pT was measured from the ID. The variable of interest in defining isolation is

EtCone30 (or PtCone30): the ET (or pT) in a cone of ∆R < 0.3 around the electron

candidate, excluding ET (or pT) from the electron candidate. The isolation criteria

is such that EtCone30 (PtCone30) is less than a certain fraction of the electron, ET

(pT). Table 7.1 shows this isolation selection criteria for electrons.

Muon reconstruction and identification is discussed in Section 5.3.1. In this

analysis, combined (CB) muons were used. These use information from both the

muon spectrometer (MS) and the ID. Apart from the selection criteria outlined in
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Condition Isolation Criterion

Calorimeter
Ee

T < 15 GeV EtCone30/Ee
T < 0.20

15 ≤ Ee
T < 20 GeV EtCone30/Ee

T < 0.24
Ee

T ≥ 20 GeV EtCone30/Ee
T < 0.28

Track
peT < 15 GeV PtCone30/peT < 0.06

15 ≤ peT < 20 GeV PtCone30/peT < 0.08
peT ≥ 20 GeV PtCone30/peT < 0.10

Table 7.1. Electron isolation criteria.

Section 5.3.1, these muons were required to have pT > 10 GeV and be within |η|<

2.47 because of the ID pseudorapidity limitation. Tracks from the ID were also

required to have at least 1 hit in the Pixel Detector and 5 hits in the SCT. Holes

in the SCT (see Figure 5.2) were not allowed to be more than 2. Isolation criteria

similar to that applied on electron candidates were also applied on muon candidates,

to suppress background from jets reconstructed as muons. Table 7.2 lists the isolation

criteria.

In contrast to electron and muon selection criteria in the charged Higgs boson

search, electrons and muons in this analysis were not required to satisfy any selection

criteria based on the impact parameters or their significance.

Jet reconstruction is discussed in Section 5.4. Jets used in this analysis were

reconstructed using the anti-kt algorithm with R = 0.4. They were also required to

fall within |η|< 4.5 and have at least 25 GeV in pT to suppress jets from pileup. While

energy scale and resolution corrections were applied on these jets, all corrections that

depend on the position of the primary vertex were not applied. Examples of such
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Condition Isolation Criterion

Calorimeter

pµT < 15 GeV EtCone30/pµT < 0.06
15 ≤ pµT < 20 GeV EtCone30/pµT < 0.12
20 ≤ pµT < 25 GeV EtCone30/pµT < 0.18
pµT ≥ 25 GeV EtCone30/pµT < 0.30

Track
pµT < 15 GeV PtCone30/pµT < 0.06

15 ≤ pµT < 20 GeV PtCone30/pµT < 0.08
pµT ≥ 20 GeV PtCone30/pµT < 0.12

Table 7.2. Muon isolation criteria.

corrections are the origin correction, JVF and JVT.1 Reasons for refraining from such

corrections will become clearer in the following sections.

Reconstruction of missing transverse energy, Emiss
T , is discussed in Section 5.6.

In particular, the Emiss
T used here reconstructed the soft terms in the Emiss

T from

calorimeter energy deposits that were not associated to any other physics objects.

7.3 Event Selection

Evidence for the exclusive Higgs boson was searched for in events in which

the Standard Model Higgs boson decays to a pair of W± bosons, which in turn

decay leptonically. This leptonic decay includes τ leptons, but only those that decay

leptonically. Effectively, the final state leptons are electrons and muons. The topology

for this decay channel is therefore

gg → [H]→ [W+][W−]→ [l][l][Emiss
T ], (7.1)

1JVT was developed for use during Run II anyway.
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where l represents the leptons: µ or e.

The topology in Equation 7.1 is the same topology used to search for the inclu-

sive Higgs boson in Ref [142]. The event selection criteria in this analysis mimics the

same selection criteria in Ref [142]. Here, the flavor of the two leptons was required to

be opposite to suppress backgrounds from Z → ee or Z → µµ events. Signal events

were therefore required to have only two leptons of different flavor satisfying the se-

lection criteria outlined in Section 7.2. The impact parameters of the lepton tracks

with respect to the beamline in the ID, z0, were required to be less than 1.0 mm from

each other. In addition, the charges of the two leptons were required to be opposite

because the SM Higgs boson is neutral to electromagnetic charge.

Of the two leptons in signal events, the one with the largest pT is referred

to as the leading lepton, otherwise it is the sub-leading lepton. The leading lepton

was required to have at least 25 GeV in pT and the sub-leading lepton was required

to have at least 15 GeV in pT. Moreover, the mass of the di-lepton system, m``,

was required to be at least 10 GeV. This selection is referred to as the pre-selection.

Recalling that only different flavor lepton pairs are considered, the symbol m`` is used

interchangeably with meµ to represent the transverse mass of the di-lepton system.

Figure 7.2 shows expected distributions for several kinematic quantities for

background and signal after the pre-selection criteria has been applied. Contribu-

tions from all the backgrounds are stacked on each other to total the Standard Model

(SM) prediction. The hashed lines on the SM prediction is the statistical uncertainty,

obtained by assuming that the predicted number of events follow a Poisson distribu-

tion. The signal prediction is not stacked on the background, and is scaled by 200

for better visibility. While these distributions were predicted by simulation, a full

discussion on background treatment is detailed in Section 7.4.
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Figure 7.2. Plots showing the expected signal and background distributions after
pre-selection.

The mass of the di-lepton system, meµ, has already been introduced above.

While most of the backgrounds have reasonably high meµ, almost all the signal is

expected to fall in the meµ < 100 GeV region, after all the pre-selection criteria has

been applied. In particular, the WW distributions tend to have high meµ than the

signal. This is expected because with a spin-0 quantum number, the Higgs boson

decays to final state leptons that have a smaller angular separation than the leptons

from WW decays. This small angular separation lowers meµ. This hints towards

additional selection criteria dependent on the mass and angular separation of the

di-lepton system. Figure 7.2 shows both meµ and ∆φeµ, where most of the signal lies

in the region ∆φeµ < 2.0.
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The transverse mass, mT , of the di-lepton-Emiss
T system shown in Figure 7.2 is

defined as

mT =
√

(Eeµ
T + Emiss

T )2 − |peµT + pmissT |2, (7.2)

where Eeµ
T =

√
|peµT |

2+m2
eµ and |pmissT |= Emiss

T . This quantity essentially is the

mass of the Higgs boson, so it is expected to peak at 125 GeV and have a small tail

that is mostly in the region mT < 140 GeV.

The transverse mass of the di-lepton system, p``T or peµT, is expected to be rel-

atively higher for signal than it is for backgrounds such as V+jets and exclusive

di-leptons. QCD multi-jets, not shown in Figure 7.2, are also expected to have low

peµT when the jets are mis-identified as leptons. To suppress these backgrounds, a

selection of peµT > 30 GeV was imposed.

A dedicated selection was also developed to separate exclusive from inclusive

events. This criterion is referred to here as the exclusivity selection or ∆ziso
0 in short.

Its perfomance in simulation and data was tested, and is formally introduced in the

next two sections.

From the distributions in Figure 7.2 the following additional selection were

applied to isolate Higgs-like events from the W+W− spectrum: m`` < 55 GeV,

mT < 140 GeV and ∆φ`` < 1.8. This selection was found to be optimal without any

additional Emiss
T criteria.

Table 7.3 summarizes all the selection criteria discussed in this section. Fig-

ure 7.3 shows the expected mT distributions in the signal region, minus the mT

selection criterion. Modified distributions will be shown in later sections after several

calibrations and corrections have been applied to the background processes. In any
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Selection

Preselection
Oppositely charged eµ final states
p`1T > 25 GeV and p`2T > 15 GeV

meµ > 10 GeV

peµT > 30 GeV

Exclusivity selection, ∆ziso
0

Spin-0 Higgs boson
meµ < 55 GeV

∆φeµ < 1.8
mT < 140 GeV

Table 7.3. Event selection criteria.

case, exclusive and inclusive W+W− was expected to dominanate the background

processes that contaminated the signal region.

7.3.1 Exclusivity Selection

The exclusivity selection developed in this analysis is based on the final state

particles shown in the topology in Equation 7.1. With only two leptons in the final

state, these exclusive events are expected to have exactly two tracks in the event.

These tracks are in turn expected to be matched to the said leptons.

As mentioned in previous sections, tracks in this analysis were parametrized by

impact parameters measured with respect to the beamline. It is worth mentioning

that the most common track parametrization in ATLAS is with respect to the primary

vertex (PV), defined as the vertex with the highest track sum pT. The default ATLAS

primary vertex is referred to as PV in this text, and the vertex from which two tracks
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Figure 7.3. Plots showing the preliminary expected mT distributions in the signal
region, minus the mT selection.

in exclusive processes originate is referred to as the di-lepton vertex. The probability

that a track from pileup events is mistakenly associated with the PV, especially in

events that have few tracks, is substantial. When that happens, the position of the PV

in the z coordinate may get distorted. This, as will be shown in the next paragraphs,

would reduce the efficiency of the exclusivity selection. So an effort to refrain from

using quantities that rely on the ATLAS PV was made.

As shown in Chapter 5, the fit method used to reconstruct tracks is different

from that used to reconstruct electron tracks in the ID. In addition, the measured ID

hits for muons candidates may be different as the combined MS+ID track fit is used

for CB muons. Thus, matching tracks to leptons in necessary. A track was considered

matched to a lepton track if it satisfied the following conditions :

1. passes all track quality selection criteria;
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2. has at least 2 GeV in pT;

3. ∆z0(track,lepton) is less than 1 mm;

4. and ∆R(track,lepton) is less than 0.01.

In the case where a track is matched to both leptons in the event, preference is given to

the lepton closest in z0, measured with respect to the beamline. Figure 7.4 shows the

number of tracks matched to electrons and muons in the simulated signal sample of

events. Electrons, since they undergo brehmsstrahlung at a higher rate than muons,

have a larger fraction of two matched tracks than muons. It is not expected to match

3 or more tracks to either of the leptons.
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Figure 7.4. Plots showing the number of tracks matched to the electron (left) and
the muon (right) tracks.

To ensure that the two leptons in the event are indeed from the di-lepton vertex,

their z0 positions, z1
0 and z2

0 , were required to be within 1 mm of each other. The 1 mm

value was arrived at after measuring the z0 resolution in both data and simulation

and observing that they safely agree within 1 mm. The position of the di-lepton

vertex in z0, zav0 , was then taken as the average of z1
0 and z2

0 . Tracks not matched

to either of the leptons were tested for absolute distance in z0 from zav0 . Figure 7.5

196



illustrates this geometry. For ∆ziso
0 , the closest unmatched track (also referred to as

an extra track) was required to be at least 1 mm way from zav0 .

|Beam

Lepton 1
Lepton 2

Extra Track

zav0 ztr0

∆z0

z10 z20

zav0 = (z10 + z20)/2

∆z0 = |ztr0 − zav0 |

Beam

Figure 7.5. Illustration of the geometry of the exclusivity selection criteria.

Although ∆ziso
0 was observed to be sensitive to pileup events, the signal selection

efficiency in the pileup range expected during the Run I data taking period was not

terrible. At worst the signal efficiency was about 50%, when the number of pileup

events (µ) was greater than 30. During Run I, the average number of pileup events was

20.7. Figure 7.6 shows the signal efficiency of this selection, simulated using FPMC,

plotted against the number of pileup event, µ. For µ = 20.7, the efficiency was found

to be around 58% in simulation. The was compared to the efficiency measured in

data, as discussed in the next section.
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Figure 7.6. Plot of the efficiency of the exclusivity selection, extracted from the
exclusive Higgs boson signal simulation, is plotted against the average number of
interactions per beam crossing µ.

7.3.2 Performance and calibration of exclusivity

The exclusivity selection introduced in the previous section was tested for sev-

eral inconsistencies in data and simulation. First, since background rejection with

this selection in simulation is dependent on the modelling of the underlying event, it

is reasonable to expect difference in performance in different Monte Carlo generators

as well as in data. Second, the equivalent photon approximation (EPA) is known to

overestimate the cross section of elastic processes such as elastic di-leptons or elastic

W± pairs [143, 144]. It was worthwhile to reproduce this over-estimation using ∆ziso
0

as a cross check. Third, SD and DD Monte Carlo simulation for exclusive W± pairs

is not available. A mechanism to estimate these contributions was developed in the

context of ∆ziso
0 .
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This section discusses three studies. The underlying event modelling in several

Monte Carlo generators were calibrated to match the underlying event in data. The

EPA overestimation of elastic cross sections were reproduced using the ∆ziso
0 selection

criteria. SD and DD contributions to the exclusive W± pairs was estimated. These

three studies essentially tested the perfomance of ∆ziso
0 and enabled its calibration.

7.3.2.1 Calibration of the underlying event

To calibrate the underlying event modelling across different generators, Z → µµ

events in data were used for comparison. Z → ee samples were also used separately

to cross check the results. The reason for using Z events is that while they are a good

source of leptons, they are so many in data that statistical uncertainties are kept at

a minimum. The Z events were isolated by requiring each of the two muons to have

at least 20 GeV in pT and have 80 < mµµ < 100 GeV. ∆ziso
0 was then applied,

essentially requiring no unmatched tracks in ±∆z0 < 1 mm. The ±∆z0 window was

varied to study systematic uncertainties on the results.

The following generators were used to simulate Z → µµ events :

1. Alpgen+Pythia6;

2. Alpgen+Herwig;

3. Sherpa;

4. and Powheg +Pythia8.

Figure 7.7 shows the agreement between data and simulations from these generators.

Circles and squares are respectively before and after the exclusivity selection was ap-

plied. Before exclusivity, all the generators predict Z → µµ events to a reasonable

agreement with data. After exclusivity, several disagreements between data and sim-

ulation, and also between simulations from the different generators, were observed.

This is a symptom of poor underlying event modelling.
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Figure 7.7. The rejection of Z → µµ between data and simulation. Simulated samples
are normalized to the data. Circles are before ∆ziso

0 was applied, and squares are after
∆ziso

0 was applied.

The fraction of events that passed ∆ziso
0 in simulation, nexcMC/n

inc
MC , and the

fraction of events that passed ∆ziso
0 in data, nexcdata/n

inc
data, were compared through scale

factors

f simntrk =
nexcMC/n

inc
MC

nexcdata/n
inc
data

, (7.3)

where sim is P for Powheg +Pythia8, AH for Alpgen+Herwig, AP for Alp-

gen+Pythia6, and S for Sherpa. ntrk is the number of tracks required in the

exclusivity window, 0 being the nominal. To improve the statistical uncertainties

after ∆ziso
0 , measurements with ntrk equal to 1 and 1→4 were also done. Exclu-

sivity window sizes other than 1 mm were used to study the impact of systematic

uncertainties on the results. Results for this study are shown in Table 7.4.

200



ntrk,∆z
iso
0 fPn fSn fAHn fAPn

0, 1.0 mm 0.581 0.128 0.206 0.692
0, 1.25 mm 0.549 0.113 0.194 0.679
0, 1.5 mm 0.537 0.103 0.189 0.663
0, 2.5 mm 0.494 0.084 0.176 0.613
0, 4.0 mm 0.308 0.074 0.170 0.579
1-4, 1.0 mm 0.876 0.571 0.393 0.853
1, 1.5 mm 0.681 0.324 0.247 0.736

Table 7.4. Measured f simntrk values for several different Monte Carlo generators, under
different exclusivity settings. Exclusivity window sizes other than 1 mm were used to
study the impact of systematic variations on the results.

To use the scale factors in Table 7.4 to calibrate processes other than Z decays

these scale factors were extrapolated to a wider di-muon mass range. In particular, the

stability of event yields after imposing ∆ziso
0 at di-muon masses other than between

80 and 100 GeVneeded to be quantified. These simulation yields were measured in

bins of 44 → 60 GeV, 60 → 90 GeV, 90 → 116 GeV and 116 → 200 GeV. In all

bins, Sherpa had the minimal statistical uncertainties, so its results were compared

to those from the other three generators. Quantities shown in Table 7.5 are ratios

of yields from the different generators to the yields from Sherpa after the ∆ziso
0

selection. A generous 20% variation on the nominal yield (Sherpa) covers yields

from all other generators.

7.3.2.2 Di-lepton check

As mentioned above, the EPA is known to overestimate the elastic contribution

to exclusive processes that occur by exchanging a pair of photons. This section

discusses a study that reproduces this overestimation within uncertainties, thereby

validating ∆ziso
0 .
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Mass [GeV] Alpgen+Herwig Alpgen+Pythia6 Powheg+Pythia8
44–60 0.81± 0.02 0.84± 0.03 0.99± 0.09
60–90 1.04± 0.02 0.98± 0.03 1.01± 0.02
90–116 1.00± 0.01 1.02± 0.02 1.00± 0.02
116–200 0.89± 0.10 1.04± 0.19 0.76± 0.10

Table 7.5. Ratio of the exclusivity selection efficiency in Drell-Yan µ+µ− production
as a function of dimuon mass of different generators to Sherpa. Only statistical
uncertainties are shown. The statistical uncertainty from Sherpa is included and
contributes 2.9%, 0.8%, 0.7% and 5.7% in the four mass regions.

Since elastic, SD and DD Monte Carlo simulation samples for exclusive di-

leptons were available, exclusive di-leptons were used for this study. The strategy was

to isolate exclusive di-muons in data, entangle the elastic component, and compare it

with the prediction from EPA. From this comparison, a scale factor than normalizes

the EPA prediction to data was extracted and compared to previous studies of a

similar nature. The basic selection required that each of the muons have pT >

20 GeV, mµµ > 45 GeV excluding a ±15 GeV window around the Z mass, and

∆ziso
0 . Elastic di-muons tend to populate the low pµµT region, as shown in Figure 7.8,

where all the basic selection criteria described above were applied. So, a selection of

pµµT < 3 GeV was additionally applied. The major background to the exclusive di-

muons in this region was Drell-Yan di-muons; every other background was negligible.

Clearly, in Figure 7.8 there is an overestimation of processes from simulation.

Acoplanarity, defined as 1−∆φµµ/π, is a good discriminant when disentangling

elastic from SD and DD processes. This is expected, since ∆φµµ is dependent on pµµT .

In this study, acoplanarity distributions from simulation after applying the selection

criteria described in the preceding paragraphs were fit to the acoplanarity distribution

from data, after the same selection criteria was applied. The yields from the fit were

then extracted, comparing the elastic prediction to data minus everything else.
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Figure 7.8. Plots showing the exclusive (1.0 mm) di-muon pµµT distributions predicted
and observed. The highest bin includes overflow. No scale factors are applied to
elastic or SD or DD predictions.

The acoplanarity distributions before the fit are shown in Figure 7.9. Clearly,

SD, DD and Drell-Yan have similar shapes. For the fit, SD, DD and Drell-Yan con-

tributions were summed up and treated as one process. The Drell-Yan background

was varied by ±20% to evaluate systematic variations in modelling f simntrk . The binning

and range of acoplanarity distributions were also varied to evaluate systematic uncer-

tainties. These uncertainties were shown to impact results by about 7%. Figure 7.10

shows the post-fit acoplanarity distributions, with simulation stacked on top of each

other and the total agreeing with the data. From this fit a scale factor fEL = 0.76

±0.04 (stat.) ±0.07 (sys.) was extracted. This value agrees within uncertainties with

previous predictions [143], which cover a range between 0.73 and 0.75.

A separate study independent of the fit method was also done to test the ro-

bustness of fEL. This involved making an explicit selection based on acoplanarity in

addition to the basic requirements already discussed above, counting the yields and
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Figure 7.9. Plots of acoplanarity distributions for elastic, SD, DD and Drell-Yan each
normalized to the data.

re-calculating an estimate to fEL. For acoplanarity less than 0.003, 899 events were

observed in data, 764 elastic dimuons were predicted by EPA, and 340, 67 and 64 SD,

DD and Drell-Yan events were also predicted respectively. This corresponds to an

estimate to fEL of 0.71±0.03(stat)±0.01(sys). Similarly, tightening the acoplanarity

selection to be less than 0.0015 yielded 0.73 ±0.03(stat) ± 0.01(sys). These results

fall well within the uncertainties of the results obtained from the fit method.

∆ziso
0 was tested for robustness against pileup by testing its performance in

events with a selection identical to the one prior to the fit plus an acoplanarity

cut, with the difference that one extra track was allowed in the exclusivity window.

For exclusive processes, this extra track has to be from pileup because there is no

underlying event. As such, the ∆z0 between this extra track and the di-lepton vertex

is expected to be uniformly distributed, showing no clear peaks. Figure 7.11 shows

the ∆z0 distributions for the extra track in exclusive and Z → µµ events. For
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Figure 7.10. Plots of dimuon acoplanarity distributions after applying the exclusivity
selection and requiring pµµT < 3 GeV. The expected Drell-Yan shape and the elastic

and combined SD and DD (Dissociative) shapes normalized from the fit are stacked.
This fit determines the factor fEL..

exclusive processes these distributions are uniform while for Z → µµ a they peak at

0. This shows that for Z → µµ the extra track is from the underlying event. The

acoplanarity cut was tightened and loosened and an estimate of fEL was computed

at each variation. All the fEL estimates fell within ±10%, showing that ∆ziso
0 has an

a 10% pileup uncertainty.

Since electrons are also in the signal final state, these studies were repeated using

Z → ee events. Due to the fact that electrons undergo brehmsstrahlung at a much

higher rate than muons, results in the Z → ee channel carried a much higher error.

In particular, when an electron radiates a photon (which pair produces electrons),

the extra track that the radiated electron produces in the ID may be counted as an

extra track by ∆ziso
0 . This phenomenon is referred to here as electron self-veto. For
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Figure 7.11. Plots of absolute ∆z0 of the extra track to the lepton vertex in the region
defined by acoplanarity < 0.0015. The exclusivity requirement was changed to select
exactly one extra track within 3 mm. The exclusive predictions are scaled by a factor
of 0.70.

acoplanarity less than 0.003 the estimate to fEL obtained through Z → ee events was

about 0.67. For acoplanarity less than 0.0015 it was 0.68. These results correspond

to a 3.0 ± 2.5% difference with the results obtained from Z → µµ. This difference

was taken as the uncertainty due to the electron self-vetoing itself.

7.3.2.3 Photon flux

This section discusses the estimation of SD and DD W± contributions to the

exclusive W± pair production. This is an important estimation because it propagates

to the estimation of the exclusive W± pair contamination in the exclusive Higgs boson

signal region.
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Since exclusive di-lepton production is identical to exclusiveW+W− production,

this study was conducted with exclusive di-leptons. The results were then applied to

exclusive W+W−. The strategy was to isolate exclusive di-leptons with high mass

in data and taking the ratio of the data minus background to the elastic di-lepton

prediction. This ratio was then applied to the elastic W+W− prediction to account

for the SD and DD contributions. As before the leptons used were di-muons, each of

at least 20 GeV in pT. To suppress di-muons from W+W− decays, mµµ was required

to be at least 160 GeV. After applying ∆ziso
0 , 244 events were observed in data were

17.4 was predicted to be from Drell-Yan, 0.4 from inclusive W+W− and 2.4 from

exclusive W+W−. The predictions were corrected using the f simntrk calibrations. From

these quantities a scale factor

fγ =
NData −NPowheg

Background

NHerwig++
Elastic

∣∣∣∣∣
mµµ>160 GeV

= 3.30± 0.22(stat.)± 0.06(sys.), (7.4)

was calculated, where NData is the number of events in data, NPowheg
Background is the ex-

pected number of background events, and NHerwig++
Elastic is the expected number of elastic

γγ → µ+µ− candidates directly from Herwig++, i.e, the unscaled EPA prediction.

Drell-Yan processes were the major contribution to the total background events and

inclusive and exclusive W+W− contributed less than 10%. To estimate the system-

atic uncertainties, the Drell-Yan contribution was varied by ±20%. Figure 7.12 shows

the mµµ and mee distributions for the exclusive di-leptons after applying fEL to the

elastic contribution and scaling the SD distribution such that the sum of the elastic

and SD contributions corresponds to fγ × NHerwig++
Elastic . These corrected predictions

agree very well with the data.
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Figure 7.12. Plots of the dilepton invariant mass distribution for muon candidates
(left) and electron candidates (right). The elastic yield is scaled by fEL = 0.76 and
the SD distribution is scaled to bring the sum of the elastic and SD contributions to
the Herwig++ prediction for the elastic process multiplied by the fγ factor in the
mass region above 160 GeV. The last bin includes overflow.

The distributions in Figure 7.12 show that while fγ was extracted from the

invariant di-lepton mass greater than 160 GeV, its value is rather insensitive to this

choice of cut.

From the above-mentioned di-muon sample in data, the ∆ziso
0 selection efficiency

was measured. It was observed to be 0.58 ± 0.06, where the 10% uncertainty arose

from pileup modelling. This measurement agrees very well with the ∆ziso
0 efficiency

measured in the exclusive Higgs boson signal samples.

7.4 Modelling of background processes

Backgrounds to the signal region, as defined in Section 7.3, are categorized

into exclusive and inclusive backgrounds. This section discusses modelling of these

backgrounds in light of the scale factors that have been discussed so far.
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7.4.1 Exclusive backgrounds

Figure 7.3 shows that the only major exclusive background expected to con-

taminate the signal region exclusive W+W−, even though several selection criteria

listed in Table 7.3 were dedicated to suppressing the W+W− spectrum. As discussed

in Section 7.3.2, SD and DD simulation samples for exclusive W+W− do not exist.

fγ, defined in Equation 7.4, was applied on the Herwig++ prediction of elastic

W+W− to account for the SD and DD components of exclusive W+W−. No other

corrections were applied. Section 7.5.1 discusses a dedicated region in data used to

validate modelling of exclusive W+W−.

The second significant exclusive background to the signal region is exclusive

di-leptons, specifically exclusive γγ → τ+τ−. The different flavor selection criteria

suppresses all the other exclusive di-leptons to the extent that they are insignificant.

fγ was also applied on the Herwig++ prediction of elastic γγ → τ+τ− to account

for the SD and DD contributions to the exclusive γγ → τ+τ−. Since exclusive di-

leptons are produced in a manner similar to exclusive W+W−, the exclusive W+W−

validation region in data hinted in the preceding paragraph also serves to validate

modelling of exclusive di-leptons.

No other exclusive backgrounds significantly contaminated the signal region.

7.4.2 Inclusive backgrounds

Figure 7.3 shows that the major inclusive backgrounds that contaminate the

signal region are inclusive W+W−, V V , V+jets and Top. V V backgrounds are a col-

lection of all non-W+W− processes such as ZZ, ZW and Wγ. V+jets are a collection

of W+jets and Drell-Yan. Top backgrounds are the sum of tt̄ and single-top processes.

Figure 7.3 also shows that the most dominant of all of these inclusive processes was
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inclusive W+W−. Estimation of inclusive W+W−’s estimation was rather complex.

Several calibrations and corrections were made on the original Pythia8 prediction.

These calibrations and corrections are discussed in the next two sub-sections.

From Figure 7.3 it is clear that while inclusive W+W− events were expected

to dominate inclusive backgrounds, the sum of all other inclusive backgrounds was

expected to be significantly less than the inclusive W+W− contribution. For this rea-

son, all inclusive backgrounds, apart from inclusive W+W−, were sometimes treated

collectively. The next sub-sections clarify this strategy.

7.4.2.1 Inclusive W+W− normalization

From previous measurements [142, 145], it is known that the NLO prediction

for the qq̄ → W+W− process as provided by Powheg+Pythia8 underestimates the

observed inclusive W+W− event yield. It was therefore necessary to understand the

simulation of this background before requiring the exclusivity selection. A control

region close in phase space to the signal region was chosen for this purpose. It had

the same definition as the signal region except: 55 < meµ < 110 GeV, ∆φeµ < 2.6 to

reduce Drell-Yan background, no jets to reduce tt̄ background, and no requirement

on exclusivity. This region was dominated by inclusive W+W− production, with a

purity of 60%.

After subtracting the predicted backgrounds from data, (20 ± 5)% more data

was observed than is predicted by Powheg+Pythia8. To correct for this, a nor-

malization factor of 1.20 ± 0.05(stat.) was therefore taken as a correction to the

cross-section and applied to the inclusive W+W− prediction in all regions of phase

space, as done in Ref. [142]. A summary of the event yields in this region, where the

inclusive W+W− prediction was scaled by 1.20 ± 0.05(stat.), is shown in Table 7.6.

Several kinematic distributions in this control region after applying the normalization
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Background Event Yield

Inclusive W+W− 1913.54 ± 8.78
V V 369.65 ± 195.60
tt̄ 211.39 ± 1.79
W+jets 196.47 ± 24.40
Z → ττ 160.08 ± 4.91
Single Top 112.09 ± 1.37
Other 36.39 ± 0.25
Total SM 2999.61 ± 197.42
Data 2995

Table 7.6. Summary of background yields in the control region used to correct
Powheg+Pythia8’s prediction of inclusive W+W− processes.

factor to the Powheg+Pythia8 prediction are also shown in Fig. 7.13. Clearly, the

Monte Carlo predictions agree reasonably well with data observations.

7.4.2.2 Inclusive W+W− and other backgrounds

While the study discussed in the preceding sub-section demonstrates that the

inclusive W+W− prediction after correction with the 1.20±0.05(stat.) normalization

factor was reasonable, validation of modelling of inclusive W+W− after the exclusiv-

ity selection was necessary. A dedicated control region in data that isolated inclusive

W+W− events to a reasonable purity was defined for this purpose. The region defi-

nition is listed in Table 7.7.

The strategy here was to loosen the exclusivity selection slightly by allowing

1 to 4 extra tracks in the exclusivity window rather than allowing 0 tracks. While

this loose selection allowed many inclusive W+W− events to be selected, rejection of

other backgrounds was rather unoptimized. These backgrounds are W+jets, Drell-

Yan and Top. They are referred to here as Other Backgrounds. Exclusive processes

such as exclusive W+W− and exclusive γγ → τ+τ−, being well calibrated by fγ, were
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Figure 7.13. Plots showing meµ, ∆φeµ, mT and peµT distributions in an inclusive

W+W−-rich region.

subtracted from the data. This strategy therefore studies the sum of inclusive W+W−

and other backgrounds. Expected and observed event yields in this data region are

listed in Table 7.8, and kinematic distributions are shown in Figure 7.14.

The true value of the sum of inclusive W+W− and other backgrounds in this

control region is bound by two estimates. The upper bound is the observed number of

events in data, minus the sum of V V and exclusive backgrounds. The lower bound is

a special case where there is no contribution from the other backgrounds, leading to

contribution only from the inclusive W+W−, as predicted by Powheg+Pythia8.

These two estimates were extrapolated to a region with the same selection criteria
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Selection

Preselection
Oppositely charged eµ final states
p`1T > 25 GeV and p`2T > 20 GeV

meµ > 20 GeV

peµT > 30 GeV

Exclusivity selection, allowing 1 to 4 tracks2

Table 7.7. Selection criteria for the region used to study inclusive W+W− events.

Processes Inclusive W+W−

Inclusive W+W− 102 ± 20
Exclusive W+W− 5.5 ± 0.4
Exclusive τ+τ− 1.2 ± 0.2
Other diboson 10.9 ± 2.2
Other background 27.4 ± 6.2
Total SM 147 ± 21
Data 191

Table 7.8. Event yields in the inclusive W+W−-rich region.

but the nominal ∆ziso
0 selection.3 In this region, the lower bound corresponds to the

optimistic case where the other background contribution is completely rejected by

∆ziso
0 , while the upper bound corresponds to the case where all observed candidates

in the ‘1 to 4’-track control region are suppressed by the same factor as the inclusive

W+W− process. The average of the two estimates was taken as the better estimate

to the true value of the sum of inclusive W+W− and other backgrounds, when the

nominal ∆ziso
0 selection criterion was applied. Comparing this estimate to the predic-

3In other words, extrapolated from the 1 to 4 track region to the 0 track region
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Figure 7.14. Plots showing meµ, ∆φeµ, mT and peµT distributions in the inclusive

W+W−-rich region.

tion by Powheg+Pythia8, a flat scale factor was extracted to correct for overall

exclusivity mis-modelling by Monte Carlo simulation.

The extrapolation of upper and lower bounds from the 1 to 4-track region to

the nominal ∆ziso
0 region was done through

NEstimated
0 = NEstimated

1−4 × NPredicted
WW,0

NPredicted
WW,1−4

. (7.5)

Here, NEstimated
0 and NEstimated

1−4 are the estimates for the lower bound or up-

per bound in the nominal ∆ziso
0 and 1 to 4-track region respectively. NPredicted

WW,0

and NPredicted
WW,1−4 are respectively the number of inclusive W+W− events predicted by

Powheg+Pythia8 for the zero-track and 1 to 4-track regions. Extrapolation of
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the lower bound is trivial: since NEstimated
1−4 = NPredicted

WW,1−4 the estimate in the nomi-

nal ∆ziso
0 region NEstimated

0 becomes NPredicted
WW,1−4 . For upper bound assumes that other

backgrounds can be extrapolated using NPredicted
WW,0 /NPredicted

WW,1−4 . The average of these two

estimates was taken as the overall estimate. Half the difference of the two estimates

was taken as an additional contribution to the uncertainty in this extrapolation.

This extrapolation yields an estimate of 6.6±2.5 inclusive W+W− events in the

∆ziso
0 region. In other words, for Powheg+Pythia8 prediction to match this value,

a normalization factor of 0.79 was necessary. So in the signal region, a 0.79 scale

factor was applied to the inclusive W+W− prediction from Monte Carlo simulation.

7.5 Validation of background modelling

The section discusses validation of background modelling. Two regions in data

were defined to validate modelling of exclusive and inclusive backgrounds.

Since the major exclusive background is exclusive W+W−, a region that en-

hanced such events is discussed here. This region also contains a significant contribu-

tion from inclusive W+W−, so it demonstrates the validity of the inclusive W+W−

modelling techniques discussed in the preceding sections.

Although Z → ττ events were not expected to be very significant in the signal

region, studying background composition in a region of data rich in Z → ττ events

reinforced that all the other backgrounds were reasonably well-modelled.

7.5.1 Exclusive W+W−

While the 1 to 4-track region introduced in Table 7.7 was rich in inclusive

W+W− events, replacing the 1 to 4-track selection criterion with the nominal ∆ziso
0
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selection criterion suppressed the inclusive W+W− events and enhanced the exclusive

W+W− events. This is the exclusive W+W− validation region.

Although this region was discussed in Section 7.4.2.2, validation kinematic dis-

tributions are presented in this section. Figure 7.15 shows such distributions. The

inclusive W+W−contribution was scaled by 0.79 as discussed in Section 7.4.2.2. The

exclusive W+W− and ττ estimates were scaled by fγ. Contributions from V V were

very small. Any other background processes were insignificantly small in comparison

to the inclusive W+W− contribution.
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Figure 7.15. Plots showing meµ, ∆φeµ, mT and peµT distributions in the exclusive

W+W− validation region.
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Overall Figure 7.15 shows reasonable agreement between data and predictions.

A slight underestimation of exclusiveW+W− was observed across all the distributions.

From counting the yields from all the processes and comparing them with the observed

data, a normalization factor of 1.57±0.62 was extracted, to be additionally applied

to the exclusive W+W− contributions in the signal region. The uncertainty in this

normalization factor resulted from propagation of uncertainties of each of the numbers

that went into the calculation.

7.5.2 Inclusive Z → ττ

A Z → ττ+jets-rich region was defined in data to validate background mod-

elling in an environment dominated by inclusive processes. Table 7.9 summarizes the

definition of this region. Figure 7.16 shows some kinematic distributions in this val-

idation region, after all the selection criteria summarized in Table 7.9 were applied.

The general slight disagreement between data and simulation was attributed to the

mismodelling of the transverse momentum of the Z, pZT . This mismodelling is well

documented in Ref [146]. While considerable efforts are normally applied to reweight

the Z pT, Z → ττ events were not a primary background in this analysis so such

reweighting was observed to have insignificant effects on results.

Selection

Preselection
Lepton pT 25, 15 GeV

OS and different flavour leptons
m`` > 10 GeV

Z → ττ
p``T <30 GeV

m`` < 80 GeV

Exclusivity
|z1

0 − z2
0 |< 1.0 mm

∆z0 > 1.0 mm

Table 7.9. Z → ττ validation region definition.
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Figure 7.16. Plots showing meµ, ∆φeµ, mT and peµT distributions in the Z → ττ
validation region.

7.6 Systematic Uncertainties and Statistical analy-

sis

This section summarizes the sources of systematic uncertainties in this search.

The most important of these sources are listed in table 7.10. The errors on the

various scale factors, fγ = 3.30 ± 0.23 and fEL = 0.76 ± 0.04 ± 0.07 were included

in the analysis as systematic uncertainties. For Z+jets, the estimate of 20% comes

from the exclusivity calibration method described in Section 7.3.2. Details on the
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flux factor and WW background uncertainties are discussed in Sections 7.3.2.3 and

sec:incWW respectively.

Source of Uncertainty Exclusive WW Exclusive Higgs Exclusive ττ Inclusive WW Z+jets

Exclusivity 10% 10% – – –
fγ 7% – – – –
fEL – – 10% – –
Background – – – 38% 20%

Table 7.10. Most important sources of systematic uncertainties and their contribution
to the event yields. The largest ones come from estimates of background. Dashed
lines imply that the source was not directly applicable to that particular process.

The systematic uncertainties associated to the physics objects were estimated

using using methods discussed in Chapter 5. They are listed in table 7.11. The

systematics in tables 7.10 and 7.11 are uncorrelated, so they were added in quadrature.

The statistical framework used to evaluate results of this search are identical

to those used in the search for the charged Higgs boson. See Section 6.5 for more

details.

7.7 Results

7.7.1 Expected and observed event yields

After the event selection criteria for the signal region was finalized, and the

background modelling validated, final kinematic distributions in the signal region

were examined. Figure 7.17 shows n-1 distributions for ∆φeµ, meµ, mT and peµT. N-1

distributions show event yields and shapes in the signal region, minus the selection

criteria specific to the distribution being plotted. All the scale factors discussed in the

preceding sections were applied to correctly model the backgrounds. For the exclusive
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Source of Uncertainty Excl. Higgs [%] Incl. WW [%] Excl. WW [%] ggF H. [%]

Electron Resolution 0.02 0.05 0.06 0.05
Electron Energy Scale 0.75 0.24 0.59 0.67
Muon Energy Scale 0.11 0.03 0.04 0.07
Electron ID & Reco. 1.55 1.26 1.28 1.35
Muon ID 0.32 0.32 0.32 0.32
Single Electron Trigger SF 0.45 0.31 0.32 0.35
Single Muon Trigger SF 0.64 0.47 0.53 0.53
Elec-Muon Trigger SF 0.01 0.01 0.01 0.01
Total Lepton 1.92 1.44 1.57 1.67

JES



EtaModelling – 0.33 – –
EtaStatMethod – 0.08 – –
FlavComp – 0.04 – –
FlavResp – 0.45 – –
HighPt – 0.04 – –
NPDetector1 – 0.17 – –
NPModelling1 – 0.45 – –
NPV – 0.16 – –
PilePt – 0.04 – –
PileRho – 0.26 – –
Total JES – 0.8 – –
Luminosity 1.90 1.90 1.90 1.90

Table 7.11. List of all systematic uncertainties associated with the reconstruction of
physics objects. Chapter 5 discusses methods with which these uncertainties were
calculated. The individual uncertainties were assumed to be uncorrelated so they
were added in quadrature.

W+W− process, fγ was multiplied by 1.57 to match validation results observed in

Section 7.5. The inclusive W+W− process was scaled by 0.79. As discussed in

Section 7.4.2.2, applying this background implicitly adds the Z → ττ background

to the inclusive W+W− background. The rest of the backgrounds were scaled by

their respective scale factors to account for the mis-modelling of the underlying event

in simulation.

A summary of the yields in the signal region is shown in Table 7.12. Six events

were observed in data, while 3.00±0.78 events were expected from all the background

processes; 0.023±0.003 events were expected from signal, where the quoted uncer-

tainty is the sum in quadrature of systematic uncertainties and simulation statistical

uncertainties.
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Excl. H Signal Data Total Bkg Incl. W+W− Excl. W+W− Other Bkg

Preselection 0.065 ± 0.005 129018 120090 12844 43 107200
peµT >30 GeV, meµ < 55 GeV, ∆φeµ < 1.8 0.043 ± 0.004 18568 17060 2026 5.7 15030

∆ziso
0 requirement 0.023 ± 0.003 8 4.7 ± 1.3 1.4 ± 0.5 3.1 ± 1.3 0.2 ± 0.1

mT < 140 GeV[Signal Region] 0.023 ± 0.003 6 3.0 ± 0.8 1.0 ± 0.4 1.8 ± 0.8 0.2 ± 0.1

Table 7.12. Summary of signal and background yields at different stages of the Higgs
boson event selection. Only major background sources are listed explicitly. All the
other background sources are summed up in the ‘Other’ category. For the background,
the uncertainties are only shown for the yields after exclusivity selection, where they
are relevant for the measurement. They include the systematic and statistical com-
ponents, added in quadrature.
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Figure 7.17. Plots showing meµ, ∆φeµ, mT and peµT distributions in the signal region,
minus the selection criteria for the variable being plotted.

7.7.2 Statistical Analysis

The results presented in the preceding sub-section were tested for evidence

of exclusive Higgs production in LHC Run I data. For a Standard Model Higgs
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+2σ [pb] +1σ [pb] Expected [pb] −1σ [pb] −2σ [pb] Observed [pb]

1.6 1.0 0.7 0.5 0.4 1.2

Table 7.13. Upper limits on σH [pb] at 95% CL. The ±1σ and ±2σ uncertainties
quoted here are on the expected upper limit.

boson with mH = 125 GeV, σExpH was set at 1 to make the parameter of interest

µ = σObsH . The test statistic q0, where µ = 0 in Equation 6.13, was used to test

the compatibility of observed data with the background-only hypothesis. The rest

of the statistical analysis is identical to that described in Section 6.6.2, including

the treatment of systematic uncertainties. The discrepancy between the observed

data and expected event yields corresponded to a 1.1σ upward fluctuation from the

expected Standard Model results. This fluctuation is not significant enough to prove

existence of the exclusive Higgs boson. Expected limits on the exclusive Higgs boson

cross section were therefore set, using the CLs procedure, where CLs(µ) is defined as

in Equation 6.16.

Table 7.13 shows a summary of the 95% CL upper limits on the exclusive Higgs

boson total production cross-section. The observed upper limit is 1.2 pb, which is

1.1σ higher than the expected upper limit of 0.7 pb. The statistical uncertainty

in the predicted background dominates the uncertainty involved in calculating this

upper limit, while systematic uncertainties worsen the upper limits by at most 10%.

This upper limit value is 400 times the cross-section predicted [27]. However, the

limit would not change if the model prediction, which is for elastic production only,

increased by an order of magnitude. This limit calculation inherently assumes that

the acceptance and efficiency for dissociative events is not significantly different than

for elastic events, hence the associated systematic uncertainty is insignificant.
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Chapter 8

Conclusion

Since the discovery of a Higgs boson in 2012 by the ATLAS and CMS collaborations,

efforts have been directed towards understanding the extent to which this Higgs bo-

son represents the Standard Model Higgs boson. These efforts have included per-

forming precision studies on the Higgs boson properties and comparing the results

with those predicted by the Standard Model. The search for exclusive Higgs produc-

tion described in this thesis was motivated by the desire to quantify the feasibility

of performing Higgs precision studies through exclusive production, as it provides a

clean environment with minimal background processes. Efforts after the Higgs boson

discovery have also been directed towards searches for physics beyond the Standard

Model. This thesis has described one such particular search – the charged Higgs bo-

son. Evidence for the charged Higgs boson would have been clear evidence for physics

beyond the Standard Model.

The search for exclusive Higgs boson production in LHC’s Run I data was

performed in the channel where the Higgs boson decays to a pair of W± which sub-

sequently decay leptonically. Decay of W± to τ leptons were allowed only if the τ

lepton decayed leptonically. A new method for separating exclusive events from inclu-

sive events was devised, specifically for isolating exclusive Higgs events. This method
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was tested in both simulation and data, correcting any mis-modelling observed in

simulation. Overall, background treatment was validated in two regions of data and

observed to be reasonable. In the signal region, six events were observed in data

while 3.00±0.78 events were expected from all the background processes. This dis-

crepancy was evaluated to be 1.1σ higher than expected, and hence not high enough

to conclude the presence of exclusive Higgs events in the data-set. Upper limits were

therefore set on the total production cross section of the exclusive Higgs boson. The

set limits were 400 times the cross section predicted by the most popular model for

the production of the exclusive Higgs boson.

The search for the charged Higgs boson in LHC’s Run II data was performed

in the decay channel H+ → τν. Observed candidate events in data were found

to be consistent with Standard Model predictions, as opposed to the hMSSM model.

Exclusion limits were set on the product of the production cross section of the charged

Higgs boson and the branching ratio of its decay to a τ lepton and a ντ , for charged

Higgs boson masses in the range 200→2000 GeV. In the hMSSM context, tan β = 60

values are excluded for the charged Higgs boson mass range 200 → 540 GeV. As

the ATLAS detector keeps on collecting more data, results for this search keep on

evolving.
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