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ABSTRACT 

 
 

 
WEIGHTED UPWINDING COMPACT SCHEME FOR SHOCK CAPTURING  

 

HASSAN ABD SALMAN AL-DUJALY, Ph.D. 

The University of Texas at Arlington, 2017 

 
Supervising Professor: Dr. Chaoqun Liu 

The Weighted Upwinding Compact Scheme in this dissertation has been 

constructed due to dissipation and dispersion analysis at each stencil. The new scheme is 

applied to many one-dimensional typical problems involving discontinuities and shock 

waves, and it maintains a 7th order of accuracy in smooth areas. Additionally, when using 

the technology of decoupling the system of WUCS, the global dependency problem of 

the compact scheme is transferred to a local dependency problem in shock regions. As a 

result of the decoupling method, the shocks are captured sharply with fewer points 

compared to the related schemes. Furthermore, high order, high resolution, and non-

oscillation are achieved.  

           In future work, there will be an effort to apply the new scheme to the 2-D and 3-D 

Navier-Stokes equations and to multi-dimensional flows with shock-turbulence 

interaction. 
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CHAPTER 1 

INTRODUCTION 

 
Due to an increase of computational resources, numerical schemes have 

been widely improved. One of the critical problems in numerical analysis is 

approximating the derivative numerically for a given data set. Many problems 

require a high order scheme with high resolution. Others that involve shocks require 

a numerical scheme with high resolution and shock capturing capability. Hence, 

constructing schemes with good spectral properties and shock capturing capacity is 

very desirable in computational fluid dynamics (CFD). 

Spectral methods are very powerful and efficient tools that have been 

widely applied during the last decades to find the numerical solutions of partial 

differential equations. They have a wide range of applications due to their high 

accuracy compared to other methods, such as finite difference and finite element 

methods. One of these methods is the Fourier or pseudo-spectral method which has 

the advantages of the Fast Fourier Transform (FFT). FFT is simply an algorithm 

that performs the same process as the Discrete Fourier Transform (DFT) in a much 

faster way because FFT requires only O(N log N) arithmetical operations compared 

with DFT that takes O(N2) operations to obtain the same result. In addition, since 

the Fourier spectral method has high resolution with high order, it can be considered 

as an efficient analytical or numerical technique in which exact or approximate 
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solutions can be calculated for many types of differential equations. Several 

phenomena in physics involve periodic directions, so the Fourier spectral method 

can be used efficiently to approximate the solutions of mathematical models that 

represent these phenomena.  

As is well known, the standard Fourier spectral method can be only accurate 

when applied to periodic and smooth problems. It is stable and yields spectral 

convergence, but this is not the case when dealing with non-periodic or non-smooth 

problems because of the Gibbs phenomenon, which causes oscillations near the 

boundary or the discontinuous points. For that reason, people have tried to 

overcome this problem; many techniques and approaches have been attempted. One 

approach is multiplying the function by a smooth window function w, where w and 

its derivatives are close to zero at the boundary points. Another approach is relying 

on the basis of Gegenbauer polynomials when using the truncated Fourier series of 

the function to reconstruct a non-periodic function and re-expand these series into 

that basis. Other people have different approaches by trying to filter out the 

oscillations. Moreover, the approach of Chebyshev polynomials is the most popular 

one which computes the Fourier series of the transformed function after using some 

periodic transformations.  

All approaches described above, which attempt to overcome the non-

periodic or non-smooth situations, are successful; however, they still have side 

effects. For example, the computation cost will increase when using Chebyshev 
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spectral methods because they require more points per wavelength to resolve the 

function compared to the Standard Fourier Spectral Method (SFSM). Furthermore, 

special polynomials with some restrictions are required to treat the points near the 

boundaries. 

 In this dissertation, the Modified Buffered Fourier Method (MBFM) is 

proposed to treat the weakness of SFSM by adding a 25% buffer zone to make the 

function periodic on the boundaries as well as some of its derivatives in the 

extended domain.  Therefore, this method can be applied for smooth and non- 

periodic boundary conditions problems. For non-smooth partial differential 

equations, further research is needed so the method may be applied when a good 

shock detector is used to determine the shock location. Hence, finding a numerical 

scheme with shock capturing capacity leads to the main approach of this 

dissertation.  

In recent years, many shock capturing schemes have been extensively 

developed and used in CFD. Before the ENO (Essentially Non-Oscillatory) scheme 

was introduced by Harten (1987), adding artificial viscosities and applying limiters 

were the most common ways to reduce or eliminate the oscillations near 

discontinuities. One problem of using the first approach is the fine adapting of the 

parameter controlling the size of the artificial viscosity, and it is problem 

dependent. In addition, reducing the order of accuracy is a serious problem of the 

second approach (Shu, 1997). Therefore, the ENO approach was identified as the 



4 
 

first successful strategy that deals with problems containing both shocks and 

complicated smooth flow structures, like a turbulent flow and shock interaction 

with vortices (Shu, 1997). The main idea of the ENO scheme is to select the 

smoothest stencil among three stencils, and one of the disadvantages is the scheme 

has only second order because of using only three points. In addition, if the three 

candidates are almost the same, it is difficult to decide which one to use. To 

overcome the low order accuracy of the ENO scheme, Jiang and Shu (1996) 

proposed a weighted ENO scheme (WENO). In the WENO scheme, optimal 

weights are assigned to all stencils, which are combined to get a higher order in 

smooth areas and bias upwind weights to avoid the stencils containing shocks. The 

WENO scheme has been widely used, and it produces very successful results. 

However, it costs a little high because of the complexity of calculating the weights 

in each stencil at each iteration step.  

Lele (1992) proposed a family of finite difference compact schemes (CS), 

which have a range of scales in the evaluation of low and high order derivatives. 

When using CS, the order of the scheme can be increased by involving both 

function and derivatives at the same given points while the desired approximation 

order in the standard finite difference scheme requires at least one point wider. 

Although CS can keep high order accuracy and high resolution in smooth regions, 

they cannot capture shocks because of the global dependence on the data set. Grid 

to grid oscillation will be introduced when using CS to differentiate functions with 
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discontinues. Many techniques have been used along with CS, such as filtering, 

which still cannot eliminate oscillations near shock areas (Visbal et al., 1998; Shan 

et al., 1999; Jiang et al., 1999). 

In this dissertation, two different approaches are used to get two kinds of 

numerical schemes. In the first scheme, all advantages of the FFT algorithm have 

been possessed, and the weakness has been treated by introducing the Modified 

Buffered Fourier Method (MBFM). MBFM uses the technics of a smooth buffered 

zone to make the function and some of its derivatives periodic in the extended 

domain. Secondly and most importantly, a high order scheme with shock capturing 

capacity is proposed. To increase the order, the idea of weighted compact scheme 

(WCS) is used. However, using the idea of compact scheme (CS) will lead to a 

global dependent property, which is prohibited in shock areas. Also, the left stencil 

of WCS has a negative dissipation. To avoid the global dependence near shock 

areas, the derivative matrix is decoupled to change the global dependence problem 

into an up-winding dependence. Meanwhile, to overcome the problem of WCS, an 

upwinding scheme has been constructed so the left and central candidates have a 

positive dissipation. Hence, the Weighted Upwinding Compact Scheme (WUCS) 

is introduced in this dissertation. 

 In chapter 2 of this dissertation, different forms of the Fourier transform 

are illustrated in section 2.1. The idea of MBFM and its steps are discussed in 
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section 2.2. Section 2.3 has the numerical results calculated by MBFM and 

compared with SFSM. The conclusion of this chapter is introduced in section 2.4.  

Chapter 3 of this dissertation is mainly about WUCS. In section 3.1, 

previous numerical schemes which are related to WUCS are introduced. Basic 

formulation and schemes of WUCS are discussed in section 3.2. In section 3.3 the 

dispersion and dissipation analysis of WUCS is introduced and compared to the 

related schemes. The idea of decoupling the system is illustrated in section 3.4. 

Also, chapter 3 is concluded in section 3.5. 

WUCS is applied to many one-dimensional typical problems in chapter 4. 

Finally, chapter 5 has the conclusion and future work of this dissertation.  
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CHAPTER 2 

MODIFIED BUFFERED FOURIER METHOD 

2.1 Fourier Transform 

2.1.1 Continuous Fourier Transform 
 
For a function f(x) defined on a finite interval, −π < x < π , the Fourier transform f̂k is 

a set of discrete values defined on an infinite grid as follows:  

f̂k = ∫ f(x)π
−π e−ikx dx                                                         (2.1) 

for   k = 0, ±1, ±2, … .. 

The inverse Fourier transform is defined as 

f(x) =  1
2π
∑ f̂k∞
k=−∞  eikx                                                      (2.2) 

for  − π < x < π 

 

2.1.2 Discrete Fourier Transform (DFT) 

     For a discrete grid function fj on an infinite grid at points  xj = jh  and   k = 0, ±1, ±2, .. , 

the Fourier transform f̂(t) is a function defined on a finite interval  [−π
h

, π
h

]  as 

f̂(t) = ∑ fj ∞
j=−∞ e−itxj                                           (2.3) 

for − π
h

< t < π
h

   and   h > 0 

The inverse Fourier transform is defined as 

fj  =   1
2π ∫ f̂(t) 

π
h
−πh

eitxj  dt                                          (2.4) 

for   j = 0, ±1, ±2, …. 
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The Fourier transform can be written in different forms, and the following form is often 

used computationally. For a discrete grid function fj on a grid with N = 2π
h

  points in the 

interval [0,2π], the grid points are xj = jh  for   k = 1,2,3, ….  where h = 2π
N

. The Fourier 

transform f̂k is a set of  N discrete values for wave numbers 

                                         tk = k = −N
2

+ 1, … , N
2

  

defined as 

f̂k = h∑ fj N
j=1 e−ikxj                                                        (2.5) 

for  k =
−N
2

+ 1, … ,
N
2

 

The inverse Fourier transform is defined as 

fj =  1
2π
∑ f̂k
N
2

k=−N2 +1
 eikxj                                                 (2.6) 

for  k = 1,2,3, … , N   

For 2-D, the DFT is given by 

f̂m,n = ∑ ∑ e−2πi(
mj
M+nkN )N−1

K=0
M−1
j=0 fj,k                                     (2.7) 

    where     m = 0,1, … . , N − 1 and  n = 0,1, … . , N − 1       

and the DFT inverse is defined as 

fj,k = 1
MN

∑ ∑ e2πi(
mj
M+nkN )f̂m,n

N−1
n=0

M−1
m=0                                        (2.8) 

      where     j = 0,1, … . , N − 1 and  k = 0,1, … . , N − 1   
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2.1.3. Standard Fourier Spectral Method (SFSM) 

 In this method, finding the derivative of a function f is based on the properties of the 

frequency domain or the Fourier domain. From (2.6), each point of the original function 

f can be approximated as  

fj =  1
N
∑ f̂kN−1
k=0  eikxj    for j = 0,1, … , N − 1                                 (2.9) 

Taking the derivative of both sides of (2.9) results in 

(fj)′ =  1
N
∑ f̂kN−1
k=0  eikxj (ik)   for j = 0,1, … , N − 1                                (2.10) 

where  f̂k = ∑ fj N−1
j=0 e−ikxj      for k = 0,1, … , N − 1                                      (2.11) 

and (fj)′  is the derivative of the original function f at the point 𝑥𝑥j.  

The following notation illustrates the relation between the function f and its Fourier 

expansion: 

f(t)  ⟺  f̂(𝑘𝑘) 
(2.12) 

𝑑𝑑f(t) 
𝑑𝑑𝑑𝑑

⟺  𝑖𝑖𝑖𝑖 f̂(𝑘𝑘) 
 

 
 
2.2. Modified Buffered Fourier Method (MBFM) 
   

For smooth and periodic functions, the Fast Fourier Transform (FFT) algorithm can be 

applied successfully, but it is not suitable for non-periodic functions. To overcome this 

issue, a Modified Buffered Fourier Method (MBFM) is illustrated in this chapter. The 

proposed method can deal with non-periodic problems by using the idea of the buffered 

zone, which can be implemented by extending the domain and adding smooth 
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interpolations. In the Standard Fourier Spectral Method (SFSM), the derivative of the 

source function might not be periodic on the boundaries, so large oscillation near the 

boundaries may appear. However, the oscillation will be highly reduced when using 

MBFM because MBFM can make the function and its derivative periodic on the 

boundaries.  

As shown in (2.12), the derivative at a point t of the function f can be easily 

calculated by multiplying by its corresponding number ik. However, dividing by a 

corresponding number ik  of the point t of the function f gives only the integration of the 

function f(t)+c for only a zero constant c. Therefore, to recover the nonzero constants in 

the time domain, a delta function 𝛿𝛿(𝑘𝑘) should be added in the frequency domain as 

follows: 

∫ 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 ⟺  f̂(𝑘𝑘)
𝑖𝑖𝑖𝑖

𝑡𝑡
−∞ + 𝜋𝜋f̂(0)𝛿𝛿(𝑘𝑘)                                        (2.13) 

As mentioned in section (2.1.3), SFSM requires periodicity and smoothness, and MBFM 

proposes a simple way to make the function periodic and smooth by implementing the 

three steps described below. 

 

 2.2.1. Transformation   
 
 In this step, if the source function f is not periodic at the boundaries, a linear function  g 

should be subtracted from the function f so that f-g is periodic in its values on the 

boundaries. The linear function g has the following formula 

𝑔𝑔(𝑥𝑥) =
𝑓𝑓(𝑏𝑏) − 𝑓𝑓(𝑎𝑎)

𝑏𝑏 − 𝑎𝑎
𝑥𝑥 



11 

 2.2.2. Buffer zone extension   

Next, the f-g function from the previous step can be extended by using a smooth 

polynomial, which can be determined by 8 points, 4 from the left and 4 from the right. 

Also, the smooth polynomial is constructed according to the cubic spline interpolation.   

 

2.2.3. Normalization  

Finally, the key step of MBFM is to make the zero Fourier coefficient of the extended 

function, say a function w, zero, so (2.13) can be used to find the integration. Therefore, 

a constant c will be subtracted from this extended function w so that (𝑤𝑤 − 𝑐𝑐)� (0) = 0. 

 

 

2.3. Numerical Results 
 
 

In this section, MBFM is applied to several examples to illustrate the efficiency 

of the suggested method. The results from this method are also compared with the SFSM. 

It can be clearly seen from tables 2.1-2.3 that the order of accuracy is highly improved 

from two for SFSM to almost seven for MBFM. 

 

2.3.1. 𝑢𝑢′′ = 12𝑥𝑥2, 𝑥𝑥 ∈ [−1,1], 𝑢𝑢(−1) = 𝑢𝑢(1) = 1 
 

As needed, the derivative of the source function should be periodic on the 

boundaries, so before normalizing the source function, a buffer polynomial should be 

constructed using cubic spline interpolation (figure 2.1). Also, a buffer zone should be 

added to the source function to form an extended function (figure 2.2).  
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Table 2.1 shows that the L∞ errors of the numerical results obtained from MBFM are much 

smaller compared with the errors from SFSM.  

 

 

Table 2.1. The L∞ order for both SFSM and MBFM when 𝑢𝑢′′ = 12𝑥𝑥2 
  

N 
SFSM MBFM 

L∞  error h/2h L∞  order L∞  error h/2h L∞  order 

64 1.36E-05   2.39E-05   

128 1.11E-07 1.23E+02 6.94 1.97E-07 1.22E+02 6.93 

256 8.78E-10 1.26E+02 6.98 1.56E-09 1.26E+02 6.98 

512 6.89E-12 1.28E+02 6.99 1.22E-11 1.28E+02 7.00 

 
 

Figure 2.1. The buffer polynomial of 
8 points constructed according  

to the cubic spline interpolation. 

Figure 2.2 The extended function  
at the new domain. 
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2.3.2. 𝑢𝑢′′ = 20𝑥𝑥3, 𝑥𝑥 ∈ [0,1], 𝑢𝑢(0) = 0, 𝑢𝑢(1) = 1 
 

After the source function is transformed, we construct the buffer zone and 

normalize the extended source as shown in figures 2.3 and 2.4. When applying SFSM to 

the extended domain and deleting the buffer, the numerical solution can be obtained.  

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
The L∞ orders for both SFSM and MBFM are illustrated and compared in Table 2.2 below. 
 

Table 2.2. The L∞ order for both SFSM and MBFM when 𝑢𝑢′′ = 20𝑥𝑥3 
 

N 
SFSM MBFM 

L∞ error h/2h L∞  order L∞  error h/2h L∞ order 

64 1.51E-04   4.68E-10   

128 3.79E-05 3.98E+00 1.99 5.30E-12 8.82E+01 6.46 

256 9.51E-06 3.99E+00 1.97 5.10E-14 1.04E+02 6.70 

512 2.38E-06 3.99E+00 2.00 4.40E-16 1.16E+02 6.85 

 

Figure 2.4. The shifted buffered 
function at the new domain. 

Figure 2.3. The source function  
after transformation. 
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2.3.3.  𝑢𝑢′′ = 𝑒𝑒𝑥𝑥, 𝑥𝑥 ∈ [−1,1], 𝑢𝑢(−1) = 𝑒𝑒−1, 𝑢𝑢(1) = 𝑒𝑒 
 

 
MBFM can be used to solve ODEs for any source function on any interval. The 

transformed source function and the shifted buffered function are shown in figures 2.5 

and 2.6, respectively. 

 

 
 
 
 

Table 2.3 below compares the errors for both SFSM and MBFM, and it illustrates 

that MBFM can improve the order of accuracy and keep the same resolution. 

 
Table 2.3. The L∞ order for both SFSM and MBFM when 𝑢𝑢′′ = 𝑒𝑒𝑥𝑥 

 

 

N 
SFSM MBFM 

L∞ error h/2h L∞  order L∞  error h/2h L∞ order 

64 4.73E-05   1.47E-10   

128 1.19E-05 3.98E+00 1.99 1.66E-12 8.85E+01 6.47 

256 2.98E-06 3.99E+00 2.00 1.59E-14 1.04E+02 6.70 

512 7.46E-07 3.99E+00 2.00 1.38E-16 1.15E+02 6.85 

 

 

Figure 2.6. The shifted buffered 
function at the new domain. 

Figure 2.5. The transformed source 
                   function. 
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2.4. Conclusion 
 

 
All advantages of the FFT algorithm are possessed, and the weaknesses are treated 

in this chapter by introducing the Modified Buffered Fourier Method (MBFM), which 

uses the technics of a smooth buffered zone. As shown from the numerical results, MBFM 

can obtain very accurate numerical derivatives for non-periodic functions.  Large errors 

only happen near the boundaries because of the non-periodicity of the function and the 

polynomial interpolation. Also, the Modified Buffered Fourier Method (MBFM) keeps 

high resolution and high order accuracy for smooth PDEs, and the order of accuracy is 

effected by the interpolation on the boundaries. Hence, some problems from the 

simulation of transitional and turbulent flows might be solved by the proposed method. 

For non-smooth PDEs, the method may be applied when a good shock detector is used to 

determine the shock location.     
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CHAPTER 3 

WEIGHTED UPWINDING COMPACT SCHEME (WUCS) 

 
 

3.1 Numerical Formula 
 

A Weighted Upwinding Compact Scheme (WUCS) uses the idea of Weighted 

Compact Scheme (WCS) to increase the order at each stencil. Also, WUCS applies the 

bias weight from the WENO scheme at each stencil according to the smoothness of 

each one. In the present section, a brief description for each scheme that related to 

WUCS is provided.        

 
 
3.1.1. Essentially Non-Oscillatory (ENO) scheme and conservative reconstruction 

In 1987, Harten, Osher, Engquist, and Chakravarthy introduced the ENO scheme 

in the form of cell averages. Among several stencils, the ENO scheme chooses the 

smoothest one to approximate the fluxes at cell boundaries to increase the order and to 

reduce oscillations near the boundaries. The conservative property of the scheme is 

essential, especially when dealing with problems that have discontinuities because large 

errors will be generated near discontinuities when using neoconservative methods. One 

problem with the finite difference compact schemes is the conservative property of the 

schemes. The cell-averaged version of the ENO scheme is costly and complicated for 

multi-dimensional problems because of the procedure of reconstructing point values from 

cell averages. Hence, to avoid this reconstruction procedure, the flux version of the ENO 

scheme was introduced by Shu (1988) and Osher (1989). In this work, the ENO 
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reconstruction method is used together with a weighted compact scheme to obtain 

conservation as described below (Shu & Osher, 1988, 1989). For 1-D conservation laws,     

𝑢𝑢𝑡𝑡(𝑥𝑥, 𝑡𝑡) + 𝑓𝑓𝑥𝑥�𝑢𝑢(𝑥𝑥, 𝑡𝑡)� = 0                                     (3.1) 

After discretizing the domain, the cell interface (grid), the cell center, and the cell size 

are defined as follows, respectively. 

𝑎𝑎 = 𝑥𝑥1/2 < 𝑥𝑥3/2 < 𝑥𝑥5/2 < ⋯ < 𝑥𝑥𝑁𝑁−12
< 𝑥𝑥𝑁𝑁+12

= 𝑏𝑏                      (3.2) 

𝑥𝑥𝑗𝑗 = 1
2

(𝑥𝑥𝑗𝑗−12
+ 𝑥𝑥𝑗𝑗+12

)                                             (3.3) 

ℎ = 𝑥𝑥𝑗𝑗+12
− 𝑥𝑥𝑗𝑗−12

  ,  𝑗𝑗 = 1,2,  … ,  𝑁𝑁 

Figure 3.1 below illustrates the grid above where the triangles denote the cell interfaces 

(3.2), and the circles denote the cell centers (3.3).   

 

 

 

A semi-discrete conservative form of (3.1) can be described when a conservative 

approximation to the spatial derivative is applied as follows:  

𝑑𝑑𝑢𝑢𝑗𝑗
𝑑𝑑𝑑𝑑

=
−(𝑓̂𝑓

𝑗𝑗+12
−𝑓̂𝑓

𝑗𝑗−12
)

ℎ
                                                 (3.4) 

where 𝑓𝑓 is the numerical flux, 

Figure 3.1. Grid for 1-D case. 

𝑥𝑥
𝑗𝑗−72

 𝑥𝑥
𝑗𝑗−52

 𝑥𝑥
𝑗𝑗−32

 𝑥𝑥
𝑗𝑗−12

 𝑥𝑥
𝑗𝑗+12

 𝑥𝑥
𝑗𝑗+32

 𝑥𝑥
𝑗𝑗+52

 

𝑥𝑥𝑗𝑗−3 𝑥𝑥𝑗𝑗−2 𝑥𝑥𝑗𝑗−1 𝑥𝑥𝑗𝑗 𝑥𝑥𝑗𝑗+1 𝑥𝑥𝑗𝑗+2 



18 
 

𝑓𝑓𝑗𝑗 = 𝑓𝑓 �𝑢𝑢�𝑥𝑥𝑗𝑗 , 𝑡𝑡�� =
∫ 𝑓̂𝑓(𝜉𝜉)𝑑𝑑𝑑𝑑
𝑥𝑥
𝑗𝑗+12

𝑥𝑥
𝑗𝑗−12

ℎ
 ,                                        (3.5) 

h is the step size in the x-direction, and H is the primitive function of 𝑓𝑓  defined as 

𝐻𝐻𝑗𝑗+12
= 𝐻𝐻 �𝑥𝑥𝑗𝑗+12

� = ∫ 𝑓𝑓(𝜉𝜉)𝑑𝑑𝑑𝑑
𝑥𝑥
𝑗𝑗+12

−∞ = ∑ ∫ 𝑓𝑓(𝜉𝜉)𝑑𝑑𝑑𝑑
𝑥𝑥
𝑖𝑖+12

𝑥𝑥
𝑖𝑖−12

= ∑ 𝑓𝑓𝑖𝑖
𝑗𝑗
𝑖𝑖=−∞

𝑗𝑗
𝑖𝑖=−∞ ℎ               (3.6) 

𝑓𝑓𝑗𝑗 =
(𝐻𝐻

𝑗𝑗+12
−𝐻𝐻

𝑗𝑗−12
)

ℎ
                                                (3.7) 

𝐻𝐻′𝑗𝑗+12
= 𝑓𝑓𝑗𝑗+12

     , 𝐻𝐻′𝑗𝑗−12
= 𝑓𝑓𝑗𝑗−12

                                 (3.8) 

 

𝑓𝑓′�𝑥𝑥𝑗𝑗� = 𝑓𝑓𝑗𝑗′ =
(𝑓̂𝑓
𝑗𝑗+12

−𝑓̂𝑓
𝑗𝑗−12

)

ℎ
=

(𝐻𝐻′
𝑗𝑗+12

−𝐻𝐻′
𝑗𝑗−12

)

ℎ
                        (3.9) 

 

The described procedure above can be illustrated as follows: 

  
Indeed, the only approximation involved is the calculation of the derivative of the 

primitive function 𝐻𝐻. The ENO scheme is successfully applied to many numerical 

experiments, but it has some drawbacks. One problem with the ENO scheme is the high 

cost of heavy usage of logical statements. Another problem is the free adaptive stencil, 

which is not required for smooth regions.      

 
 
3.1.2. 5th order Weighted Essentially Non-Oscillatory (WENO) scheme 
 
To keep the advantages of the ENO scheme and overcome its drawbacks, Liu, Osher, and 

Chan proposed the Weighted Essentially Non-Oscillatory (WENO) scheme. The main 

idea of the WENO scheme is to assign optimal weights for all stencils to get a high order 

𝑓𝑓 → 𝐻𝐻 → 𝐻𝐻′ = 𝑓𝑓 → 𝑓𝑓′ 
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scheme in smooth areas and to assign bias weights near discontinuities to avoid the stencil 

containing a shock.  

 

3.1.2.1. Flux approximation 

In order to get the derivative of the given function f at the point x(j), first the 

approximation of  𝐻𝐻′𝑗𝑗+12
= 𝑓𝑓𝑗𝑗+12

  is needed. Three candidates are given from the three 

stencils,  

𝑆𝑆0 = {𝐹𝐹𝑗𝑗−2,𝐹𝐹𝑗𝑗−1,𝐹𝐹𝑗𝑗}  , 𝑆𝑆1 = {𝐹𝐹𝑗𝑗−1,𝐹𝐹𝑗𝑗 ,𝐹𝐹𝑗𝑗+1} , and 𝑆𝑆2 = {𝐹𝐹𝑗𝑗 ,𝐹𝐹𝑗𝑗+1,𝐹𝐹𝑗𝑗+2}               (3.10) 

as shown in figure 3.2. 

 
 
 
 
 
  
 

 

Each candidate is a third order polynomial, which can be found as follows.  

For the left stencil  𝑆𝑆0 = {𝐹𝐹𝑗𝑗−2,𝐹𝐹𝑗𝑗−1,𝐹𝐹𝑗𝑗}, let 

𝐻𝐻′𝑗𝑗+12
=  ∝ 𝐹𝐹𝑗𝑗−2 + 𝛽𝛽𝐹𝐹𝑗𝑗−1 + 𝛾𝛾𝐹𝐹𝑗𝑗                                       (3.11) 

Substituting (3.7) in (3.11) results in 

𝐻𝐻′
𝑗𝑗+12

=
∝ (𝐻𝐻

𝑗𝑗−2+12
− 𝐻𝐻

𝑗𝑗−2−12
) + 𝛽𝛽(𝐻𝐻

𝑗𝑗−1+12
− 𝐻𝐻

𝑗𝑗−1−12
) + 𝛾𝛾(𝐻𝐻

𝑗𝑗+12
− 𝐻𝐻

𝑗𝑗−12
)

ℎ
 

ℎ 𝐻𝐻′𝑗𝑗+1 = −𝛼𝛼𝐻𝐻𝑗𝑗−2 + (∝ −𝛽𝛽)𝐻𝐻𝑗𝑗−1 + (𝛽𝛽 − 𝛾𝛾)𝐻𝐻𝑗𝑗 + 𝛾𝛾𝐻𝐻𝑗𝑗+1 
 
 

     

S0

 

S
2
 

S
1
 

Figure 3.2. The stencils for the WENO scheme. 

𝑥𝑥
𝑗𝑗+12

 𝑥𝑥
𝑗𝑗+32

 𝑥𝑥
𝑗𝑗−12

 𝑥𝑥
𝑗𝑗−32

 𝑥𝑥
𝑗𝑗−52

 𝑥𝑥
𝑗𝑗+52
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Letting h=1, j=0, and H=1,x,x2,x3  gives the following system of equations: 

1 =∝ +𝛽𝛽 + 𝛾𝛾 

2 = −3 ∝ −𝛽𝛽 + 𝛾𝛾 

3 = 7 ∝ +𝛽𝛽 + 𝛾𝛾 

The solution of the above system is    ∝= 1
3

 ,   𝛽𝛽 = −7
6

  , and  𝛾𝛾 = 11
6

 

Hence,                            𝑆𝑆0:    𝐻𝐻′
𝑗𝑗+12

�𝑆𝑆0� = 1
3
𝐹𝐹𝑗𝑗−2 −

7
6
𝐹𝐹𝑗𝑗−1 + 11

6
𝐹𝐹𝑗𝑗                                 (3.12) 

Similarly, 

𝑆𝑆1:  𝐻𝐻′
𝑗𝑗+12

�𝑆𝑆1� = −1
6
𝐹𝐹𝑗𝑗−1 + 5

6
𝐹𝐹𝑗𝑗 + 1

3
𝐹𝐹𝑗𝑗+1                                (3.13) 

𝑆𝑆2:  𝐻𝐻′
𝑗𝑗+12

�𝑆𝑆2� = 1
3
𝐹𝐹𝑗𝑗 + 5

6
𝐹𝐹𝑗𝑗+1 −

1
6
𝐹𝐹𝑗𝑗+2                                   (3.14) 

 

3.1.2.2. Optimal weights for a high order accuracy  

A weighted average of the three stencils is considered with constant weights 𝑐𝑐0, 𝑐𝑐1, and 

𝑐𝑐2, such that                 

𝑆𝑆 = 𝑐𝑐0𝑆𝑆0 + 𝑐𝑐1𝑆𝑆1+𝑐𝑐2𝑆𝑆2                                 (3.15) 

For consistency of the scheme, (3.16) below should be satisfied 

 ∑ 𝑐𝑐i = 12
𝑖𝑖=0                                                         (3.16) 

Substituting (3.12), (3.13), and (3.14) in (3.15) implies that 

𝑐𝑐0𝐻𝐻′
𝑗𝑗+12

+ 𝑐𝑐1𝐻𝐻′
𝑗𝑗+12

+ 𝑐𝑐2𝐻𝐻′
𝑗𝑗+12

= 𝑐𝑐0(
1
3
𝐹𝐹𝑗𝑗−2 −

7
6
𝐹𝐹𝑗𝑗−1 +

11
6
𝐹𝐹𝑗𝑗) + 𝑐𝑐1(−

1
6
𝐹𝐹𝑗𝑗−1 +

5
6
𝐹𝐹𝑗𝑗

+
1
3
𝐹𝐹𝑗𝑗+1)+𝑐𝑐2(

1
3
𝐹𝐹𝑗𝑗 +

5
6
𝐹𝐹𝑗𝑗+1 −

1
6
𝐹𝐹𝑗𝑗+2) 
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𝐻𝐻′𝑗𝑗+12
= 𝑐𝑐0(1

3
𝐹𝐹𝑗𝑗−2 −

7
6
𝐹𝐹𝑗𝑗−1 + 11

6
𝐹𝐹𝑗𝑗) + 𝑐𝑐1(−1

6
𝐹𝐹𝑗𝑗−1 + 5

6
𝐹𝐹𝑗𝑗 + 1

3
𝐹𝐹𝑗𝑗+1)+𝑐𝑐2(1

3
𝐹𝐹𝑗𝑗 + 5

6
𝐹𝐹𝑗𝑗+1 −

1
6
𝐹𝐹𝑗𝑗+2)        (3.17) 

From (3.16), we have  

𝑐𝑐0 + 𝑐𝑐1 + 𝑐𝑐2 = 1 

The two other equations can be found by letting h=1, j=0, and H=x4,x5  in (3.17).  

Finally, when solving a 3x3 system, we have 

𝑐𝑐0 = 1
10

 ,  𝑐𝑐1 = 6
10

 ,  𝑐𝑐2 = 3
10

                               (3.18) 

Now, substituting (3.18) in (3.17) gives 

𝐻𝐻′𝑗𝑗+12
= ∑ 𝑐𝑐i𝐻𝐻′

𝑗𝑗+12

�𝑆𝑆i� =2
𝑖𝑖=0

1
30
𝐹𝐹𝑗𝑗−2 −

13
60
𝐹𝐹𝑗𝑗−1 + 47

60
𝐹𝐹𝑗𝑗 + 9

20
𝐹𝐹𝑗𝑗+1 −

1
20
𝐹𝐹𝑗𝑗+2        (3.19) 

Applying (3.19) in (3.9) leads to 

𝐹𝐹′𝑗𝑗 =
�− 1

30𝐹𝐹𝑗𝑗−3+
1
4𝐹𝐹𝑗𝑗−2−𝐹𝐹𝑗𝑗−1+

1
3𝐹𝐹𝑗𝑗+

1
2𝐹𝐹𝑗𝑗+1−

1
20𝐹𝐹𝑗𝑗+2�

ℎ
                     (3.20) 

Using the Taylor expansion for 𝐹𝐹𝑗𝑗−k results in 

𝐹𝐹′𝑗𝑗 −
𝐹𝐹�
𝑗𝑗+12

−𝐹𝐹�
𝑗𝑗−12

ℎ
= 1

60
ℎ5𝐹𝐹𝑗𝑗

(6) − 1
140

ℎ6𝐹𝐹𝑗𝑗
(7) + 1

240
ℎ7𝐹𝐹𝑗𝑗

(8) + ⋯                         (3.21) 

(3.21) shows that the scheme with optimal weights and 6 grid points has a 5th order 

truncation error, and it is the standard 5th order bias upwind finite difference scheme.  

 

3.1.2.3. Non-linear weights for shock capturing 

 The use of the constant weights 𝑐𝑐0, 𝑐𝑐1, and 𝑐𝑐2 does not allow for an adaptive scheme 

according to the “smoothness” of the stencils. The non-linear weights of the WENO 

scheme adaptively chose each stencil due to its smoothness, and they are defined as 

follows: 
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𝜔𝜔
𝑗𝑗±1

2

𝑖𝑖 =
∝
𝑗𝑗±12

𝑖𝑖

∑  ∝
𝑗𝑗±12

𝑘𝑘2
𝑘𝑘=0

 ,  ∝
𝑗𝑗±1

2

𝑖𝑖 = 𝑐𝑐i

�𝜀𝜀+𝐼𝐼𝐼𝐼
𝑗𝑗±12

𝑖𝑖 �
𝑝𝑝 ,       𝑖𝑖 = 0,1,2                 (3.22) 

where 𝜀𝜀 is a small quantity to avoid the division by zero, and p is an integer number.  

For consistency of the scheme, we must satisfy ∑ 𝜔𝜔
𝑗𝑗±1

2

𝑖𝑖 = 12
𝑖𝑖=0 . 

𝐼𝐼𝐼𝐼
𝑗𝑗±1

2

𝑖𝑖   is a “smoothness” indicator calculated by 

𝐼𝐼𝐼𝐼
𝑗𝑗±1

2

0 = 13
12

(𝐹𝐹𝑗𝑗−2 − 2𝐹𝐹𝑗𝑗−1 + 𝐹𝐹𝑗𝑗) 
2

+ 1
4

(𝐹𝐹𝑗𝑗−2 − 4𝐹𝐹𝑗𝑗−1 + 3𝐹𝐹𝑗𝑗) 
2
 

𝐼𝐼𝐼𝐼𝑗𝑗±1
2

1 = 13
12

(𝐹𝐹𝑗𝑗−1 − 2𝐹𝐹𝑗𝑗 + 𝐹𝐹𝑗𝑗+1) 
2

+ 1
4

(𝐹𝐹𝑗𝑗−1 − 𝐹𝐹𝑗𝑗+1) 
2
                                               (3.23) 

𝐼𝐼𝐼𝐼𝑗𝑗±1
2

2 = 13
12

(𝐹𝐹𝑗𝑗 − 2𝐹𝐹𝑗𝑗+1 + 𝐹𝐹𝑗𝑗+2) 
2

+ 1
4

(𝐹𝐹𝑗𝑗+2 − 4𝐹𝐹𝑗𝑗+1 + 3𝐹𝐹𝑗𝑗) 
2
 

Finally, we have 

𝐹𝐹�𝑗𝑗±1
2

= 𝐻𝐻′𝑗𝑗±1
2

= ∑ 𝜔𝜔
𝑗𝑗±1

2

𝑖𝑖  𝐻𝐻′
𝑗𝑗±1

2

�𝑆𝑆𝑖𝑖�2
𝑖𝑖=0                                                (3.24) 

 
3.1.2.4. Boundary points schemes 

The following schemes are special 3rd order schemes for the boundary points:   

Point 0,                            𝐹𝐹�𝑗𝑗−12
= 11

6
𝐹𝐹𝑗𝑗−1 −

7
6
𝐹𝐹𝑗𝑗 + 1

3
𝐹𝐹𝑗𝑗+1 

Point 1,                            𝐹𝐹�𝑗𝑗−12
= 1

3
𝐹𝐹𝑗𝑗 + 5

6
𝐹𝐹𝑗𝑗+1 −

1
6
𝐹𝐹𝑗𝑗+2 

Point 2,                            𝐹𝐹�𝑗𝑗−12
= −1

6
𝐹𝐹𝑗𝑗−2 + 5

6
𝐹𝐹𝑗𝑗−1 + 1

3
𝐹𝐹𝑗𝑗 

Point N-1,                        𝐹𝐹�𝑗𝑗−12
= −1

6
𝐹𝐹𝑗𝑗−1 + 5

6
𝐹𝐹𝑗𝑗 + 1

3
𝐹𝐹𝑗𝑗+1 

Point N,                            𝐹𝐹�𝑗𝑗−12
= 1

3
𝐹𝐹𝑗𝑗−2 −

7
6
𝐹𝐹𝑗𝑗−1 + 11

6
𝐹𝐹𝑗𝑗 
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The WENO scheme is a successful scheme by many users. However, some researchers 

in the DNS/LES community consider the scheme too dissipative for flow transition and 

turbulence because it has a 5th order dissipation everywhere, and it is a 3rd order 

dissipation near the shock. Also, the cost associated with the WENO scheme is a little 

high because of the complexity of calculating the weights in each stencil at each iteration 

step. 

 

3.1.3. The finite difference Compact Scheme (CS) 

With a uniform grid (Figure 3.3.), consider 𝑥𝑥𝑗𝑗 = ℎ(𝑗𝑗 − 1), 𝑓𝑓𝑗𝑗 = 𝑓𝑓(𝑥𝑥𝑗𝑗), and 𝑓𝑓𝑗𝑗′ as the 

independent variable, the given function value, and the finite difference approximation to 

the first derivative of the function f at the point j for 1 ≤ 𝑗𝑗 ≤ 𝑁𝑁 respectively.  

 
 

 

 

 

The main idea of the compact schemes is to increase the order of the scheme by involving 

the function and its derivatives at the same given points.  In the non-symmetric finite 

difference compact scheme (CS) (Lele, 1992), 𝑓𝑓𝑗𝑗′ can be computed using the following 

formula: 

𝛽𝛽−𝑓𝑓𝑗𝑗−2′ + 𝛼𝛼−𝑓𝑓𝑗𝑗−1′ + 𝑓𝑓𝑗𝑗′ + 𝛼𝛼+𝑓𝑓𝑗𝑗+1′ + 𝛽𝛽+𝑓𝑓𝑗𝑗+2′ =
𝑐𝑐−𝐹𝐹𝑗𝑗−3+𝑏𝑏−𝐹𝐹𝑗𝑗−2+𝑎𝑎−𝐹𝐹𝑗𝑗−1+𝑎𝑎+𝐹𝐹𝑗𝑗+1+𝑏𝑏+𝐹𝐹𝑗𝑗+2+𝑐𝑐+𝐹𝐹𝑗𝑗+3

ℎ
     (3.25) 

The relations between the coefficients 𝛼𝛼+, 𝛼𝛼−, 𝛽𝛽+, 𝛽𝛽−, 𝑎𝑎+, 𝑎𝑎−, 𝑏𝑏+, 𝑏𝑏−, 𝑐𝑐+, and 𝑐𝑐− are 

derived by matching the Taylor series coefficients of various orders or using f(x)=1,x,x2, 

       

Figure 3.3. 1-D grid for the compact scheme. 
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…, xk.  The first unmatched coefficients determine the formal truncation error of the 

approximation above. For the symmetric CS, the scheme can be constructed using the 

formula below: 

𝛽𝛽𝐹𝐹′𝑗𝑗−2 + 𝛼𝛼𝐹𝐹′𝑗𝑗−1+𝐹𝐹′𝑗𝑗 + 𝛼𝛼𝐹𝐹′𝑗𝑗+1 + 𝛽𝛽𝐹𝐹′𝑗𝑗+2  = 𝑐𝑐 𝐹𝐹𝑗𝑗+3−𝐹𝐹𝑗𝑗−3
6ℎ

+ 𝑏𝑏 𝐹𝐹𝑗𝑗+2−𝐹𝐹𝑗𝑗−2
4ℎ

+ 𝑎𝑎 𝐹𝐹𝑗𝑗+1−𝐹𝐹𝑗𝑗−1
2ℎ

    (3.26) 

Letting h=1, j=0, and F=1, x in (3.26) gives a 2nd order approximation as follows: 

𝛽𝛽 ∗ 1 + 𝛼𝛼 ∗ 1+𝐹𝐹′𝑗𝑗 + 𝛼𝛼 ∗ 1 + 𝛽𝛽 ∗ 1 = 𝑐𝑐
3ℎ − (−3ℎ)

6ℎ
+ 𝑏𝑏

2ℎ − (−2ℎ)
4ℎ

+ 𝑎𝑎
ℎ − (−ℎ)

2ℎ
 

Hence,       𝑎𝑎 + 𝑏𝑏 + 𝑐𝑐 = 1 + 2𝛼𝛼+2𝛽𝛽  

Similarly,  𝑎𝑎 + 22𝑏𝑏 + 32𝑐𝑐 = 2 3!
2!

(𝛼𝛼+22𝛽𝛽)        (4th order) 

𝑎𝑎 + 24𝑏𝑏 + 34𝑐𝑐 = 2 5!
4!

(𝛼𝛼+24𝛽𝛽)                          (6th order)       

𝑎𝑎 + 26𝑏𝑏 + 36𝑐𝑐 = 2 7!
6!

(𝛼𝛼+26𝛽𝛽)                          (8th order) 

𝑎𝑎 + 28𝑏𝑏 + 38𝑐𝑐 = 2 9!
8

(𝛼𝛼+28𝛽𝛽)                          (10th order) 

Although the idea of CS can increase the order of the scheme without increasing the 

number of the grid points, it cannot capture the shocks because of the global dependence 

on the data set. 

 

3.1.4. Weighted Compact Scheme (WCS) 

WCS aims to use a weighted average of two 3rd order and one 4th order approximations 

for the numerical flux where each approximation involves the primitive function H and 

its derivative at different points. To obtain the approximations for 𝐻𝐻′𝑗𝑗+12
 , three candidate 

stencils,  
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𝑆𝑆0 = {𝐻𝐻𝑗𝑗−32
 ,𝐻𝐻𝑗𝑗−12

 ,  𝐻𝐻𝑗𝑗+12
} , 𝑆𝑆1 = {𝐻𝐻𝑗𝑗−12

 ,  𝐻𝐻𝑗𝑗+12
 ,𝐻𝐻𝑗𝑗+32

}, and  𝑆𝑆2 = {𝐻𝐻𝑗𝑗+12
 ,𝐻𝐻𝑗𝑗+32

  ,𝐻𝐻𝑗𝑗+52
},     (3.27) 

are used as shown in figure 3.4. 

 

 

 

 

 

Similar to the WENO scheme, three candidates from the three stencils can be constructed 

as follows: 

  𝑆𝑆0:      2𝐻𝐻′𝑗𝑗−12
+ 𝐻𝐻′𝑗𝑗+12

= 1
ℎ

(−1
2
𝐻𝐻𝑗𝑗−32

− 2𝐻𝐻𝑗𝑗−12
+ 5

2
 𝐻𝐻𝑗𝑗+12

)      (3rd order)               (3.28) 

𝑆𝑆1:      1
4
𝐻𝐻′𝑗𝑗−12

+ 𝐻𝐻′𝑗𝑗+12
+ 1

4
𝐻𝐻′𝑗𝑗+32

= 3
4ℎ

 (𝐻𝐻𝑗𝑗−32
− 𝐻𝐻𝑗𝑗−12

)            (4th  order)              (3.29) 

𝑆𝑆2:       𝐻𝐻′𝑗𝑗+12
+ 2𝐻𝐻′𝑗𝑗+32

= 1
ℎ

 (1
2
𝐻𝐻𝑗𝑗+52

− 2𝐻𝐻𝑗𝑗+32
− 5

2
 𝐻𝐻𝑗𝑗+12

)          (3rd order)              (3.30) 

If a weighted average of the three stencils is considered with different constant weights, 

we have         𝑆𝑆 = 𝑐𝑐0𝑆𝑆0 + 𝑐𝑐1𝑆𝑆1+𝑐𝑐2𝑆𝑆2    

such that                    𝑐𝑐0 = 1
18

 ,   𝑐𝑐1 = 8
9

,   𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐2 = 1
18

 

For consistency of the scheme, we must satisfy the equation  ∑ 𝑐𝑐i = 12
𝑖𝑖=0 . 

The scheme resulting from the weighted average of the three candidates is  

1
3
𝐻𝐻′𝑗𝑗−12

+ 𝐻𝐻′𝑗𝑗+12
+ 1

3
𝐻𝐻′𝑗𝑗+32

≈ 1
ℎ

 (23
36
𝐻𝐻𝑗𝑗−32

− 7
9
𝐻𝐻𝑗𝑗−12

− 1
9

 𝐻𝐻𝑗𝑗+32
+ 1

36
𝐻𝐻𝑗𝑗+52

)           (3.31) 

By using the Taylor expansion, it can be verified that the scheme is the standard 6th order 

compact scheme as follows: 

      
      

Figure 3.4. The stencils for WCS. 

S0

 

S
1
 

S
2
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1
3
𝐻𝐻′𝑗𝑗−1 + 𝐻𝐻′𝑗𝑗 +

1
3
𝐻𝐻′𝑗𝑗+1 −

1
ℎ �
−

1
36

𝐻𝐻𝑗𝑗−2 −
7
9
𝐻𝐻𝑗𝑗−1 +

7
9

 𝐻𝐻𝑗𝑗+1 +
1

36
𝐻𝐻𝑗𝑗+2� 

= − 1
1260

ℎ6𝐹𝐹𝑗𝑗
(7) − 1

15120
ℎ8𝐹𝐹𝑗𝑗

(9) + ⋯                 (3.32) 

 
3.1.5. Modified Upwinding Compact Scheme (MUCS) 
 
The main idea of MUCS is using the WENO scheme to improve a 7th order upwinding 

compact scheme by using a new shock detector to find the shock location and using a 

new control function to mix the upwinding compact scheme with the WENO scheme near 

the shock. The reason for using the upwind technology is to introduce some numerical 

dissipation because the standard compact scheme has no dissipation. To obtain the 7th 

order upwinding compact scheme (UCS), three 3rd order approximations of the linear 

compact combination of numerical fluxes at 𝐹𝐹�𝑗𝑗−32
 , 𝐹𝐹�𝑗𝑗−12

 , 𝐹𝐹�𝑗𝑗+12
 , 𝐹𝐹�𝑗𝑗+32

 , 𝐹𝐹�𝑗𝑗+52
  are obtained 

from the three candidate stencils 

 

        

The 7th order upwinding compact scheme (UCS) is 

 

 

 

 

MUCS makes the UCS able to capture the shock and keep a high order accuracy with 

high resolution in the smooth areas. The shock detector is a switch function that gives 

one for shocks and zero for others. The new control function 𝛺𝛺 is defined as 

 

1
2
𝐻𝐻′

𝑗𝑗−32
+ 𝐻𝐻′

𝑗𝑗−12
+

1
4
𝐻𝐻′
𝑗𝑗+12

 =
1
ℎ

 ( 1
240

𝐻𝐻𝑗𝑗−72
− 1

12
𝐻𝐻𝑗𝑗−52

− 11
12
𝐻𝐻𝑗𝑗−32

+ 1
3
𝐻𝐻𝑗𝑗−12

+ 31
48
𝐻𝐻𝑗𝑗+12

+ 1
60

 𝐻𝐻𝑗𝑗+32
)  (3.33) 

 

𝛺𝛺 ∗ UCS + (1 − 𝛺𝛺) ∗ WENO 

𝑆𝑆0 = �𝐹𝐹𝑗𝑗−2,𝐹𝐹𝑗𝑗−1,𝐹𝐹𝑗𝑗�,   𝑆𝑆1 = �𝐹𝐹𝑗𝑗−1,𝐹𝐹𝑗𝑗 ,𝐹𝐹𝑗𝑗+1�,   𝑎𝑎𝑎𝑎𝑎𝑎 𝑆𝑆2 = {𝐹𝐹𝑗𝑗 ,𝐹𝐹𝑗𝑗+1,𝐹𝐹𝑗𝑗+2}   



27 
 

3.1.6. Modified Weighted Compact Scheme (MWCS) 
 
In MWCS, the WENO scheme and WCS are combined by a mixing function, which aims 

to linearly combine the two schemes in order to gain a numerical stability, a sharp shock-

capturing, and a good resolution for small length scales. The final formulation of the 

numerical flux of MWCS is  

 

 

where 

 

and 𝐼𝐼𝐼𝐼𝑖𝑖 (i = 0,1,2) are the smoothness indicators (3.23) obtained from the WENO 

scheme. Also, for consistency of the scheme, we must satisfy 0 ≤∝𝑗𝑗≤ 1 

 
 
3.2 Weighted Upwinding Compact Scheme (WUCS) 
 
3.2.1. Basic formulation of WUCS 
 

For a given point j, three candidate stencils containing these points are defined as follows: 

𝑆𝑆0 = {𝑓𝑓𝑗𝑗−2,𝑓𝑓𝑗𝑗−1,𝑓𝑓𝑗𝑗� 

𝑆𝑆1 = {𝑓𝑓𝑗𝑗−1,𝑓𝑓𝑗𝑗 ,𝑓𝑓𝑗𝑗+1� 

𝑆𝑆2 = {𝑓𝑓𝑗𝑗 ,𝑓𝑓𝑗𝑗+1,𝑓𝑓𝑗𝑗+2� 

Below are the schemes for the three candidate stencils, which are calculated by repeating 

the steps applied to (3.11) at each stencil. 
 

𝑆𝑆0:    𝑓𝑓𝑗𝑗−32
+ 2𝑓𝑓𝑗𝑗−12

+ 1
3

 𝑓𝑓𝑗𝑗+12
= 1

9
𝑓𝑓𝑗𝑗−2 + 19

9
𝑓𝑓𝑗𝑗−1 + 10

9
𝑓𝑓𝑗𝑗                      (3.35) 

𝐹𝐹�
𝑗𝑗∓12

(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀) = (1 −  ∝𝑗𝑗 ) 𝐹𝐹�
𝑗𝑗∓12

(𝑊𝑊𝑊𝑊𝑊𝑊) +∝𝑗𝑗  𝐹𝐹�
𝑗𝑗∓12

(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) 

∝𝑗𝑗= (0.5)*(1-
(𝐼𝐼𝐼𝐼0 − 𝐼𝐼𝐼𝐼1)2 + (𝐼𝐼𝐼𝐼1 − 𝐼𝐼𝐼𝐼2)2 + (𝐼𝐼𝐼𝐼2 − 𝐼𝐼𝐼𝐼0)2

2 ∗ ((𝐼𝐼𝐼𝐼0)2 + (𝐼𝐼𝐼𝐼1)2 + (𝐼𝐼𝐼𝐼2)2)
  

  (3.34) 
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𝑆𝑆1 : − 𝑓𝑓𝑗𝑗−12
− 2𝑓𝑓𝑗𝑗+12

− 1
3

 𝑓𝑓𝑗𝑗+32
= −1

9
𝑓𝑓𝑗𝑗−1 −

19
9
𝑓𝑓𝑗𝑗 −

10
9
𝑓𝑓𝑗𝑗+1                    (3.36) 

𝑆𝑆2:−𝑓𝑓𝑗𝑗−12
− 6𝑓𝑓𝑗𝑗+12

− 3 𝑓𝑓𝑗𝑗+32
= −10

3
𝑓𝑓𝑗𝑗 −

19
3
𝑓𝑓𝑗𝑗+1 −

1
3
𝑓𝑓𝑗𝑗+2                    (3.37) 

All three schemes above are a 5th order. According to the idea of the WENO scheme, a 

new 7th order scheme is obtained by a linear combination of all stencils with a specific 

weight assigned to each one of them. Consider 𝑐𝑐0 = 3
13

 ,  𝑐𝑐1 = 33
52

 , and 𝑐𝑐2 = 7
52

  are the 

weights assigned to the stencils 𝑆𝑆0, 𝑆𝑆1,𝑎𝑎𝑎𝑎𝑎𝑎 𝑆𝑆2 respectively. In addition, for consistency 

of the scheme, the sum of these weights should be equal to one. Hence, from the 

combination                       𝑆𝑆 = 𝑐𝑐0𝑆𝑆0 + 𝑐𝑐1𝑆𝑆1+𝑐𝑐2𝑆𝑆2, 

 the final scheme for the positive primitive function 𝐻𝐻+can be written as follows: 

3
13
𝑓𝑓𝑗𝑗−32

− 4
13
𝑓𝑓𝑗𝑗−12

− 2𝑓𝑓𝑗𝑗+12
− 8

13
 𝑓𝑓𝑗𝑗+32

= 1
39
𝑓𝑓𝑗𝑗−2 + 5

12
𝑓𝑓𝑗𝑗−1 −

239
156

𝑓𝑓𝑗𝑗 −
81
52
𝑓𝑓𝑗𝑗+1 −

7
156

𝑓𝑓𝑗𝑗+2     (3.38)                   

For the negative primitive function 𝐻𝐻−, the formula is similar. It can be verified that the 

scheme above has a 7th order by using the Taylor expansion for each term. In addition, 

the numerical results in chapter 4 show the scheme has 7th order with high resolution. 

 

 

3.2.2 Boundary points schemes 
 

Special 7th order schemes are constructed for boundary the points as follows:   

Point 0,  

𝑓𝑓
𝑗𝑗−12

=
363
140

𝑓𝑓𝑗𝑗 −
617
140

𝑓𝑓𝑗𝑗+1 +
853
140

𝑓𝑓𝑗𝑗+2 −
2341
420

𝑓𝑓𝑗𝑗+3 +
667
210

𝑓𝑓𝑗𝑗+4 −
43
42

𝑓𝑓𝑗𝑗+5 +
1
7
𝑓𝑓𝑗𝑗+6 
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Point 1, 

𝑓𝑓
𝑗𝑗−12

=
1
7
𝑓𝑓𝑗𝑗−1 +

223
140

𝑓𝑓𝑗𝑗 −
197
140

𝑓𝑓𝑗𝑗+1 +
153
140

𝑓𝑓𝑗𝑗+2 −
241
420

𝑓𝑓𝑗𝑗+3 +
37

210
𝑓𝑓𝑗𝑗+4 −

1
42

𝑓𝑓𝑗𝑗+5 

Point 2, 

𝑓𝑓
𝑗𝑗−12

= −
1

42
𝑓𝑓𝑗𝑗−2 +

13
42

𝑓𝑓𝑗𝑗−1 +
153
140

𝑓𝑓𝑗𝑗 −
241
420

𝑓𝑓𝑗𝑗+1 +
109
140

𝑓𝑓𝑗𝑗+2 −
31

420
𝑓𝑓𝑗𝑗+3 +

1
105

𝑓𝑓𝑗𝑗+4 

Point N-1, 

𝑓𝑓
𝑗𝑗+12

= −
1

42
𝑓𝑓𝑗𝑗−5 +

37
210

𝑓𝑓𝑗𝑗−4 −
241
420

𝑓𝑓𝑗𝑗−3 +
153
140

𝑓𝑓𝑗𝑗−2 −
197
140

𝑓𝑓𝑗𝑗−1 +
223
140

𝑓𝑓𝑗𝑗 +
1
7
𝑓𝑓𝑗𝑗+1 

Point N, 

𝑓𝑓
𝑗𝑗+12

=
1
7
𝑓𝑓𝑗𝑗−6 −

43
42

𝑓𝑓𝑗𝑗−5 +
667
210

𝑓𝑓𝑗𝑗−4 −
2341
420

𝑓𝑓𝑗𝑗−3 +
853
140

𝑓𝑓𝑗𝑗−2 −
617
140

𝑓𝑓𝑗𝑗−1 +
363
140

𝑓𝑓𝑗𝑗 

 
3.3. Dispersion and Dissipation Analysis 
 

The dispersion and dissipation errors are efficiently quantified using the Fourier 

analysis by R. Vichnevetsky (1982) and J. Anderson (1995). Hence, the resolution and 

diffusion properties of the WUCS scheme are provided by the Fourier analysis and 

compared with the WENO scheme and WCS. Since the Fourier analysis requires 

periodicity, the dependent variables are considered to be periodic over the domain [0 , L] 

of independent variables. 𝑓𝑓1 = 𝑓𝑓𝑁𝑁+1 𝑎𝑎𝑎𝑎𝑎𝑎 ℎ = 𝐿𝐿
𝑁𝑁

 . The dependent variables can be written 

in terms of the Fourier coefficients as follows: 

𝑓𝑓(𝑥𝑥) = ∑ 𝑓𝑓𝑘𝑘𝑒𝑒
2𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋
𝐿𝐿

𝑁𝑁
2

𝑘𝑘=−𝑁𝑁2
                                            (3.39) 

Where 𝑖𝑖 = √−1   and  𝑥𝑥 ∈ [0,  𝐿𝐿]. The Fourier coefficients satisfy that 𝑓𝑓0 = 𝑓𝑓0�    and 
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 𝑓𝑓𝑘𝑘 = 𝑓𝑓−𝑘𝑘 for 1 ≤ k ≤ 𝑁𝑁
2
  because the dependent variables are real values. For programing 

convenience, a scaled wave number 𝑤𝑤 = 2𝜋𝜋𝜋𝜋ℎ
𝐿𝐿

= 2𝜋𝜋𝜋𝜋
𝑁𝑁

 and a scaled coordinate 𝑠𝑠 = 𝑥𝑥
ℎ
  are 

introduced. Hence, (3.39) becomes 

𝑓𝑓(𝑥𝑥) = 𝑓𝑓(𝑠𝑠ℎ) =  ∑ 𝑓𝑓𝑘𝑘𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖 
𝑁𝑁
2

𝑘𝑘=−𝑁𝑁2
                                   (3.40) 

The domain of the scaled wave number w is [0,𝜋𝜋]. The first derivative of (3.40) can be 

computed with respect of 𝑠𝑠 as follows:  

ℎ𝑓𝑓′(𝑠𝑠ℎ) = ∑ 𝑖𝑖𝑖𝑖𝑓𝑓𝑘𝑘𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖
𝑁𝑁
2

𝑘𝑘=−𝑁𝑁2
                                   (3.41) 

When comparing the Fourier coefficients of the derivative obtained from the differencing 

scheme(𝑓𝑓′𝑘𝑘)𝑓𝑓𝑓𝑓  with the exact Fourier coefficients, 𝑓𝑓′𝑘𝑘, the differencing errors can be 

obtained. In general, a finite difference scheme corresponds to a function of w, 𝑤𝑤′(𝑤𝑤), 

which is called the effective wave number. The straight line 𝑤𝑤′(𝑤𝑤) = 𝑤𝑤 represents the 

exact differentiation. The real part of the effective wave number (𝑤𝑤′) quantifies the 

dissipation error while the dispersion error, which represents the resolution of the scheme, 

can be quantified by the imaginary part of 𝑤𝑤′. The dissipation errors constitute the 

amplification introduced by the scheme while the dispersion errors represent the waves 

for different wave numbers traveling at different velocities. The dispersion and 

dissipation of the WENO scheme, WCS, and WUCS are discussed in the following 

subsections at each stencil (for non-smooth areas) and at the combinations of all stencils 

(for smooth areas).  
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3.3.1 Dispersion and dissipation analysis for the left stencils (𝑆𝑆0) 

One problem with the WCS scheme (Jiang et al., 2001) is it has a negative dissipation for 

the left candidate, and this problem is treated when constructing the WUCS scheme. The 

scheme for the left stencil of WUCS is given in (3.35) as follows: 

𝑓𝑓
𝑗𝑗−32

+ 2𝑓𝑓
𝑗𝑗−12

+
1
3

 𝑓𝑓
𝑗𝑗+12

=
1
9
𝑓𝑓𝑗𝑗−2 +

19
9
𝑓𝑓𝑗𝑗−1 +

10
9
𝑓𝑓𝑗𝑗 

First, the above scheme can be rewritten in terms of H when substituting (3.7) and (3.8) 

in (3.35) as follows: 

ℎ(𝐻𝐻′
𝑗𝑗−32

+ 2𝐻𝐻′
𝑗𝑗−12

+
1
3

 𝐻𝐻′
𝑗𝑗+12

) =
1
9

(𝐻𝐻
𝑗𝑗−32

− 𝐻𝐻
𝑗𝑗−52

) +
19
9

(𝐻𝐻
𝑗𝑗−12

− 𝐻𝐻
𝑗𝑗−32

) +
10
9

(𝐻𝐻
𝑗𝑗+12

− 𝐻𝐻
𝑗𝑗−12

) 

For simplification, letting j = 0 and shifting the scheme by −1
2
  gives 

ℎ(𝐻𝐻′−2 + 2𝐻𝐻′−1 + 1
3

 𝐻𝐻′0) = 1
9

(𝐻𝐻−2 − 𝐻𝐻−3) + 19
9

(𝐻𝐻−1 − 𝐻𝐻−2) + 10
9

(𝐻𝐻0 − 𝐻𝐻1)          (3.42) 

From (3.40) and (3.41), we have 

𝐻𝐻𝑗𝑗 =  ∑ 𝐻𝐻�𝑘𝑘𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖 
𝑁𝑁
2
𝑘𝑘=−𝑁𝑁2

                                               (3.43) 

𝐻𝐻′𝑗𝑗 = ∑ 𝑖𝑖𝑖𝑖𝐻𝐻�𝑘𝑘𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖
𝑁𝑁
2
𝑘𝑘=−𝑁𝑁2

                                              (3.44) 

Substituting (3.43) and (3.44) in (3.42) results in   

h �  

𝑁𝑁
2

𝑘𝑘=−𝑁𝑁2

𝐻𝐻�𝑘𝑘 (𝑖𝑖𝑖𝑖 𝑒𝑒−2𝑖𝑖𝑖𝑖 + 2𝑖𝑖𝑖𝑖 𝑒𝑒−𝑖𝑖𝑖𝑖 +
𝑖𝑖𝑖𝑖
3

 ) = �  

𝑁𝑁
2

𝑘𝑘=−𝑁𝑁2

𝐻𝐻�𝑘𝑘(
1
9
�𝑒𝑒−2𝑖𝑖𝑖𝑖 − 𝑒𝑒−3𝑖𝑖𝑖𝑖� +

19
9
�𝑒𝑒−𝑖𝑖𝑖𝑖 − 𝑒𝑒−2𝑖𝑖𝑖𝑖� +

10
9
�1 − 𝑒𝑒−𝑖𝑖𝑖𝑖�) 

h �  

𝑁𝑁
2

𝑘𝑘=−𝑁𝑁2

𝐻𝐻�𝑘𝑘  ��𝑖𝑖𝑖𝑖 𝑒𝑒−2𝑖𝑖𝑖𝑖 + 2𝑖𝑖𝑖𝑖 𝑒𝑒−𝑖𝑖𝑖𝑖 +
𝑖𝑖𝑖𝑖
3

 � − (
1
9
�𝑒𝑒−2𝑖𝑖𝑖𝑖 − 𝑒𝑒−3𝑖𝑖𝑖𝑖� +

19
9
�𝑒𝑒−𝑖𝑖𝑖𝑖 − 𝑒𝑒−2𝑖𝑖𝑖𝑖� +

10
9
�1 − 𝑒𝑒−𝑖𝑖𝑖𝑖�)� = 0 
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��𝑖𝑖𝑖𝑖 𝑒𝑒−2𝑖𝑖𝑖𝑖 + 2𝑖𝑖𝑖𝑖 𝑒𝑒−𝑖𝑖𝑖𝑖 +
𝑖𝑖𝑖𝑖
3  � − (

1
9 �𝑒𝑒

−2𝑖𝑖𝑖𝑖 − 𝑒𝑒−3𝑖𝑖𝑖𝑖� +
19
9 �𝑒𝑒−𝑖𝑖𝑖𝑖 − 𝑒𝑒−2𝑖𝑖𝑖𝑖� +

10
9 �1 − 𝑒𝑒−𝑖𝑖𝑖𝑖�)� h �  

𝑁𝑁
2

𝑘𝑘=−𝑁𝑁2

𝐻𝐻�𝑘𝑘  = 0 

��𝑖𝑖𝑖𝑖 𝑒𝑒−2𝑖𝑖𝑖𝑖 + 2𝑖𝑖𝑖𝑖 𝑒𝑒−𝑖𝑖𝑖𝑖 +
𝑖𝑖𝑖𝑖
3  � − (

1
9 �𝑒𝑒

−2𝑖𝑖𝑖𝑖 − 𝑒𝑒−3𝑖𝑖𝑖𝑖� +
19
9 �𝑒𝑒−𝑖𝑖𝑖𝑖 − 𝑒𝑒−2𝑖𝑖𝑖𝑖� +

10
9 �1 − 𝑒𝑒−𝑖𝑖𝑖𝑖�)� = 0 

(𝑖𝑖𝑖𝑖 𝑒𝑒−2𝑖𝑖𝑖𝑖 + 2𝑖𝑖𝑖𝑖 𝑒𝑒−𝑖𝑖𝑖𝑖 +
𝑖𝑖𝑖𝑖
3

 ) =
1
9

(𝑒𝑒−2𝑖𝑖𝑖𝑖 − 𝑒𝑒−3𝑖𝑖𝑖𝑖) +
19
9

(𝑒𝑒−𝑖𝑖𝑖𝑖 − 𝑒𝑒−2𝑖𝑖𝑖𝑖) +
10
9

(1 − 𝑒𝑒−𝑖𝑖𝑖𝑖) 

Using Euler’s formula, 𝑒𝑒𝑖𝑖𝑖𝑖 = 𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] + 𝑖𝑖 𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤], results in 

2ℎ𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤[𝑤𝑤] + ℎ𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤[2𝑤𝑤] + 𝑖𝑖(
ℎ𝑤𝑤
3

+ 2ℎ𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤[𝑤𝑤] + ℎ𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤[2𝑤𝑤])

=
10
9

+ 𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] − 2𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤] −
1
9
𝐶𝐶𝐶𝐶𝐶𝐶[3𝑤𝑤] + 𝑖𝑖(−𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] + 2𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤] +

1
9
𝑆𝑆𝑆𝑆𝑆𝑆[3𝑤𝑤]) 

ℎ𝑤𝑤 𝑠𝑠𝑠𝑠𝑠𝑠(2𝑤𝑤) + 2ℎ𝑤𝑤 𝑠𝑠𝑠𝑠𝑠𝑠(𝑤𝑤) + 𝑖𝑖 �ℎ𝑤𝑤 𝑐𝑐𝑐𝑐𝑐𝑐(2𝑤𝑤) + 2ℎ𝑤𝑤 𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] +
ℎ𝑤𝑤
3

 �

= −
1
9
𝑐𝑐𝑐𝑐𝑐𝑐(3𝑤𝑤) − 2 𝑐𝑐𝑐𝑐𝑐𝑐(2𝑤𝑤) +

10
9

+ 𝑖𝑖 �
1
9
𝑠𝑠𝑠𝑠𝑠𝑠(3𝑤𝑤) + 2 𝑠𝑠𝑠𝑠𝑠𝑠(2𝑤𝑤) − 𝑠𝑠𝑠𝑠𝑠𝑠(𝑤𝑤)� 

 

 

𝑤𝑤 =
−10𝑖𝑖 − 9𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] + 18𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤] + 𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[3𝑤𝑤] − 9𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] + 18𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤] + 𝑆𝑆𝑆𝑆𝑆𝑆[3𝑤𝑤]

3ℎ(1 + 6𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] + 3𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤] − 6𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] − 3𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤])
 

 

 

𝑤𝑤 = −9i+8i𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]+i𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+28𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]+𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]
6ℎ(3+2𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−i𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤])

  

Letting ℎ = 1 gives 

𝑤𝑤 = −9𝑖𝑖+8𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]+𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+28𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]+𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]
6(3+2𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤])

                      (3.45) 

w in (3.45) represents the wave number for the left stencil of WUCS, and it is denoted 

by 𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊). 

Hence,      𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) = −9𝑖𝑖+8𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]+𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+28𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]+𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]
6(3+2𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤])
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Similarly, the wave numbers for the left stencils of WCS and the WENO scheme can be 

computed as follows: 

𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊) = 2𝑖𝑖−2𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]+3𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]
2+𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]+𝑖𝑖 𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]

  

and 

𝑊𝑊(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) = 𝑖𝑖(−11+18𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−9𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+2𝐶𝐶𝐶𝐶𝐶𝐶[3𝑤𝑤])+18𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]−9𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]+2𝑆𝑆𝑆𝑆𝑆𝑆[3𝑤𝑤]
6

  

Now, the dispersion and dissipation errors can be found as follows: 

Effective Wave Number (𝑤𝑤′) = Dissipation + 𝑖𝑖* Dispersion 

Effective Wave Number (𝑤𝑤′) = 𝑖𝑖𝑖𝑖 

let         𝑤𝑤 = 𝑎𝑎 + 𝑖𝑖𝑖𝑖 

so      𝑤𝑤′ = 𝑖𝑖(𝑎𝑎 + 𝑖𝑖𝑖𝑖) = 𝑖𝑖𝑖𝑖 − 𝑏𝑏 = −𝑏𝑏 + 𝑖𝑖𝑖𝑖 

The Dispersion  = 𝑎𝑎 =  Re (w)                                                                                 (3.46) 

The Dissipation = −b = − Im (w)                                                                          (3.47) 

The dispersion errors of WUCS, WCS, and the WENO scheme are 

     Re �𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)� = Re(−9i+8i𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]+i𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+28𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]+𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]
6(3+2𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−i𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤])

), 

     Re(𝑤𝑤(WCS)) = Re(2i−2iCos[𝑤𝑤]+3Sin[𝑤𝑤]
2+𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]+𝑖𝑖 𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] ) 

                          = (8+Cos[𝑤𝑤])Sin[𝑤𝑤]
5+4𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] , and 

𝑅𝑅𝑅𝑅(𝑊𝑊(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)) = 𝑅𝑅𝑅𝑅(i(−11+18𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−9𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+2𝐶𝐶𝐶𝐶𝐶𝐶[3𝑤𝑤])+18𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]−9𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]+2𝑆𝑆𝑆𝑆𝑆𝑆[3𝑤𝑤]
6

)     

                        = 18𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]−9𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]+2𝑆𝑆𝑆𝑆𝑆𝑆[3𝑤𝑤]
6  
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                         = 3𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] − 3
2
𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤] + 1

3
𝑆𝑆𝑆𝑆𝑆𝑆[3𝑤𝑤]    

As shown in Figure 3.5, the WENO scheme has the biggest dispersion errors among the 

three schemes, so it has the lowest resolution. Both WUCS and WCS have high resolution 

with close dispersion errors.  

  

 

 

 

 

 

 

 

The dissipation errors are 

− Im �𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)� = −Im � −9i+8i𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]+i𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+28𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]+𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]
6(3+2𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−i𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤])

�,  

−Im(𝑤𝑤(WCS)) = −Im �2𝑖𝑖−2𝑖𝑖Cos[𝑤𝑤]+3Sin[𝑤𝑤]
2+𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]+𝑖𝑖 𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] �  

                        = −
4Sin�𝑤𝑤2�

4

5+4𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] , and 

− Im (𝑊𝑊(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)) = − Im(𝑖𝑖(−11+18𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−9𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+2𝐶𝐶𝐶𝐶𝐶𝐶[3𝑤𝑤])+18𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]−9𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]+2𝑆𝑆𝑆𝑆𝑆𝑆[3𝑤𝑤]
6

)  

                              = − ((−11+18𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−9𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+2𝐶𝐶𝐶𝐶𝐶𝐶[3𝑤𝑤])
6

) 

                      = 11
6
− 3𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] + 3

2
𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤] − 1

3
𝐶𝐶𝐶𝐶𝐶𝐶[3𝑤𝑤] 

 

Figure 3.5. The dispersion in the left stencils of 
                     WUCS, WCS, and the WENO scheme. 
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Figure 3.6 illustrates that WUCS has a positive dissipation while WCS has a negative 

dissipation, and the WENO scheme fluctuates over the wave number range. Also, the 

dissipation errors in WUCS are the lowest compared to the WENO scheme and WCS.     

 

 

 

 

 

 

 

 

 

 

3.3.2 Dispersion and dissipation analysis for the center stencils (𝑆𝑆1) 

The scheme for the center stencil of WUCS is given in (3.36) as follows: 

−𝑓𝑓
𝑗𝑗−12

− 2𝑓𝑓
𝑗𝑗+12

−
1
3

 𝑓𝑓
𝑗𝑗+32

= −
1
9
𝑓𝑓𝑗𝑗−1 −

19
9
𝑓𝑓𝑗𝑗 −

10
9
𝑓𝑓𝑗𝑗+1 

Applying the same procedure and analysis from section 3.3.1 results in 

ℎ(−2𝑖𝑖𝑤𝑤 − 𝑖𝑖𝑒𝑒−𝑖𝑖𝑤𝑤𝑤𝑤 −
1
3
𝑖𝑖𝑒𝑒𝑖𝑖𝑤𝑤𝑤𝑤) = −

19
9

(1 − 𝑒𝑒−𝑖𝑖𝑤𝑤) −
10
9

(−1 + 𝑒𝑒𝑖𝑖𝑤𝑤) +
1
9

(−𝑒𝑒−𝑖𝑖𝑤𝑤 + 𝑒𝑒−2𝑖𝑖𝑤𝑤) 

By letting ℎ = 1 and using Euler’s formula, we arrive at 

 

𝑖𝑖(−2𝑤𝑤 −
4
3
𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤[𝑤𝑤]) −

2
3
ℎ𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤[𝑤𝑤] = −1 +

8
9
𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] +

1
9
𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤] + 𝑖𝑖(−

28
9
𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] −

1
9
𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤])𝑤𝑤 

 

Figure 3.6. Dissipation in the left stencils of 
                  WUCS, WCS, and the WENO scheme. 
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𝑤𝑤 =
−9𝑖𝑖 + 8𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] + 𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤] + 28𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] + 𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]

6(3 + 2𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] − 𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤])
 

Hence, 

𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) =
−9i + 8i𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] + i𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤] + 28𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] + 𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]

6(3 + 2𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] − i𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤])
 

Similarly, the wave numbers for the center stencils of WCS and the WENO scheme are 

𝑤𝑤(WCS) = 3Sin[𝑤𝑤]
2+Cos[𝑤𝑤]

  and 

𝑊𝑊(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) =  i(−3+4Cos[𝑤𝑤]−Cos[2𝑤𝑤])+8Sin[𝑤𝑤]−Sin[2𝑤𝑤]
6

  

The dispersion errors of WUCS, WCS, and WENO are 

     Re �𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)� = Re �−9i+8i𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]+i𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+28𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]+𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]
6(3+2𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−i𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤])

� 

                             = 189Sin[𝑤𝑤]+54Sin[2𝑤𝑤]+Sin[3𝑤𝑤]
6(23+24Cos[𝑤𝑤]+3Cos[2𝑤𝑤])

 

     Re(𝑤𝑤(WCS)) = Re( 3Sin[𝑤𝑤]
2+Cos[𝑤𝑤]

) = 3Sin[𝑤𝑤]
2+Cos[𝑤𝑤]

  , and 

𝑅𝑅𝑅𝑅(𝑊𝑊(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)) = 𝑅𝑅𝑒𝑒(𝑖𝑖(−3+4Cos[𝑤𝑤]−Cos[2𝑤𝑤])+8Sin[𝑤𝑤]−Sin[2𝑤𝑤]
6

)   

                       = 8Sin[𝑤𝑤]−Sin[2𝑤𝑤]
6

 

                    = 4
3

Sin[𝑤𝑤] − 1
6

Sin[2𝑤𝑤]  

 As illustrated in Figure 3.7, the resolution of WCS is better than the resolution of the 

WENO scheme, and WUCS is the best among all of them because it is of the lowest 

dispersion errors.  
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The dissipation errors are 

− Im �𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)� = − Im (189Sin[𝑤𝑤]+54Sin[2𝑤𝑤]+Sin[3𝑤𝑤]
6(23+24Cos[𝑤𝑤]+3Cos[2𝑤𝑤]) )  

                           =
16Sin[𝑤𝑤2 ]6

69+72Cos[𝑤𝑤]+9Cos[2𝑤𝑤]
  ,                         

−Im(𝑤𝑤(WCS)) = −Im � 3Sin[𝑤𝑤]
2+Cos[𝑤𝑤]

� = 0 , and 

− Im (𝑊𝑊(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)) = − Im(
𝑖𝑖(−3 + 4Cos[𝑤𝑤] − Cos[2𝑤𝑤]) + 8Sin[𝑤𝑤] − Sin[2𝑤𝑤]

6
) 

                              = − ((−3+4Cos[𝑤𝑤]−Cos[2𝑤𝑤])
6

) 

                       = 1
2
− 2

3
Cos[𝑤𝑤] + 1

6
Cos[2𝑤𝑤] 

Figure 3.8 represents that both the WENO scheme and WUCS have a positive dissipation 

while WCS has no dissipation. Also, the dissipation errors in WUCS are much fewer than 

the dissipation errors in the WENO scheme.     

 

Figure 3.7. The dispersion in the center stencils of 
                         WUCS, WCS, and the WENO scheme. 
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3.3.3 Dispersion and dissipation analysis for the right stencils (𝑆𝑆2) 

The scheme for the right stencil of WUCS is given in (3.37) as follows: 

−𝑓𝑓
𝑗𝑗−12

− 6𝑓𝑓
𝑗𝑗+12

− 3 𝑓𝑓
𝑗𝑗+32

= −
10
3
𝑓𝑓𝑗𝑗 −

19
3
𝑓𝑓𝑗𝑗+1 −

1
3
𝑓𝑓𝑗𝑗+2 

Applying the process in section 3.3.1 results in 

ℎ(−6𝑖𝑖w − 𝑖𝑖𝑒𝑒−𝑖𝑖𝑤𝑤w − 3𝑖𝑖𝑒𝑒𝑖𝑖𝑤𝑤w) == −
10
3

(1 − 𝑒𝑒−𝑖𝑖𝑤𝑤) −
19
3

(−1 + 𝑒𝑒𝑖𝑖𝑤𝑤) +
1
3

(𝑒𝑒𝑖𝑖𝑤𝑤 − 𝑒𝑒2𝑖𝑖𝑤𝑤) 

 

𝑖𝑖(−6ℎw − 4ℎwCos[𝑤𝑤]) + 2ℎwSin[𝑤𝑤] == 3 −
8
3

Cos[𝑤𝑤] −
1
3

Cos[2𝑤𝑤] + 𝑖𝑖(−
28
3

Sin[𝑤𝑤] −
1
3

Sin[2𝑤𝑤]) 

Letting ℎ = 1 and using Euler’s formula provides 

𝑤𝑤 = 9𝑖𝑖−8𝑖𝑖Cos[𝑤𝑤]−𝑖𝑖Cos[2𝑤𝑤]+28Sin[𝑤𝑤]+Sin[2𝑤𝑤]
6(3+2Cos[𝑤𝑤]+𝑖𝑖Sin[𝑤𝑤])

  

 

𝑤𝑤 = 9𝑖𝑖−8𝑖𝑖Cos[𝑤𝑤]−𝑖𝑖Cos[2𝑤𝑤]+28Sin[𝑤𝑤]+Sin[2𝑤𝑤]
18+12Cos[𝑤𝑤]+6𝑖𝑖Sin[𝑤𝑤]

  

 

Figure 3.8. The dissipation in the center stencils of 
                         WUCS, WCS, and the WENO scheme. 
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Hence, 

𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) = 9𝑖𝑖−8𝑖𝑖Cos[𝑤𝑤]−𝑖𝑖Cos[2𝑤𝑤]+28Sin[𝑤𝑤]+Sin[2𝑤𝑤]
18+12Cos[𝑤𝑤]+6𝑖𝑖Sin[𝑤𝑤]

  

 

Similarly, the wave numbers for the right stencils of the WENO scheme and WCS are 

𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊) =  5𝑖𝑖−4𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+4𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]+𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]
2(1+2𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]+2𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤])

  and 

𝑊𝑊(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) =  𝑖𝑖(3−4𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]+𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤])+8𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]−𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]
6

  

 

The dispersion errors of WUCS, WCS, and the WENO scheme are 

     Re �𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)� = Re �9𝑖𝑖−8𝑖𝑖Cos[𝑤𝑤]−𝑖𝑖Cos[2𝑤𝑤]+28Sin[𝑤𝑤]+Sin[2𝑤𝑤]
18+12Cos[𝑤𝑤]+6𝑖𝑖Sin[𝑤𝑤]

�, 

    Re(𝑤𝑤(WCS)) = Re(5𝑖𝑖−4𝑖𝑖Cos[𝑤𝑤]−𝑖𝑖Cos[2𝑤𝑤]+4Sin[𝑤𝑤]+Sin[2𝑤𝑤]
2(1+2Cos[𝑤𝑤]+2𝑖𝑖Sin[𝑤𝑤])

) 

                         = (8+Cos[𝑤𝑤])Sin[𝑤𝑤]
5+4𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] , and 

     𝑅𝑅𝑅𝑅(𝑊𝑊(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)) = 𝑅𝑅𝑅𝑅(𝑖𝑖(3−4Cos[𝑤𝑤]+Cos[2𝑤𝑤])+8Sin[𝑤𝑤]−Sin[2𝑤𝑤]
6

)   

                        = 8Sin[𝑤𝑤]−Sin[2𝑤𝑤]
6

 

                    = 4
3

Sin[𝑤𝑤] − 1
6

Sin[2𝑤𝑤] 

It can be clearly seen from Figure 3.9 that both WUCS and WCS have high resolution. 

Also, the WENO scheme has the lowest resolution among the three schemes because it 

has the biggest dispersion errors.  
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The dissipation errors are 

− Im �𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)� = − Im (9𝑖𝑖−8𝑖𝑖Cos[𝑤𝑤]−𝑖𝑖Cos[2𝑤𝑤]+28Sin[𝑤𝑤]+Sin[2𝑤𝑤]
18+12Cos[𝑤𝑤]+6𝑖𝑖Sin[𝑤𝑤] ),                                       

−Im(𝑤𝑤(WCS)) = −Im �5𝑖𝑖−4𝑖𝑖Cos[𝑤𝑤]−𝑖𝑖Cos[2𝑤𝑤]+4Sin[𝑤𝑤]+Sin[2𝑤𝑤]
2(1+2Cos[𝑤𝑤]+2𝑖𝑖Sin[𝑤𝑤])

�  

                         =
4Sin�𝑤𝑤2�

4

5+4𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] , and 

− Im (𝑊𝑊(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)) = − Im(𝑖𝑖(3−4Cos[𝑤𝑤]+Cos[2𝑤𝑤])+8Sin[𝑤𝑤]−Sin[2𝑤𝑤]
6

)  

                              = − ((3−4Cos[𝑤𝑤]+Cos[2𝑤𝑤])
6

) 

                       = −1
2

+ 2
3

Cos[𝑤𝑤] − 1
6

Cos[2𝑤𝑤]   

Figure 3.10 illustrates that both the WENO scheme and WUCS have a negative 

dissipation while WCS has a positive dissipation. Also, the dissipation errors in WUCS 

are the lowest compared to the WENO scheme and WCS. 

Figure 3.9. The dispersion in the right stencils of 
                       WUCS, WCS, and the WENO scheme.  
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3.3.4 Dispersion and dissipation analysis for the overall schemes 

For smooth regions, the combination of all schemes from all stencils is used to get a high 

order scheme. The 7th order WUCS scheme is given in (3.38) as follows:  

3
13

𝑓𝑓
𝑗𝑗−32

−
4

13
𝑓𝑓
𝑗𝑗−12

− 2𝑓𝑓
𝑗𝑗+12

−
8

13
 𝑓𝑓
𝑗𝑗+32

=
1

39
𝑓𝑓𝑗𝑗−2 +

5
12

𝑓𝑓𝑗𝑗−1 −
239
156

𝑓𝑓𝑗𝑗 −
81
52

𝑓𝑓𝑗𝑗+1 −
7

156
𝑓𝑓𝑗𝑗+2 

 

Now, repeating the process from section 3.3.1 gives 

 

𝑤𝑤 =
2𝑖𝑖 + 34𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] − 34𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤] − 2𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[3𝑤𝑤] + 270𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] − 27𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤] − 2𝑆𝑆𝑆𝑆𝑆𝑆[3𝑤𝑤]

6(26 + 12𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] − 3𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤] + 4𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] + 3𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤])
 

Hence, 

𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) =
2𝑖𝑖 + 34𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] − 34𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤] − 2𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[3𝑤𝑤] + 270𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] − 27𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤] − 2𝑆𝑆𝑆𝑆𝑆𝑆[3𝑤𝑤]

6(26 + 12𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] − 3𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤] + 4𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤] + 3𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤])
 

Similarly, the wave numbers for the WENO scheme and WCS are 

Figure 3.10. The dissipation in the right stencils of 
                          WUCS, WCS, and the WENO scheme.  
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𝑤𝑤(WCS) = (14+Cos[𝑤𝑤])Sin[𝑤𝑤]
9+6Cos[𝑤𝑤]    and 

𝑊𝑊(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) =  
1

30
(𝑖𝑖(−10 + 15Cos[𝑤𝑤] − 6Cos[2𝑤𝑤] + Cos[3𝑤𝑤]) + 45Sin[𝑤𝑤] − 9Sin[2𝑤𝑤] + Sin[3𝑤𝑤]) 

The dispersion errors of WUCS, WCS, and the WENO scheme are 

     Re �𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)� = Re �2𝑖𝑖+34𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−34𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]−2𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[3𝑤𝑤]+270𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]−27𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]−2𝑆𝑆𝑆𝑆𝑆𝑆[3𝑤𝑤]
6(26+12𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−3𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+4𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]+3𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤])

�, 

    Re(𝑤𝑤(WCS)) = Re((14+Cos[𝑤𝑤])Sin[𝑤𝑤]
9+6Cos[𝑤𝑤] ) 

                        = (14+Cos[𝑤𝑤])Sin[𝑤𝑤]
9+6Cos[𝑤𝑤] , and 

𝑅𝑅𝑅𝑅(𝑊𝑊(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)) = 𝑅𝑅𝑅𝑅(
1

30 (𝑖𝑖(−10 + 15Cos[𝑤𝑤] − 6Cos[2𝑤𝑤] + Cos[3𝑤𝑤]) + 45Sin[𝑤𝑤] − 9Sin[2𝑤𝑤] + Sin[3𝑤𝑤]))  

                        = 1
30

(45Sin[𝑤𝑤] − 9Sin[2𝑤𝑤] + Sin[3𝑤𝑤]) 

                     = 3
2

Sin[𝑤𝑤] − 3
10

Sin[2𝑤𝑤] + 1
30

Sin[3𝑤𝑤] 

 

Figure 3.11 shows that WUCS has small dispersion errors and achieves the highest 

resolution compared to WCS and the WENO scheme. 

 

 
 
 
 
 
 
 
 
 
 

  
 

 

Figure 3.11. The dispersion in WUCS, WCS,  
            and the WENO scheme. 
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The dissipation errors are 

− Im �𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)� = − Im (2𝑖𝑖+34𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−34𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]−2𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶[3𝑤𝑤]+270𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]−27𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤]−2𝑆𝑆𝑆𝑆𝑆𝑆[3𝑤𝑤]
6(26+12𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤]−3𝐶𝐶𝐶𝐶𝐶𝐶[2𝑤𝑤]+4𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]+3𝑖𝑖𝑆𝑆𝑆𝑆𝑆𝑆[2𝑤𝑤])

), 

−𝐼𝐼𝐼𝐼(𝑤𝑤(𝑊𝑊𝑊𝑊𝑊𝑊)) = −𝐼𝐼𝐼𝐼 �(14+𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤])𝑆𝑆𝑆𝑆𝑆𝑆[𝑤𝑤]
9+6𝐶𝐶𝐶𝐶𝐶𝐶[𝑤𝑤] � = 0, and      

− Im (𝑊𝑊(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊)) = − Im(
1

30 (𝑖𝑖(−10 + 15Cos[𝑤𝑤] − 6Cos[2𝑤𝑤] + Cos[3𝑤𝑤]) + 45Sin[𝑤𝑤] − 9Sin[2𝑤𝑤] + Sin[3𝑤𝑤])) 

                              = − ( 1
30

(−10 + 15Cos[𝑤𝑤] − 6Cos[2𝑤𝑤] + Cos[3𝑤𝑤])) 

                      = 1
3
− 1

2
Cos[𝑤𝑤] + 1

5
Cos[2𝑤𝑤] − 1

30
Cos[3𝑤𝑤] 

 

Similar to the analysis of the center stencils, Figure 3.12 demonstrates that WCS has no 

dissipation errors while both the WENO scheme and WUCS are positively dissipative. 

Also, the dissipation errors in the WENO scheme are the highest among all the three 

schemes.     

   

 

 

 

 
 
 
 

  
 
 

 

Figure 3.12. The dissipation in WUCS, WCS,  
                               and the WENO scheme. 
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3.4 Decoupling the System of WUCS  

WCS has a global dependency problem because it uses all grid points including 

the downstream points to get the derivative near shocks. WUCS applies the technique of 

decoupling the system in shock areas to change the global dependence into an upwinding 

dependence. To explain the idea of this section, systems or matrices from WCS and 

WUCS are illustrated. From (3.31), the final scheme of WCS is 

1
3
𝐻𝐻′𝑗𝑗−12

+ 𝐻𝐻′𝑗𝑗+12
+ 1

3
𝐻𝐻′𝑗𝑗+32

≈ 1
ℎ

 (23
36
𝐻𝐻𝑗𝑗−32

− 7
9
𝐻𝐻𝑗𝑗−12

− 1
9

 𝐻𝐻𝑗𝑗+32
+ 1

36
𝐻𝐻𝑗𝑗+52

)            

Hence, (3.31) can be written in a matrix form as follows: 

𝐴𝐴𝐻𝐻′ =
1
ℎ
𝐵𝐵𝐵𝐵 

where     𝐻𝐻 = �𝐻𝐻1
2
𝐻𝐻1+1

2
𝐻𝐻2+1

2
… … … … … … … 𝐻𝐻𝑛𝑛−1+1

2
𝐻𝐻𝑛𝑛+1

2
�
𝑇𝑇
, 

 𝐻𝐻′ = �𝐻𝐻
′1
2

𝐻𝐻′
1+12

𝐻𝐻′
2+12

… … … … … … … 𝐻𝐻′
𝑛𝑛−12

𝐻𝐻′
𝑛𝑛+12

�
𝑇𝑇
, and 

 A is the derivative matrix of the WCS.  A is a tri-diagonal matrix, which can be written 

as follows: 

𝐴𝐴 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑏𝑏0 𝑐𝑐0
𝑎𝑎 𝑏𝑏 𝑐𝑐

𝑎𝑎 𝑏𝑏 𝑐𝑐
𝑎𝑎 𝑏𝑏 𝑐𝑐

⋱ ⋱ ⋱
𝑎𝑎 𝑏𝑏 𝑐𝑐

𝑎𝑎 𝑏𝑏 𝑐𝑐
𝑎𝑎 𝑏𝑏 𝑐𝑐

𝑎𝑎 𝑏𝑏 𝑐𝑐
⋱ ⋱ ⋱

𝑎𝑎 𝑏𝑏 𝑐𝑐
𝑎𝑎 𝑏𝑏 𝑐𝑐

𝑎𝑎𝑛𝑛 𝑏𝑏𝑛𝑛⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

where 𝑎𝑎 = 1
3

 , 𝑏𝑏 = 1,𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐 = 1
3
 . 
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Also, the matrix B can be written as: 

𝐵𝐵 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑡𝑡0 𝑟𝑟0 𝑑𝑑0
𝑠𝑠1 𝑡𝑡1 𝑟𝑟1 𝑑𝑑1
𝑒𝑒 𝑠𝑠 𝑡𝑡 𝑟𝑟 𝑑𝑑

𝑒𝑒 𝑠𝑠 𝑡𝑡 𝑟𝑟 𝑑𝑑
⋱ ⋱ ⋱ ⋱ ⋱

𝑒𝑒 𝑠𝑠 𝑡𝑡 𝑟𝑟 𝑑𝑑
𝑒𝑒 𝑠𝑠 𝑡𝑡 𝑟𝑟 𝑑𝑑

𝑒𝑒 𝑠𝑠 𝑡𝑡 𝑟𝑟 𝑑𝑑
⋱ ⋱ ⋱ ⋱ ⋱

𝑒𝑒 𝑠𝑠 𝑡𝑡 𝑟𝑟 𝑑𝑑
𝑒𝑒 𝑠𝑠𝑚𝑚 𝑡𝑡𝑚𝑚 𝑟𝑟𝑚𝑚

𝑒𝑒𝑛𝑛 𝑠𝑠𝑛𝑛 𝑡𝑡𝑛𝑛⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

where  𝑒𝑒 = 23
36 ,𝑠𝑠 = − 7

9 , 𝑡𝑡 = 0,𝑟𝑟 = − 1
9 ,𝑎𝑎𝑎𝑎𝑎𝑎 𝑑𝑑 = 1

36 . 

Near shock areas, the bias weights from the WENO scheme (3.22) are used with p=1. 

 Let us assume the shock location is detected as shown below:  

𝐴𝐴 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑏𝑏0 𝑐𝑐0
𝑎𝑎 𝑏𝑏 𝑐𝑐

𝑎𝑎 𝑏𝑏 𝑐𝑐
𝑎𝑎 𝑏𝑏 𝑐𝑐

⋱ ⋱ ⋱
𝑎𝑎 𝑏𝑏 𝑐𝑐

𝑎𝑎 𝑏𝑏 𝑐𝑐
𝑎𝑎 𝑏𝑏 𝑐𝑐

𝑎𝑎 𝑏𝑏 𝑐𝑐
⋱ ⋱ ⋱

𝑎𝑎 𝑏𝑏 𝑐𝑐
𝑎𝑎 𝑏𝑏 𝑐𝑐

𝑎𝑎𝑛𝑛 𝑏𝑏𝑛𝑛⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

WCS minimizes the influence of a shock-containing candidate stencil by assigning a 

smaller weight. However, WCS is global dependent resulting from the use of all grid 

points including the downstream points (inside the triangles) to get the derivative, and 

such usage is prohibited for the shock case. 

 

the shock 
location 
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As illustrated in (3.38), the 7th order WUCS can be used in smooth areas, and it is given 

as follows: 

3
13

𝑓𝑓
𝑗𝑗−32

−
4

13
𝑓𝑓
𝑗𝑗−12

− 2𝑓𝑓
𝑗𝑗+12

−
8

13
 𝑓𝑓
𝑗𝑗+32

=
1

39
𝑓𝑓𝑗𝑗−2 +

5
12

𝑓𝑓𝑗𝑗−1 −
239
156

𝑓𝑓𝑗𝑗 −
81
52

𝑓𝑓𝑗𝑗+1 −
7

156
𝑓𝑓𝑗𝑗+2 

 
The WUCS can be written in a matrix form as  

𝐴𝐴𝐹𝐹� = 𝐺𝐺 

where A is the derivative matrix of the WUCS, which is a penta-diagonal matrix that 

can be written as follows: 

𝐴𝐴 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 1 0 0

0 1 0 0
0 0 1 0 0

𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒
⋱ ⋱ ⋱ ⋱ ⋱

𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒
𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒

𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒
⋱ ⋱ ⋱ ⋱ ⋱

𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒
0 0 1 0

0 0 1 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 , 

where 𝑎𝑎 = 3
13

 , 𝑏𝑏 = − 4
13

 , 𝑐𝑐 = −2,𝑑𝑑 = − 8
13

 ,𝑎𝑎𝑎𝑎𝑎𝑎 𝑒𝑒 = 0. 

𝐹𝐹� = �𝑓𝑓1
2

𝑓𝑓1+12
𝑓𝑓2+12

… … … … … … … 𝑓𝑓𝑛𝑛−12
𝑓𝑓𝑛𝑛+12�

𝑇𝑇
, and 

𝐺𝐺 = 𝐵𝐵𝐵𝐵 = [𝑔𝑔0 𝑔𝑔1 𝑔𝑔2 … … … … … … … 𝑔𝑔𝑛𝑛−1 𝑔𝑔𝑛𝑛]𝑇𝑇  

where 𝐹𝐹 = [𝑓𝑓0 𝑓𝑓1 𝑓𝑓2 … … … … … … … 𝑓𝑓𝑛𝑛−1 𝑓𝑓𝑛𝑛]𝑇𝑇 and 

 



47 
 

𝐵𝐵 =  

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑎𝑎1 𝑎𝑎2 𝑎𝑎3 𝑎𝑎4 𝑎𝑎5 𝑎𝑎6 𝑎𝑎7
𝑏𝑏1 𝑏𝑏2 𝑏𝑏3 𝑏𝑏4 𝑏𝑏5 𝑏𝑏6 𝑏𝑏7
𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4
𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣

⋱ ⋱ ⋱ ⋱ ⋱
𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣

𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣
𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣

𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣
⋱ ⋱ ⋱ ⋱ ⋱

𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣
𝑑𝑑1 𝑑𝑑2 𝑑𝑑3 𝑑𝑑4 𝑑𝑑5 𝑑𝑑6 𝑑𝑑7
𝑒𝑒1 𝑒𝑒2 𝑒𝑒3 𝑒𝑒4 𝑒𝑒5 𝑒𝑒6 𝑒𝑒7⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

where  

𝑟𝑟 =
1

39
, 𝑠𝑠 =

5
12

 , 𝑡𝑡 = −
239
156

 ,𝑢𝑢 = −
81
52

, 𝑣𝑣 = −
7

156 
 , 

𝑎𝑎1 =
363
140

 ,𝑎𝑎2 = −
617
140

 ,𝑎𝑎3 =
853
140

 ,𝑎𝑎4 = −
2341
420

 ,𝑎𝑎5 =
667
210

 ,𝑎𝑎6 = −
43
42

 ,𝑎𝑎7 =
1
7

  , 

𝑏𝑏1 =
1
7

 , 𝑏𝑏2 =
223
140

 ,𝑏𝑏3 = −
197
140

 , 𝑏𝑏4 =
153
140

 , 𝑏𝑏5 = −
241
420

 , 𝑏𝑏6 =
37

210
 , 𝑏𝑏7 = −

1
42

 , 

𝑐𝑐1 = −
1

42
 , 𝑐𝑐2 =

13
42

 , 𝑐𝑐3 =
153
140

 , 𝑐𝑐4 = −
241
420

 , 𝑐𝑐5 =
109
140

 , 𝑐𝑐6 = −
31

420
 , 𝑐𝑐7 =

1
105

 , 

𝑑𝑑1 = −
1

42
 ,𝑑𝑑2 =

37
210

 ,𝑑𝑑3 = −
241
420

 ,𝑑𝑑4 = −
153
140

 ,𝑑𝑑5 = −
197
140

 ,𝑑𝑑6 =
223
140

 ,𝑑𝑑7 =
1
7

 , 

𝑒𝑒1 =
1
7

 , 𝑒𝑒2 = −
43
42

 , 𝑒𝑒3 =
667
210

 , 𝑒𝑒4 = −
2341
420

 , 𝑒𝑒5 =
853
140

 , 𝑒𝑒6 = −
617
140

 ,𝑎𝑎𝑎𝑎𝑎𝑎 𝑒𝑒7 =
363
140

 . 

 

Suppose the shock is located between 𝑓𝑓k and 𝑓𝑓k+1 as shown below: 

𝐺𝐺 = 𝐵𝐵𝐵𝐵 
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⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑔𝑔0
𝑔𝑔1
𝑔𝑔2
𝑔𝑔3
⋮

𝑔𝑔𝑘𝑘−1
𝑔𝑔𝑘𝑘
𝑔𝑔𝑘𝑘+1
𝑔𝑔𝑘𝑘+2
⋮

𝑔𝑔𝑛𝑛−2
𝑔𝑔𝑛𝑛−1
𝑔𝑔𝑛𝑛 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

= 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑎𝑎1 𝑎𝑎2 𝑎𝑎3 𝑎𝑎4 𝑎𝑎5 𝑎𝑎6 𝑎𝑎7
𝑏𝑏1 𝑏𝑏2 𝑏𝑏3 𝑏𝑏4 𝑏𝑏5 𝑏𝑏6 𝑏𝑏7
𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4
𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣

⋱ ⋱ ⋱ ⋱ ⋱
𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣

𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣
𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣

𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣
⋱ ⋱ ⋱ ⋱ ⋱

𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣
𝑑𝑑1 𝑑𝑑2 𝑑𝑑3 𝑑𝑑4 𝑑𝑑5 𝑑𝑑6 𝑑𝑑7
𝑒𝑒1 𝑒𝑒2 𝑒𝑒3 𝑒𝑒4 𝑒𝑒5 𝑒𝑒6 𝑒𝑒7⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑓𝑓0
𝑓𝑓1
𝑓𝑓2
𝑓𝑓3
⋮

𝑓𝑓k−1
𝑓𝑓k

f𝑘𝑘+1
𝑓𝑓k+2
⋮

𝑓𝑓𝑛𝑛−2
𝑓𝑓𝑛𝑛−1
𝑓𝑓𝑛𝑛 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

The location of the shock in the derivative matrix A will be located as follows: 

𝐴𝐴𝐹𝐹� = 𝐺𝐺 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 1 0 0

0 1 0 0
0 0 1 0 0

𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒
⋱ ⋱ ⋱ ⋱ ⋱

𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒
𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒

𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒
𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒

⋱ ⋱ ⋱ ⋱ ⋱
𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒

0 0 1 0
0 0 1 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

    

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝑓𝑓1

2

𝑓𝑓1+12
𝑓𝑓2+12
𝑓𝑓3+12
⋮

𝑓𝑓𝑘𝑘−1+12
𝑓𝑓𝑘𝑘+12
𝑓𝑓𝑘𝑘+1+12
𝑓𝑓𝑘𝑘+2+12

⋮
𝑓𝑓𝑛𝑛−1−12
𝑓𝑓𝑛𝑛−12
𝑓𝑓𝑛𝑛+12 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

   = 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑔𝑔0
𝑔𝑔1
𝑔𝑔2
𝑔𝑔3
⋮

𝑔𝑔𝑘𝑘−1
𝑔𝑔𝑘𝑘
𝑔𝑔𝑘𝑘+1
𝑔𝑔𝑘𝑘+2
⋮

𝑔𝑔𝑛𝑛−2
𝑔𝑔𝑛𝑛−1
𝑔𝑔𝑛𝑛 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

The elements inside the triangle lead to the global dependency problem because of 

the downstream points 𝑔𝑔k+1 and 𝑔𝑔k+2 , which means using  𝑓𝑓k+1 and 𝑓𝑓k+2 to get the 

derivative of 𝑓𝑓k. This problem is avoided in WUCS by decoupling the derivative matrix 

into two submatrices as shown below. 

the shock 
location 

the shock 
location 
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⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 1 0 0

0 1 0 0
0 0 1 0 0

𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒
⋱ ⋱ ⋱ ⋱ ⋱

𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒
𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒

𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒
𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒

⋱ ⋱ ⋱ ⋱ ⋱
𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒

0 0 1 0
0 0 1 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

    

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝑓𝑓1

2

𝑓𝑓1+12
𝑓𝑓2+12
𝑓𝑓3+12
⋮

𝑓𝑓𝑘𝑘−1+12
𝑓𝑓𝑘𝑘+12
𝑓𝑓𝑘𝑘+1+12
𝑓𝑓𝑘𝑘+2+12

⋮
𝑓𝑓𝑛𝑛−1−12
𝑓𝑓𝑛𝑛−12
𝑓𝑓𝑛𝑛+12 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

   = 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑔𝑔0
𝑔𝑔1
𝑔𝑔2
𝑔𝑔3
⋮

𝑔𝑔𝑘𝑘−1
𝑔𝑔𝑘𝑘
𝑔𝑔𝑘𝑘+1
𝑔𝑔𝑘𝑘+2
⋮

𝑔𝑔𝑛𝑛−2
𝑔𝑔𝑛𝑛−1
𝑔𝑔𝑛𝑛 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

 

The shock points are treated as boundary points, so the elements inside the two triangles 

above become zeros. The resulting subsystems or submatrices are 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 1 0 0

0 1 0 0
0 0 1 0 0

𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒
⋱ ⋱ ⋱ ⋱ ⋱

⋱ ⋱ ⋱ ⋱ ⋱
𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒

0 1 0
0 0 1 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

    

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝑓𝑓1

2

𝑓𝑓1+12
𝑓𝑓2+12
𝑓𝑓3+12
⋮
⋮

𝑓𝑓𝑘𝑘−2+12
𝑓𝑓𝑘𝑘−1+12
𝑓𝑓𝑘𝑘+12 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

   = 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑔𝑔0
𝑔𝑔1
𝑔𝑔2
𝑔𝑔3
⋮
⋮

𝑔𝑔𝑘𝑘−2
𝑔𝑔𝑘𝑘−1
𝑔𝑔𝑘𝑘 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

 and 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 1 0 0

0 1 0 0
0 0 1 0 0

𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒
⋱ ⋱ ⋱ ⋱ ⋱

⋱ ⋱ ⋱ ⋱ ⋱
𝑎𝑎 𝑏𝑏 𝑐𝑐 𝑑𝑑 𝑒𝑒

0 1 0
0 0 1 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

    

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑓𝑓𝑘𝑘+1+12
𝑓𝑓𝑘𝑘+2+12
𝑓𝑓𝑘𝑘+2+12
𝑓𝑓𝑘𝑘+2+12

⋮
⋮

𝑓𝑓𝑛𝑛−1−12
𝑓𝑓𝑛𝑛−12
𝑓𝑓𝑛𝑛+12 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

   = 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑔𝑔𝑘𝑘+1
𝑔𝑔𝑘𝑘+2
𝑔𝑔𝑘𝑘+3
𝑔𝑔𝑘𝑘+4
⋮
⋮

𝑔𝑔𝑛𝑛−2
𝑔𝑔𝑛𝑛−1
𝑔𝑔𝑛𝑛 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

. 

the shock 
location 
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Also, the right hand side of the system will be decoupled into the following subsystems: 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑔𝑔0
𝑔𝑔1
𝑔𝑔2
𝑔𝑔3
⋮
⋮
⋮
⋮
⋮
⋮

𝑔𝑔𝑘𝑘−2
𝑔𝑔𝑘𝑘−1
𝑔𝑔𝑘𝑘 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

=  

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑎𝑎1 𝑎𝑎2 𝑎𝑎3 𝑎𝑎4 𝑎𝑎5 𝑎𝑎6 𝑎𝑎7
𝑏𝑏1 𝑏𝑏2 𝑏𝑏3 𝑏𝑏4 𝑏𝑏5 𝑏𝑏6 𝑏𝑏7
𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4
𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣

⋱ ⋱ ⋱ ⋱ ⋱
𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣

𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣
𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣

𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣
⋱ ⋱ ⋱ ⋱ ⋱

𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣
𝑑𝑑1 𝑑𝑑2 𝑑𝑑3 𝑑𝑑4 𝑑𝑑5 𝑑𝑑6 𝑑𝑑7
𝑒𝑒1 𝑒𝑒2 𝑒𝑒3 𝑒𝑒4 𝑒𝑒5 𝑒𝑒6 𝑒𝑒7⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑓𝑓0
𝑓𝑓1
𝑓𝑓2
𝑓𝑓3
⋮
⋮
⋮
⋮
⋮
⋮

𝑓𝑓𝑘𝑘−2
𝑓𝑓𝑘𝑘−1
𝑓𝑓𝑘𝑘 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

  and 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑔𝑔𝑘𝑘+1
𝑔𝑔𝑘𝑘+2
𝑔𝑔𝑘𝑘+3
𝑔𝑔𝑘𝑘+4
⋮
⋮
⋮
⋮
⋮
⋮

𝑔𝑔𝑛𝑛−2
𝑔𝑔𝑛𝑛−1
𝑔𝑔𝑛𝑛 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

=  

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑎𝑎1 𝑎𝑎2 𝑎𝑎3 𝑎𝑎4 𝑎𝑎5 𝑎𝑎6 𝑎𝑎7
𝑏𝑏1 𝑏𝑏2 𝑏𝑏3 𝑏𝑏4 𝑏𝑏5 𝑏𝑏6 𝑏𝑏7
𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4 𝑐𝑐4
𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣

⋱ ⋱ ⋱ ⋱ ⋱
𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣

𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣
𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣

𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣
⋱ ⋱ ⋱ ⋱ ⋱

𝑟𝑟 𝑠𝑠 𝑡𝑡 𝑢𝑢 𝑣𝑣
𝑑𝑑1 𝑑𝑑2 𝑑𝑑3 𝑑𝑑4 𝑑𝑑5 𝑑𝑑6 𝑑𝑑7
𝑒𝑒1 𝑒𝑒2 𝑒𝑒3 𝑒𝑒4 𝑒𝑒5 𝑒𝑒6 𝑒𝑒7⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑓𝑓𝑘𝑘+1
𝑓𝑓𝑘𝑘+2
𝑓𝑓𝑘𝑘+3
𝑓𝑓𝑘𝑘+4
⋮
⋮
⋮
⋮
⋮
⋮

𝑓𝑓𝑛𝑛−2
𝑓𝑓𝑛𝑛−1
𝑓𝑓𝑛𝑛 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

. 
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3.5  Conclusion 

 
In this chapter, the Weighted Upwinding Compact Scheme (WUCS), which 

belongs to the family of finite difference schemes, is proposed. Based on the analysis of 

the dissipation and dispersion errors, the upwinding candidates are constructed in a way 

such that the left and central candidates have a non-negative dissipation. In addition, the 

analysis shows that WUCS has small dispersion errors and achieves the highest resolution 

compared to WCS and the WENO scheme.  

Furthermore, the global dependency problem, using all grid points including the 

downstream points to get the derivative, is prohibited for the shock case, so it is avoided 

with WUCS by decoupling the system into two subsystems.  



52 
 

CHAPTER 4 
 

NUMERICAL RESULTS 
 

Runge-Kutta scheme (Shu et al., 1988) is used for time integration, and WUCS is used 

to find the derivative in the x direction for the following examples.  

4.1. Convection Equation 

The one-dimensional convection equation 

                                                                       𝑢𝑢𝑡𝑡 + 𝑢𝑢𝑥𝑥 = 0,        𝑎𝑎 < 𝑥𝑥 < 𝑏𝑏 

 is solved using WUCS at time tk  with different initial functions 

𝑢𝑢(𝑥𝑥, 0) = 𝑢𝑢0(𝑥𝑥) 

Two types of initial functions are used, smooth and non-smooth. For the smooth ones, 

WUCS is used directly to solve the equation as in section 4.1.1. Also, high frequency 

examples are solved to indicate the scheme has a 7th order of accuracy with high 

resolution as in section 4.1.2. For the non-smooth functions, the proposed scheme is 

applied in two ways. The first way is using the idea of the non-linear weight from the 

WENO scheme by giving very small weights for the candidates that have discontinuities 

as in section 4.1.3. Secondly, the system is decupled into subsystems and solving these 

subsystems using WUCS. In other words, the derivative matrix is decoupled into 

submatrices according to shock locations as in section 4.1.4. 
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 4.1.1         𝑢𝑢(𝑥𝑥, 0) = 𝑢𝑢0(𝑥𝑥),    0 < 𝑥𝑥 < 2 
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Figure 4.2. The numerical solution from 
WUCS when  𝑢𝑢0(𝑥𝑥) =  𝑐𝑐𝑐𝑐𝑐𝑐 (𝜋𝜋𝜋𝜋) at 

different time steps. 
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Figure 4.3.  The numerical solution from 
WUCS when  𝑢𝑢0(𝑥𝑥) =  𝑠𝑠𝑠𝑠𝑠𝑠 (3𝜋𝜋𝜋𝜋) at  
                different time steps. 

Figure 4.4.  The numerical solution from 
WUCS when  𝑢𝑢0(𝑥𝑥) = (𝑠𝑠𝑠𝑠𝑠𝑠 (𝜋𝜋𝜋𝜋))2 at  
                   different time steps. 

Figure 4.1. The numerical solution 
from WUCS when 𝑢𝑢0(𝑥𝑥) = 𝑠𝑠𝑠𝑠𝑠𝑠 (𝜋𝜋𝜋𝜋)   
         at different time steps. 
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4.1.2       𝑢𝑢(𝑥𝑥, 0) = 𝑢𝑢0(𝑥𝑥)  ,   − 𝜋𝜋 < 𝑥𝑥 < 𝜋𝜋 
 
 

Table 4.1. Errors of the numerical solution from WUCS  
when 𝑢𝑢0(𝑥𝑥) =  𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥) at tk=1 

 

N L∞  

ERROR H/2H L∞  

ORDER 

L1 

 ERROR H/2H L1  

ORDER 

L2 

 ERROR H/2H L2  

ORDER 

10 1.36E-05   5.20E-05   2.39E-05   

20 1.11E-07 1.23E+02 6.94 4.39E-07 1.19E+02 6.89 1.97E-07 1.22E+02 6.93 

40 8.78E-10 1.26E+02 6.98 3.50E-09 1.25E+02 6.97 1.56E-09 1.26E+02 6.98 

80 6.89E-12 1.28E+02 6.99 2.75E-11 1.27E+02 6.99 1.22E-11 1.28E+02 7.00 

160 7.34E-14 9.38E+01 6.55 2.18E-13 1.26E+02 6.98 9.78E-14 1.25E+02 6.96 

 
 
 
 

Table 4.2. Errors of the numerical solution from WUCS  
 when 𝑢𝑢0(𝑥𝑥) =  𝑠𝑠𝑠𝑠𝑠𝑠 (10𝑥𝑥) at tk=1 

 

N L∞  
ERROR H/2H L∞  

ORDER 
L1 

 ERROR H/2H L1  
ORDER 

L2  
ERROR H/2H L2  

ORDER 

40 5.58E-02   3.38E-01   1.36E-01   

80 6.14E-04 9.08E+01 6.5 2.59E-03 1.30E+02 7.03 1.13E-03 1.21E+02 6.91 

160 5.23E-06 1.18E+02 6.88 2.11E-05 1.23E+02 6.94 9.33E-06 1.21E+02 6.92 

320 4.18E-08 1.25E+02 6.97 1.67E-07 1.26E+02 6.98 7.42E-08 1.26E+02 6.97 

640 3.28E-10 1.27E+02 6.99 1.31E-09 1.27E+02 6.99 5.82E-10 1.27E+02 6.99 

1280 2.88E-12 1.14E+02 6.83 1.05E-11 1.25E+02 6.97 4.67E-12 1.25E+02 6.96 
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Table 4.3. Errors of the numerical solution from WUCS when 𝑢𝑢0(𝑥𝑥) =  𝑠𝑠𝑠𝑠𝑠𝑠 (20𝑥𝑥) at tk=1 
 

N L∞  
ERROR H/2H L∞  

ORDER 
L1 

 ERROR H/2H L1  
ORDER 

L2  
ERROR H/2H L2  

ORDER 

80 1.12E-01   6.84E-01   2.75E-01   

160 1.23E-03 9.08E+01 6.5 5.20E-03 1.32E+02 7.04 2.27E-03 1.21E+02 6.92 

320 1.05E-05 1.18E+02 6.88 4.22E-05 1.23E+02 6.94 1.87E-05 1.21E+02 6.92 

640 8.35E-08 1.25E+02 6.97 3.35E-07 1.26E+02 6.98 1.48E-07 1.26E+02 6.98 

1280 6.57E-10 1.27E+02 6.99 2.63E-09 1.27E+02 6.99 1.16E-09 1.27E+02 6.99 

 
 

Table 4.4. Errors of the numerical solution from WUCS when 𝑢𝑢0(𝑥𝑥) =  𝑠𝑠𝑠𝑠𝑠𝑠 (40𝑥𝑥) at tk=1 
 

N L∞  
ERROR H/2H L∞  

ORDER 
L1 

 ERROR H/2H L1  
ORDER 

L2  
ERROR H/2H L2  

ORDER 

160 2.23E-01   1.38E+00   5.51E-01   

320 2.46E-03 9.08E+01 6.5 1.04E-02 1.32E+02 7.04 4.53E-03 1.21E+02 6.92 

640 2.09E-05 1.18E+02 6.88 8.45E-05 1.23E+02 6.95 3.73E-05 1.22E+02 6.92 

1280 1.67E-07 1.25E+02 6.97 6.70E-07 1.26E+02 6.98 2.97E-07 1.26E+02 6.98 

2560 1.31E-09 1.27E+02 6.99 5.25E-09 1.27E+02 6.99 2.33E-09 1.27E+02 6.99 

 

 
      Table 4.5. Errors of the numerical solution from WUCS when 𝑢𝑢0(𝑥𝑥) =  𝑠𝑠𝑠𝑠𝑠𝑠 (80𝑥𝑥) at tk=1 

 

N L∞  
ERROR H/2H L∞  

ORDER 
L1 

 ERROR H/2H L1  
ORDER 

L2  
ERROR H/2H L2  

ORDER 

320 4.46E-01 0.00E+00  2.76E+00 0.00E+00  1.10E+00   

640 4.91E-03 9.08E+01 6.5 2.09E-02 1.32E+02 7.05 9.07E-03 1.22E+02 6.93 

1280 4.18E-05 1.18E+02 6.88 1.69E-04 1.23E+02 6.95 7.46E-05 1.22E+02 6.93 

2560 3.34E-07 1.25E+02 6.97 1.34E-06 1.26E+02 6.98 5.93E-07 1.26E+02 6.98 

5120 2.63E-09 1.27E+02 6.99 1.05E-08 1.27E+02 6.99 4.66E-09 1.27E+02 6.99 
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Table 4.6. Errors of the numerical solution from WUCS when 𝑢𝑢0(𝑥𝑥) =  𝑠𝑠𝑠𝑠𝑠𝑠 (160𝑥𝑥) at tk=1 
 

N L∞  
ERROR H/2H L∞  

ORDER 
L1 

 ERROR H/2H L1  
ORDER 

L2 
ERROR H/2H L2  

ORDER 

640 8.92E-01   5.53E+00   2.21E+00   

1280 9.83E-03 9.08E+01 6.5 4.18E-02 1.32E+02 7.05 1.81E-02 1.22E+02 6.93 

2560 8.36E-05 1.18E+02 6.88 3.38E-04 1.24E+02 6.95 1.49E-04 1.22E+02 6.93 

5120 6.68E-07 1.25E+02 6.97 2.68E-06 1.26E+02 6.98 1.19E-06 1.26E+02 6.98 

10240 5.29E-09 1.26E+02 6.98 2.10E-08 1.27E+02 6.99 9.31E-09 1.27E+02 6.99 

 
 

 
 4.1.3        𝑢𝑢0(x) = �0 ,                𝑖𝑖𝑖𝑖  0 ≤ 𝑥𝑥 ≤ 1

1,                𝑖𝑖𝑖𝑖  1 < 𝑥𝑥 ≤ 2              

 
 
 

 

Figure 4.5. The exact solution compared with 
the numerical solutions from both WUCS   
    and the WENO scheme with N=40. 

Figure 4.6. The enlarged portion of the 
selected part as indicated in Figure 4.5. 
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4.1.4        𝑢𝑢0(x) = � 1 ,            𝑖𝑖𝑖𝑖 − 1
4
≤ 𝑥𝑥 ≤ 1

4
0 ,              𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒     

  

 

 
      
 
 
 
4.2. Burgers’ Equation 
 
WUCS is used to solve the nonlinear Burgers’ equation   

   𝑢𝑢𝑡𝑡 + 𝑢𝑢𝑢𝑢𝑥𝑥 = 0,           where     a < 𝑥𝑥 < b 

 with different initial functions as shown in Figures 4.9 - 4.12. Table 4.7 proves that the 

scheme has a 7th order of accuracy.  

x
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Figure 4.7. The exact solution compared 
with the numerical solution from WUCS. 

    

Figure 4.8. Errors of the numerical solution   
       from WUCS at tk=0.5 with N=40. 
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Figure 4.9.  The numerical solution from   
    WUCS when  𝑢𝑢0(𝑥𝑥) =  𝑠𝑠𝑠𝑠𝑠𝑠 (𝜋𝜋𝜋𝜋) at  

different time steps. 

Figure 4.10.  The numerical solution from 
WUCS  when  𝑢𝑢0(𝑥𝑥) =  𝑠𝑠𝑠𝑠𝑠𝑠 (𝜋𝜋𝜋𝜋) at tk=0.5. 
 

Figure 4.12.  The numerical solution from 
WUCS when  𝑢𝑢(𝑥𝑥, 0) = 1

2
(1 − 𝑐𝑐𝑐𝑐𝑐𝑐 (𝜋𝜋𝜋𝜋))  

at different time steps. 

Figure 4.11. The numerical solution from 
WUCS when  𝑢𝑢(𝑥𝑥, 0) = 1

2
(1 − cos (𝜋𝜋𝜋𝜋))  

at different time steps. 
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Table 4.7. Errors of the numerical solution obtained by WUCS of Burgers’ equation 

 when 𝑢𝑢0(𝑥𝑥) =  𝑠𝑠𝑠𝑠𝑠𝑠 (𝜋𝜋𝜋𝜋), 0 < 𝑥𝑥 < 1  at t=1  

 
 
 
 
 
4.3. Euler Equations 

The typical one-dimensional Euler equations for gas dynamics in strong conservation 

form are 

   ∂U
∂t

+ ∂F
∂x

= 0    where  

U = �
𝜌𝜌
𝜌𝜌𝜌𝜌
𝐸𝐸
�, and 

F = �
𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌2 + 𝑃𝑃
(𝐸𝐸 + 𝑃𝑃)𝑢𝑢

� 

where 𝜌𝜌,𝑢𝑢,𝑃𝑃,𝐸𝐸 are the density, velocity, pressure, and total energy, respectively.  

The equation of the state is given by 

  P = (γ − 1)(𝐸𝐸 − 1
2
𝜌𝜌𝜌𝜌2)   where    γ = 1.4. 

N L∞  
ERROR H/2H L∞  

ORDER 
L1 

 ERROR H/2H L1  
ORDER 

L2 
ERROR H/2H L2  

ORDER 

8 1.15E-01   1.44E-02   4.07E-02   

16 2.23E-03 5.15E+01 5.69 2.09E-04 6.88E+01 6.15 5.80E-04 7.01E+01 6.14 

32 1.28E-05 1.74E+02 7.44 1.50E-06 1.39E+02 7.12 3.07E-06 1.89E+02 7.56 

64 1.42E-07 8.99E+01 6.49 9.65E-09 1.55E+02 7.27 3.08E-08 9.98E+01 6.65 

128 1.29E-09 1.10E+02 6.79 8.10E-11 1.19E+02 6.90 2.61E-10 1.18E+02 6.88 
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To improve the shock-capturing property of the Modified Weighted Compact Scheme 

(MWCS) (H. Fu et al., 2013), the idea of decoupling the system of the Weighted 

Upwinding Compact Scheme (WUCS (ID)) is used in MWCS to solve the one-

dimensional Euler equations with different initial conditions. The first example is the 

shock tube problem, and the initial conditions are chosen in a way such that the shock, 

contact discontinuity, and a rarefaction will occur in the solution. The second example, 

shock-entropy interaction, simulates the interaction between the shock wave and 

fluctuations. To solve the Euler equations, three-step TVD Runge-Kutta is used in time 

marching. Additionally, Lax-Friedrich flux vector splitting is used in solving the Euler 

equations.  

 
 
4.3.1 Shock tube problem 
 
First, the one-dimensional Euler equations above are solved with the following initial 

conditions  

(𝜌𝜌,𝑢𝑢,𝑃𝑃) = � (1.0,0,1.0),    𝑥𝑥 ≤ 0
(0.125,0,0.1),    𝑥𝑥 > 0 

Figures 4.13 - 4.20 illustrate the distribution of the pressure, density, velocity, and energy 

calculated by the decoupling method of the proposed scheme and compared with the 

related schemes, the WENO scheme and MWCS, when N=221. These figures show the 

ability of the scheme to capture the shock wave and the contact discontinuities. In the 

following figures, the solid line represents the numerical solution obtained by the WENO 

scheme with a fine grid of N=1601, and this is regarded as an exact solution.  
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Figure 4.13. The shock tube problem. 
Distribution of pressure at t=2. 

Figure 4.14. The enlarged portion of the 
selected part as indicated in Figure 4.13. 
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Figure 4.16. The enlarged portion of the 
selected part as indicated in Figure 4.15. 

Figure 4.15. The shock tube problem. 
Distribution of density solution at t=2. 
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Figure 4.19. The shock tube problem. 
Distribution of energy at t=2. 

Figure 4.18. The enlarged portion of the 
selected part as indicated in Figure 4.17. 

Figure 4.20. The enlarged portion of the 
selected part as indicated in Figure 4.19. 
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Figure 4.17. The shock tube problem. 
Distribution of velocity at t=2. 
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Figures 4.21- 4.24 clearly indicate the preference of WUCS(ID) near shock areas 

compared with the WENO scheme and MWCS because it requires fewer points to capture 

the shocks. 

   

Figure 4.21. The shock tube problem. The 
enlarged portion of the selected part as 

indicated in Figure 4.13. 

Figure 4.22. The shock tube problem. The 
enlarged portion of the selected part as 

indicated in Figure 4.15. 

Figure 4.24. The shock tube problem. The 
enlarged portion of the selected part as 

indicated in Figure 4.19. 
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Figure 4.23. The shock tube problem. The 
enlarged portion of the selected part as 

indicated in Figure 4.17. 
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4.3.2 Shock-entropy interaction problem 

To test the shock-capturing capacity and resolution, the scheme is applied to the 1-D 

problem of shock-entropy wave interaction. In this case, the Euler equations are solved 

with the following initial conditions: 

 (𝜌𝜌,𝑢𝑢,𝑃𝑃) = �
(3.857143, 2.629369, 10.33333),    𝑥𝑥 < −4
             (1 + 0.2 sin (5𝑥𝑥), 0, 1),           𝑥𝑥 ≥ −4  

The shock in this problem is moving into a density fluctuation field, and it interacts with 

the fluctuation. The results from WUCS(ID) are compared with the WENO scheme and 

MWCS as shown in Figures 4.25 - 4.32. It can be clearly seen how the fine structures are 

resolved with high frequency by the presented scheme without serious oscillation near 

shock areas.  
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Figure 4.25. The shock-entropy interaction 
problem. Distribution of pressure at t=1.8. 

Figure 4.26. The enlarged portion of the 
selected part as indicated in Figure 4.25. 
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Figure 4.28. The enlarged portion of the 
selected part as indicated in Figure 4.27. 

Figure 4.27.  The shock-entropy 
interaction problem. Distribution of 

density at t=1.8. 
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Figure 4.29. The shock-entropy interaction 
problem. Distribution of velocity at t=1.8. 

Figure 4.30. The enlarged portion of the 
selected part as indicated in Figure 4.29. 
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 In Figures 4.33 - 4.36, the results from WUCS(ID) are compared with WENO and MWCS 

schemes near shock areas. From these figures, one can see the ability of the proposed 

scheme to capture the shock. Moreover, the results from WUCS(ID) are sharper and much 

better than the WENO scheme and MWCS in the shock areas as shown below because 

fewer points are required to capture the discontinuity compared to the WENO scheme 

and MWCS. 
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Figure 4.32. The enlarged portion of the 
selected part as indicated in Figure 4.31. 

Figure 4.31. The shock-entropy interaction 
problem. Distribution of energy at t=1.8. 
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Figure 4.33. The shock-entropy interaction 
problem. The enlarged portion of the selected 

part as indicated in Figure 4.25. 

Figure 4.34. The shock-entropy interaction 
problem. The enlarged portion of the selected 

part as indicated in Figure 4.27. 
 

Figure 4.35. The shock-entropy interaction 
problem. The enlarged portion of the 

 selected part as indicated in Figure 4.29. 
 

Figure 4.36. The shock-entropy interaction 
problem. The enlarged portion of the  

selected part as indicated in Figure 4.31. 
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4.4   Conclusion 
 
 

WUCS is applied to many one dimensional typical problems involving 

discontinuities and shock waves in this chapter. The results show that the proposed 

scheme has a high order in smooth areas and has the capability to capture the shock by 

making the global dependence become an upwinding dependence. Many high frequency 

examples are solved by WUCS to indicate that the scheme has a 7th order of accuracy 

with high resolution in smooth regions. For non-smooth regions, the system is decoupled 

into subsystems, and these subsystems are solved using WUCS. In other words, the 

derivative matrix is decoupled into submatrices according to shock locations. Compared 

to the WENO scheme and MWCS, the results from WUCS(ID) are much more accurate 

because the number of points that are required to capture the discontinuity are decreased.  
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CHAPTER 5 
 

CONCLUSION AND FUTURE WORK 
 
 

 
 

For smooth and periodic functions, the Fast Fourier Transform (FFT) 

algorithm can be applied successfully, but it is not suitable for non-periodic 

functions. To overcome this issue, the Modified Buffered Fourier Method (MBFM) 

is illustrated in this dissertation. The proposed method can deal with non-periodic 

problems by using the idea of the buffered zone, which can be implemented by 

extending the domain and adding smooth interpolations. In the Standard Fourier 

Spectral Method (SFSM), the derivative of the source function might not be 

periodic on the boundaries, so large oscillation near the boundaries may appear. 

However, the oscillation will be highly reduced when using MBFM because 

MBFM can make the function and its derivative periodic on the boundaries. Also, 

compared with SFSM, the order of accuracy can be improved from 2 to 7 when 

using MBFM as shown in the numerical examples. Additionally, MBFM requires 

less computation time compared with other numerical methods because it keeps all 

the advantages of FFT. Hence, adding only a 25% buffer zone, a high order solution 

with much less oscillation near the boundaries will be gained. Moreover, there is 

an effort to apply the proposed method in some cavity flow problems. 

For non-smooth functions, the Weighted Upwinding Compact Scheme 

(WUCS), which belongs to the family of finite difference schemes, is proposed. 
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Based on the analysis of the dissipation and dispersion at each stencil, the 

upwinding candidates are constructed in such a way that the left and central 

candidates have a positive dissipation with a very small dispersion for high 

resolution. In addition, the global dependency problem, using all grid points 

including the downstream points to get the derivative, is avoided by WUCS because 

it is prohibited for the shock case. When applying WUCS to many one dimensional 

typical problems involving discontinuities and shock waves, the results show that 

the proposed scheme has a 7th order in smooth areas and can capture the shock in 

the non-smooth areas by decoupling the system into subsystems. Sharper solutions 

and fewer points in shock regions are achieved from WUCS(ID) compared to the 

WENO scheme and MWCS. 

 
Many efforts will be made to use the decoupling technology for the new 

scheme and apply it to: 

• All cases of the 1-D Euler equations. 

• 2-D and 3-D Navier-Stokes equations 

• Multi-dimensional flows with shock-turbulence interaction. 
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