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In this dissertation, we present four journal articles in the area of game theory. In the first article, we define a generalized equilibrium for $n$-person normal form games. We prove that the Nash equilibrium and the mixed Berge equilibrium are special cases of the generalized equilibrium. In the second article, we study the computational complexity of finding a mixed Berge equilibrium in $n$-person normal form games. In particular, we prove that the problem is an NP-complete problem for $n \geq 3$. In the third article, we give an interpretation of mixed strategies via resource allocation. Finally, in the fourth article, we extend the concept of the mixed Berge equilibrium to $n$-person extensive form games.
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## Chapter 1

## Introduction

Game theory is the study of competitive situations among rational players, who choose their strategies in order to maximize their expected utilities based on their expectations of other players' behaviors. Games can be in normal or extensive form. The most used solution concept in game theory is the Nash equilibrium (NE). It was introduced in [1] and [2]. The NE assumes that every player wants to maximize his own expected payoff. The other solution concept we consider in this dissertation is the Berge equilibrium (BE). The BE, a pure strategy concept, was introduced in [3] and formally defined in [4]. A BE strategy means that every player other than player $i$ wants to maximize player $i^{\prime}$ s expected payoff. The BE was extended to the dual equilibrium (DE) or the mixed Berge equilibrium (MBE) in [5]. In this dissertation, we present four journal articles to which the two authors contributed equally.

In Chapter 2, we present the first article. We define a generalized equilibrium for $n$-person normal form games. In this article, we address a very important issue in the study of game theory which is the computation of the equilibrium points. For example, a nonlinear programming approach was introduced in [6] and [7] to find an NE in 3 -person and $n$-person games respectively. We extend their approach to the generalized equilibrium. We prove that a generalized equilibrium exists if and only if the maximum of a nonlinear program is 0 . We also prove that both the NE and the MBE are special cases of the generalized equilibrium.

In the Chapter 3, we present a second article on the computational complexity of finding an MBE.The computational complexity of finding a Nash equilibrium is a well-studied problem in literature. The computational complexity of finding a pure BE was studied in [8]. However, in our article, we prove that finding an MBE is a PPAD-complete problem in the case of a 2 -person game and it is an NP-complete problem when $n \geq 3$.

In Chapter 4, we present an article to deal with the difficulties associated with mixed strategies. The concept of mixed strategies is widely used in game theory. However, the concept of mixed strategy requires a randomization process. For example see [9]. We show that mixed strategies can be interpreted as a resource allocation strategy. In other words, we show that a mixed strategy at an equilibrium is equivalent to each player allocating some resource among different strategies.

In Chapter 5, we present our fourth article. In this article, we extend the concept of the MBE
to the $n$-person games in extensive form. Furthermore, we define the concept of a subgame perfect Berge equilibrium.

In Chapter 6, we give our conclusions.
The references for Chapter 1 are given below, in addition those in the articles of Chapters 2-5.
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#### Abstract

A generalized equilibrium for finite $n$-person normal form games is defined as a collection of mixed strategies with the following property: no player in some subset $B$ of the players can achieve a better expected payoff if players in an associated set $G$ change strategies unilaterally. A generalized equilibrium is proved to exist for a game if and only if the maximum objective function value of a certain nonlinear programming problem is zero, in which case the solution to the nonlinear program yields a generalized equilibrium.


### 2.1 Introduction

Game theory is the study of mathematical decision making among players who make individual choices according to their personal notions of rationality and according to their expectations of the other players actions. For example, a player may act selfishly for his own personal gain or cooperatively for the benefit of other players. [1] proved, using fixed point theorems, the existence of a mixed Nash equilibrium $(N E)$ for all noncooperative games where no player can obtain a better payoff by unilaterally changing his strategy. In other words in an $N E$ the players are only concerned with their own self interest. The computation of the $N E$ has been an active area of research. [2] modeled the problem of finding an $N E$ for bimatrix games as a quadratic programming problem. [3] modeled the problem of finding an $N E$ for 3 -person games as a nonlinear optimization problem, while [4] did the same for $n$-person games.

A different solution concept was proposed by [5]. He developed a pure strategy refinement for the $N E$ that was formalized by [6]. In a Berge equilibrium ( $B E$ ) a unilateral change of strategy by any one player cannot increase another player's payoff. Many researchers have studied the $B E$, for example see [7], [8], and [9]. Existence theorems for a $B E$ were considered in [10], [11], [12], [13], and [14]. For existence conditions also see [15],[16], [17], and [18]. [19] extended the pure $B E$ to a mixed Berge equilibrium ( $M B E$ ) in normal form $n$-person games and showed an MBE need not exist for $n>2$.

For computational approaches to finding a $B E$, see [20] where an algorithm was developed for computing all $B E$ in normal form games, and [21] who presented an evolutionary approach for detecting Berge and Nash equilibrium.

In this paper, we present a definition for a mixed generalized equilibrium $(G E)$ in finite normal form $n$-person games for which both the $N E$ and the $M B E$ are special cases. The $G E$ is an extension of the $P / K$-equilibrium [5] to mixed strategies. We then extend the nonlinear programming approach in [4] for both proving the existence and finding a $G E$ for finite $n$-person games where each of the players wants to maximize the expected payoff for one or more of the players, including the cases of only himself or all other players.

This paper is organized as follows. In Section 2, needed notation is given. In Section 3, the $G E$ is formally defined and the $N E$ and the $M B E$ are shown to be special cases. In Section 4, we give a nonlinear program for obtaining a $G E$ if one exists. Numerical examples are presented in Section 5.

### 2.2 Preliminaries

In this paper, let $\Gamma=\left(I,\left(S_{i}\right)_{i \in I},\left(u_{i}\right)_{i \in I}\right)$ be an $n$-person normal form game, where $I=\{1, \ldots, n\}$ is the set of the $n$ players, and $S_{i}=\left\{s_{i}^{1}, \ldots, s_{i}^{m_{i}}\right\}$ is the set of $m_{i}$ pure strategies available for player $i$. Player $i$ chooses each strategy $s_{i}^{j}$ with probability $\sigma_{i}\left(s_{i}^{j}\right)$. A mixed strategy for player $i$ is a probability distribution over the player's pure strategies set, $\sigma_{i}=\left(\sigma_{i}^{1}, \ldots, \sigma_{i}^{m_{i}}\right)$, where $\sum_{j=1}^{m_{i}} \sigma_{i}\left(s_{i}^{j}\right)=$ 1 , and $\sigma_{i}\left(s_{i}^{j}\right) \geq 0, j=1, \ldots, m_{i}$. Denote the set of mixed strategies for player $i$ by $\Delta S_{i}$. A pure
strategy is a special case of a mixed strategy where a player chooses one strategy with probability 1 and the remaining strategies with probability 0 . A strategy profile $\sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ is the $n$-tuple of the $n$ players mixed strategies.

The set of joint pure strategies of all players other than player $i$, is $S_{-i}=\left\{s_{-i}^{1}, \ldots, s_{-i}^{m_{-i}}\right\}$, where $m_{-i}=\prod_{j \in I-i} m_{j}$ is the number of joint pure strategies available for all the players other than player $i$. The joint probability $\sigma_{-i}\left(s_{-i}^{k}\right)$ is the probability that all players other than player $i$ play the joint pure strategy $s_{-i}^{k}$ and is the product of the probability that each player in $I-i$ chooses his corresponding strategy. Note that $\sigma_{-i}=\left(\sigma_{-i}^{1}, \ldots, \sigma_{-i}^{m_{-i}}\right)$, where $\sum_{j=1}^{m_{-i}} \sigma_{-i}\left(s_{-i}^{j}\right)=1$ and $\sigma_{-i}\left(s_{-i}^{j}\right) \geq 0, j=1, \ldots, m_{-i}$. The set of mixed strategies for all players other than player $i$ is $\Delta S_{-i}$. Let $u_{i}\left(\sigma_{i}, \sigma_{-i}\right)$ be the expected payoff for player $i$ when player $i$ plays the mixed strategy $\sigma_{i}$ and the rest of the players play the mixed strategy $\sigma_{-i}$.

The following identities represent the expected payoff for player $i$ from [19]. If player $i$ chooses the mixed strategy $\sigma_{i}$ and the rest of players choose the mixed strategy $\sigma_{-i}$, then player's $i$ expected payoff is

$$
u_{i}\left(\sigma_{i}, \sigma_{-i}\right)=\sum_{j=1}^{m_{i}} \sum_{k=1}^{m_{-i}} \sigma_{i}\left(s_{i}^{j}\right) \sigma_{-i}\left(s_{-i}^{k}\right) u_{i}\left(s_{i}^{j}, s_{-i}^{k}\right), \forall i \in I .
$$

If player $i$ chooses a pure strategy $s_{i}^{j}$ and the rest of players choose the mixed strategy $\sigma_{-i}$, then player's $i$ expected payoff is

$$
u_{i}\left(s_{i}^{j}, \sigma_{-i}\right)=\sum_{k=1}^{m_{-i}} \sigma_{-i}\left(s_{-i}^{k}\right) u_{i}\left(s_{i}^{j}, s_{-i}^{k}\right), \forall i \in I .
$$

We extend the approach of [12] for the $B E$ and the $N E$ to a $G E$.
Definition 2.1. Let $D$ be an index set and let $\left\{G_{d}\right\}_{d \in D}$ be a family of nonempty proper and distinct subsets of the set of all players I such that $\cup_{d \in D} G_{d}=I$. Let $\left\{B_{d}\right\}_{d \in D}$ be a family of nonempty subsets of the set of all players $I$ such that $\cup_{d \in D} B_{d}=I$. The players in each of the proper subsets $G_{d}$ want to maximize the expected payoff for each individual player in the associated subset $B_{d}$.

Note $\cup_{d \in D} G_{d}=I$ and $\cup_{d \in D} B_{d}=I$; otherwise the game is reduced to one with fewer number of players. $G_{d}$ is a proper subset or the problem of finding a $G E$ becomes a series of maximization problems. Define $-G_{d}=I-G_{d}$ to be the set of all players other than the players in the proper subset $G_{d}$. In the case of subsets of players $G_{d}$, the joint strategy set is the Cartesian product $S_{G_{d}}=\times_{i \in G_{d}} S_{i}$ of the individual players in $G_{d}$ pure strategy sets. The number of joint pure strategies for the players in the proper subset $G_{d}$ is denoted by $m_{G_{d}}$.

The probability that the players in $G_{d}$ choose a joint pure strategy is the product of the probability that each individual player in $G_{d}$ chooses his corresponding individual strategy. A mixed strategy for the proper subset $G_{d}$ is given by the probability distribution $\sigma_{G_{d}}=\left(\sigma_{G_{d}}^{1}, \ldots, \sigma_{G_{d}}^{m_{G_{d}}}\right)$, where $\sum_{j=1}^{m_{G_{d}}} \sigma_{G_{d}}\left(s_{G_{d}}^{j}\right)=1$, and $\sigma_{G_{d}}\left(s_{G_{d}}^{j}\right) \geq 0, j=1, \ldots, m_{G_{d}}$. The set of mixed strategies for players in $G_{d}$ is denoted by $\Delta S_{G_{d}}$. Let $S_{-G_{d}}$ be the set of the $m_{-G_{d}}$ joint pure strategies for all players in $-G_{d}$. As an example, consider a four player game where each player has two strategies. $S_{1}=\left\{s_{1}^{1}, s_{1}^{2}\right\}$,
$S_{2}=\left\{s_{2}^{1}, s_{2}^{2}\right\}, S_{3}=\left\{s_{3}^{1}, s_{3}^{2}\right\}$, and $S_{4}=\left\{s_{4}^{1}, s_{4}^{2}\right\}$. Let $G_{1}=\{1,2\}$, note that $-G_{1}=I-G_{1}=\{3,4\}$. The number of pure joint strategies for players in $G_{1}$ is $m_{G_{1}}=m_{1} \times m_{2}=2 \times 2=4$, and the set of pure strategies for players in $G_{1}$ is $S_{G_{1}}=\left\{\left(s_{1}^{1}, s_{2}^{1}\right),\left(s_{1}^{1}, s_{2}^{2}\right),\left(s_{1}^{2}, s_{2}^{1}\right),\left(s_{1}^{2}, s_{2}^{2}\right)\right\}$. The probability that the players in $G_{1}$ choose their first strategy is $\sigma_{G_{1}}\left(s_{G_{1}}^{1}\right)=\sigma_{1}\left(s_{1}^{1}\right) \times \sigma_{2}\left(s_{2}^{1}\right)$.

With $G_{d}$ and $-G_{d}$ as two individual players, the following identities can be derived from (2.1) and (2.1). Player's $i$ expected payoff when players in $G_{d}$ choose the mixed strategy $\sigma_{G_{d}}$ and players in $-G_{d}$ choose the mixed strategy $\sigma_{-G_{d}}$ is,

$$
u_{i}\left(\sigma_{G_{d}}, \sigma_{-G_{d}}\right)=\sum_{j=1}^{m_{G_{d}}} \sum_{k=1}^{m_{-G_{d}}} \sigma_{G_{d}}\left(s_{G_{d}}^{j}\right) \sigma_{-G_{d}}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right) .
$$

Player's $i$ expected payoff when players in $G_{d}$ choose their pure joint strategy $s_{G_{d}}^{j}$ and players in $-G_{d}$ choose the mixed strategy $\sigma_{-G_{d}}$ is,

$$
u_{i}\left(s_{G_{d}}^{j}, \sigma_{-G_{d}}\right)=\sum_{k=1}^{m_{-G_{d}}} \sigma_{-G_{d}}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right) .
$$

Proposition 2.1. The identities (2.1) and (2.1) are equivalent, as for (2.1) and (2.1).
Proof. Since $G_{d} \cup-G_{d}=I$, then either $i \in G_{d}$ or $i \in-G_{d}$. We provide the proof for $i \in G_{d}$ and it is similar for $i \epsilon-G_{d}$. From (2.1) and since $-G_{d}=I-G_{d}$, then $u_{i}\left(\sigma_{G_{d}}, \sigma_{-G_{d}}\right)=u_{i}\left(\sigma_{i}, \sigma_{G_{d}-i}, \sigma_{-G_{d}}\right)=$ $u_{i}\left(\sigma_{i}, \sigma_{-i}\right)$. Hence (2.1) and (2.1) are equivalent. Similarly, from (2.1), $u_{i}\left(s_{G_{d}}^{j}, \sigma_{-G_{d}}\right)=u_{i}\left(s_{i}^{j}, s_{G_{d}-i}^{k}, \sigma_{-G_{d}}\right)$. But, a pure strategy for $G_{d}-i$ is a special case of a mixed strategy. Hence, $u_{i}\left(s_{G_{d}}^{j}, \sigma_{-G_{d}}\right)=u_{i}\left(s_{i}^{j}, \sigma_{-i}\right)$, and (2.1) and (2.1) are equivalent.

### 2.3 The Generalized Equilibrium

In this section we define a $G E$ for a normal form $n$-person game. We then show that both the $N E$ and the $M B E$ are special cases of the $G E$.

Definition 2.2. (GE) A strategy $\sigma^{*}$ is a $G E$ if and only if

$$
u_{i}\left(\sigma^{*}\right) \geq u_{i}\left(\sigma_{G_{d}}, \sigma_{-G_{d}}^{*}\right), \forall \sigma_{G_{d}} \in \Delta S_{G_{d}}, \forall i \in B_{d}, \forall d \in D .
$$

In Definition 2.2, all players in $G_{d}$ share the goal of maximizing the individual expected payoff for each player in the corresponding $B_{d}$. Moreover, the definition of a $G E$ implies no player $i \in B_{d}$ for any $d \in D$ gets a better expected payoff if any player in the corresponding distinct proper subset $G_{d}$ change his strategy unilaterally. For comparison with the $G E$, we formally define the $N E$ and the MBE.

Definition 2.3. (NE) A strategy $\sigma^{*}$ is an $N E$ if and only if

$$
u_{i}\left(\sigma^{*}\right) \geq u_{i}\left(\sigma_{i}, \sigma_{-i}^{*}\right), \forall \sigma_{i} \in \Delta S_{i}, \forall i \in I .
$$

In an $N E$, no player with a unilateral change of strategy can increase his expected payoff.
Definition 2.4. (MBE) A strategy $\sigma^{*}$ is an MBE if and only if

$$
u_{i}\left(\sigma^{*}\right) \geq u_{i}\left(\sigma_{i}^{*}, \sigma_{-i}\right), \forall \sigma_{-i} \in \Delta S_{-i}, \forall i \in I .
$$

In an $M B E$, no player with a unilateral change of strategy can increase another player's expected payoff. As opposed to the mixed $N E$ which is guaranteed to exist, an $M B E$ exists only when the intersection of the set of fixed points for $n$ correspondences is not empty. See [19] for topolgical conditions for the $M B E$ existence. We now show that the $N E$ and the $M B E$ are special cases of the $G E$.

Proposition 2.2. Let $D=I, G_{i}=\{i\}$ and $B_{i}=\{i\} \forall i \in I$, then a $G E$ is an NE.
Proof. From Definition 2.2 a strategy $\sigma^{*}$ is a $G E$ if and only if

$$
u_{i}\left(\sigma^{*}\right) \geq u_{i}\left(\sigma_{G_{i}}, \sigma_{-G_{i}}^{*}\right), \forall \sigma_{G_{i}} \in \Delta S_{G_{i}}, \forall i \in I .
$$

Since $G_{i}=\{i\},-G_{i}=\{-i\}$, and $B_{i}=\{i\}$, then

$$
u_{i}\left(\sigma^{*}\right) \geq u_{i}\left(\sigma_{i}, \sigma_{-i}^{*}\right), \forall \sigma_{i} \in \Delta S_{i}, \forall i \in I
$$

so the $G E$ is an $N E$ by Definition 4.1.
Proposition 2.3. Let $D=I, G_{i}=\{-i\}$ and $B_{i}=\{i\} \forall i \in I$, then a $G E$ is an MBE.
Proof. From Definition 2.2 a strategy $\sigma^{*}$ is a $G E$ if and only if

$$
u_{i}\left(\sigma^{*}\right) \geq u_{i}\left(\sigma_{G_{i}}, \sigma_{-G_{i}}^{*}\right), \forall \sigma_{G_{i}} \in \Delta S_{G_{i}}, \forall i \in I
$$

Since $G_{i}=\{-i\},-G_{i}=\{i\}$, and $B_{i}=\{i\}$, then

$$
u_{i}\left(\sigma^{*}\right) \geq u_{i}\left(\sigma_{i}^{*}, \sigma_{-i}\right), \forall \sigma_{-i} \in \Delta S_{-i}, \forall i \in I,
$$

so the $G E$ is an $M B E$ by Definition 2.4.

### 2.4 Existence and Computation

In this section we give necessary and sufficient conditions for the existence of a $G E$. We then present a nonlinear program that finds a $G E$ if and only if the maximum of the nonlinear program is 0 .

Lemma 2.1. For a game $\Gamma$, let $\beta^{*}=\left(\beta_{1}^{*}, \ldots, \beta_{n}^{*}\right)$ be the expected payoffs for the $n$ players and let
$\sigma^{*}=\left(\sigma_{1}^{*}, \ldots, \sigma_{n}^{*}\right)$ be a GE. Then

$$
\begin{aligned}
& u_{i}\left(s_{G_{d}}^{j}, \sigma_{-G_{d}}^{*}\right)=\sum_{k=1}^{m_{-G_{d}}} \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right) \leq \beta_{i}^{*}, \\
& \forall s_{G_{d}}^{j} \in S_{G_{d}}, \forall i \in B_{d}, \forall d \in D .
\end{aligned}
$$

Proof. Let $\sigma^{*}=\left(\sigma_{1}^{*}, \ldots, \sigma_{n}^{*}\right)$ be a $G E$ for the game. Then from Definition 2.2

$$
\begin{aligned}
& u_{i}\left(\sigma^{*}\right)=\beta_{i}^{*}=\sum_{j=1}^{m} \sum_{k=1}^{m_{G_{d}}} \sigma_{-G_{d}} \sigma_{G_{d}}^{*}\left(s_{G_{d}}^{j}\right) \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right) \geq \\
& \sum_{j=1}^{m_{G_{d}}} \sum_{k=1}^{m_{-G_{d}}} \sigma_{G_{d}}\left(s_{G_{d}}^{j}\right) \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right), \\
& \forall \sigma_{G_{d}} \in \Delta S_{G_{d}}, \quad \forall i \in B_{d}, \quad \forall d \in D .
\end{aligned}
$$

Assume players in $G_{d}$ choose a pure strategy $s_{G_{d}}^{j}$. Then $\sigma\left(s_{G_{d}}\right)=(0, \ldots, 1, \ldots, 0)$, and

$$
\begin{align*}
& \beta_{i}^{*}=\sum_{j=1}^{m_{G_{d}}} \sum_{k=1}^{m_{-G_{d}}} \sigma_{G_{d}}^{*}\left(s_{G_{d}}^{j}\right) \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right) \geq \\
& \sum_{k=1}^{m_{-G_{d}}} \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right) . \tag{2.1}
\end{align*}
$$

Since $\sum_{k=1}^{m-G_{d}} \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right)=u_{i}\left(s_{G_{d}}^{j}, \sigma_{-G_{d}}^{*}\right)$, then

$$
\begin{equation*}
u_{i}\left(s_{G_{d}}^{j}, \sigma_{-G_{d}}^{*}\right) \leq \beta_{i}^{*}, \forall s_{G_{d}}^{j} \in S_{G_{d}}, \forall i \in B_{d}, \forall d \in D . \tag{2.2}
\end{equation*}
$$

This completes the proof.
We next prove necessary and sufficient conditions for the existence of a $G E$.
Theorem 2.1. For a game $\Gamma$, suppose there exists an $n$-tuple $\beta^{*}=\left(\beta_{1}^{*}, \ldots, \beta_{n}^{*}\right)$ and a mixed strategy profile $\sigma^{*}=\left(\sigma_{1}^{*}, \ldots, \sigma_{n}^{*}\right)$ such that

$$
\begin{equation*}
\sum_{k=1}^{m_{-G_{d}}} \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right) \leq \beta_{i}^{*}, \forall s_{G_{d}}^{j} \in S_{G_{d}}, \quad \forall i \in B_{d}, \forall d \in D . \tag{2.3}
\end{equation*}
$$

Then $\sigma^{*}$ is a $G E$ and $u_{i}\left(\sigma^{*}\right)=\beta_{i}^{*}, \forall i \in I$, if and only if $\sigma_{G_{d}}^{*}\left(s_{G_{d}}^{j}\right)=0$ whenever

$$
\begin{equation*}
\sum_{k=1}^{m_{-G_{d}}} \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right)<\beta_{i}^{*} . \tag{2.4}
\end{equation*}
$$

Proof. Let $\sigma^{*}$ be a $G E$ and $u_{i}\left(\sigma^{*}\right)=\beta_{i}^{*}, \forall i \in I$, then by Lemma 2.1,

$$
\sum_{k=1}^{m_{-G_{d}}} \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right) \leq \beta_{i}^{*}, \forall s_{G_{d}}^{j} \in S_{G_{d}}, \forall i \in B_{d}, \forall d \in D .
$$

Suppose there exists a $d \in D$ such that for some $i \in B_{d}, \sigma_{G_{d}}^{*}\left(s_{G_{d}}^{j}\right)>0$ and

$$
\sum_{k=1}^{m_{-G_{d}}} \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right)<\beta_{i}^{*} .
$$

Then summing over gives

$$
u_{i}\left(\sigma^{*}\right)=\sum_{j=1}^{m_{G_{d}}} \sum_{k=1}^{m_{-G_{d}}} \sigma_{G_{d}}^{*}\left(s_{G_{d}}^{j}\right) \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right)<\beta_{i}^{*}
$$

which is a contradiction. Hence $\sigma_{G_{d}}^{*}\left(s_{G_{d}}^{j}\right)=0$.
Conversely, suppose $\sigma_{G_{d}}^{*}$ is a probability distribution over the set of the pure strategies for the players in the proper subset $G_{d}$ such that (2.3) and (2.4) are satisfied. Then summing over gives

$$
\begin{aligned}
& \beta_{i}^{*}=u_{i}\left(\sigma^{*}\right)=\sum_{j=1}^{m_{G_{d}}} \sum_{k=1}^{m_{-G_{d}}} \sigma_{G_{d}}^{*}\left(s_{G_{d}}^{j}\right) \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right) \geq \\
& \sum_{j=1}^{m_{G_{d}}} \sum_{k=1}^{m_{-G_{d}}} \sigma_{G_{d}}\left(s_{G_{d}}^{j}\right) \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right), \\
& \forall \sigma_{G_{d}} \in \triangle S_{G_{d}}, \forall i \in B_{d}, \forall d \in D,
\end{aligned}
$$

which is the same as Definition 2.2. Hence $\sigma^{*}$ is a $G E$ and $u_{i}\left(\sigma^{*}\right)=\beta_{i}^{*}, \forall i \in I$.
The following nonlinear program $P$ obtains a $G E$, if one exists, in an $n$-person normal form game $\Gamma$. It seeks to

$$
(P) \text { maximize } g(\sigma, \beta)=\sum_{i=1}^{N}\left[\left(\sum_{j=1}^{m_{i}} \sum_{k=1}^{m_{-i}} \sigma_{i}\left(s_{i}^{j}\right) \sigma_{-i}\left(s_{-i}^{k}\right) u_{i}\left(s_{i}^{j}, s_{-i}^{k}\right)\right)-\beta_{i}\right]
$$

subject to

$$
\begin{aligned}
& \sum_{k=1}^{m_{-G_{d}}} \sigma_{-G_{d}}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right) \leq \beta_{i}, \forall s_{G_{d}}^{j} \in S_{G_{d}}, \forall i \in B_{d}, \forall d \in D . \\
& \sum_{j=1}^{m_{i}} \sigma_{i}\left(s_{i}^{j}\right)=1, \forall i \in I . \\
& \sigma_{i}\left(s_{i}^{j}\right) \geq 0, \forall i \in I, j=1, \ldots, m_{i} .
\end{aligned}
$$

Lemma 2.2. Let $\left(\sigma^{*}, \beta^{*}\right)$ be a feasible point for the problem $P$. Then $g\left(\sigma^{*}, \beta^{*}\right) \leq 0$.

Proof. From (2.5),

$$
\sum_{k=1}^{m_{-G_{d}}} \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right) \leq \beta_{i}^{*}, \forall s_{G_{d}}^{j} \in S_{G_{d}}, \forall i \in B_{d}, \forall d \in D
$$

and

$$
\sum_{j=1}^{m_{G_{d}}} \sigma_{G_{d}}\left(s_{G_{d}}^{j}\right)=1,
$$

so

$$
\begin{aligned}
& \sum_{j=1}^{m_{G_{d}}} \sum_{k=1}^{m_{-G_{d}}} \sigma_{G_{d}}^{*}\left(s_{G_{d}}^{j}\right) \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right) \leq \sum_{j=1}^{m_{G_{d}}} \sigma_{G_{d}}^{*}\left(s_{G_{d}}^{j}\right) \beta_{i}^{*}=\beta_{i}^{*}, \\
& \forall i \in B_{d}, \forall d \in D .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\sum_{j=1}^{m_{G_{d}}} \sum_{k=1}^{m_{-G_{d}}} \sigma_{G_{d}}^{*}\left(s_{G_{d}}^{j}\right) \sigma_{-G_{d}}^{*}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right)-\beta_{i}^{*} \leq 0, \forall i \in B_{d}, \forall d \in D . \tag{2.5}
\end{equation*}
$$

Hence by $(2.5), g\left(\sigma^{*}, \beta^{*}\right) \leq 0$.
Lemma 2.3. If $g(\sigma, \beta) \neq 0, \forall(\sigma, \beta)$. Then there does not exist a GE for the game $\Gamma$.
Proof. Assume $g(\sigma, \beta) \neq 0$. It follows from Lemma 2.2 that

$$
g(\sigma, \beta)<0, \forall(\sigma, \beta)
$$

Thus there exists at least one player $i \in B_{d}$ for some $d \in D$ such that

$$
\sum_{k=1}^{m_{-G_{d}}} \sigma_{-G_{d}}\left(s_{-G_{d}}^{k}\right) u_{i}\left(s_{G_{d}}^{j}, s_{-G_{d}}^{k}\right)<\beta_{i}
$$

and

$$
\sigma_{G_{d}}\left(s_{G_{d}}^{j}\right)>0, \forall \sigma_{G_{d}} \in \triangle S_{G_{d}}
$$

Hence by Theorem 2.1 there does not exist a $G E$ for the game $\Gamma$.
Theorem 2.2. Let $\sigma^{*}=\left(\sigma_{1}^{*}, \ldots, \sigma_{n}^{*}\right)$ be a strategy profile and $\beta^{*}=\left(\beta_{1}^{*}, \ldots, \beta_{n}^{*}\right)$ be the $n$ players, expected payoffs. Then $\sigma^{*}$ is a GE for the game $\Gamma$ if and only if $g\left(\sigma^{*}, \beta^{*}\right)=0$.

Proof. Let $\sigma^{*}=\left(\sigma_{1}^{*}, \ldots, \sigma_{n}^{*}\right)$ be a $G E$ and $\beta^{*}=\left(\beta_{1}^{*}, \ldots, \beta_{n}^{*}\right)$ be the $n$ players expected payoffs. By Theorem 2.1,

$$
g\left(\sigma^{*}, \beta^{*}\right)=\sum_{i}^{N}\left[\left(\sum_{j=1}^{m_{i}} \sum_{k=1}^{m_{-i}} \sigma_{i}^{*}\left(s_{i}^{j}\right) \sigma_{-i}^{*}\left(s_{-i}^{k}\right) u_{i}\left(s_{i}^{j}, s_{-i}^{k}\right)\right)-\beta_{i}^{*}\right]=0
$$

Furthermore, from Lemma 2.1 a $G E$ satisfies constraints (2.5) so it is a feasible point for $P$.
Conversely let $\left(\sigma^{*}, \beta^{*}\right)$ to be a feasible point for $P$, so $\left(\sigma^{*}, \beta^{*}\right)$ satisfy constraints $(2.5)$ and by Lemma $2.2 g\left(\sigma^{*}, \beta^{*}\right) \leq 0$. We distinguish between two cases. The first case, $g\left(\sigma^{*}, \beta^{*}\right)<0$. Hence
by Lemma 2.3 there does not exist a $G E$. In the second case, let $g\left(\sigma^{*}, \beta^{*}\right)=0$ so

$$
\sum_{j=1}^{m_{i}} \sum_{k=1}^{m_{-i}} \sigma_{i}^{*}\left(s_{i}^{j}\right) \sigma_{-i}^{*}\left(s_{-i}^{k}\right) u_{i}\left(s_{i}^{j}, s_{-i}^{k}\right)-\beta_{i}^{*}=0, \forall i \in I
$$

and the conditions from Theorem 2.1 are satisfied. Hence $\sigma^{*}$ is a $G E$.
In the following theorem, we prove if $G_{d}, B_{d}$ are nonempty singleton subsets of all players then there always exists a $G E$ for the game $\Gamma$.

Theorem 2.3. Let $\left\{G_{i}\right\}_{i \in I}$ and $\left\{B_{i}\right\}_{i \in I}$ be two sets of pairwise distinct singleton sets of the set of players $I$ such that $\cup_{i \in I}\left\{G_{i}\right\}=I$ and $\cup_{i \in I}\left\{B_{i}\right\}=I$, then the game $\Gamma$ has a $G E$.

Proof. Let $f: I \rightarrow I$ be a bijection, and let $G_{i}=\{i\}, \forall i \in I$ and $B_{i}=\{j\}$ for some $j \in I$ such that $f(i)=j$. Therefore a $G E \sigma^{*}$ reduces to an $N E$ by replacing player $i^{\prime}$ s payoffs with player $j^{\prime} \mathrm{s}$ payoffs,

$$
\begin{equation*}
u_{j}\left(\sigma^{*}\right) \geqslant u_{j}\left(\sigma_{i}, \sigma_{-i}^{*}\right), \forall \sigma_{i} \in \triangle S_{i} \tag{2.6}
\end{equation*}
$$

However, an $N E$ is always guaranteed to exist. Hence the game always has a $G E$ to complete the proof.

The $M B E$ is shown in Proposition 2.3 to be a special case of the $G E$. Thus if $D=I, G_{i}=\{-i\}$, and $B_{i}=\{i\}$, then $P$ for an $M B E$ becomes

$$
\begin{aligned}
& \text { maximize } g(\sigma, \beta)=\sum_{i=1}^{N}\left[\left(\sum_{j=1}^{m_{i}} \sum_{k=1}^{m_{-i}} \sigma_{i}\left(s_{i}^{j}\right) \sigma_{-i}\left(s_{-i}^{k}\right) u_{i}\left(s_{i}^{j}, s_{-i}^{k}\right)\right)-\beta_{i}\right] \\
& \quad \text { subject to } \\
& \sum_{j=1}^{m_{i}} \sigma_{i}\left(s_{i}^{j}\right) u_{i}\left(s_{i}^{j}, s_{-i}^{k}\right) \leq \beta_{i}, \forall s_{-i}^{k} \in S_{-i}, \forall i \in I . \\
& \sum_{j=1}^{m_{i}} \sigma_{i}\left(s_{i}^{j}\right)=1, \forall i \in I \\
& \sigma_{i}\left(s_{i}^{j}\right) \geq 0, \forall i \in I, j=1, \ldots, m_{i}
\end{aligned}
$$

[4] showed that $P$ obtains an $N E$. The $N E$ is shown in Proposition 2.2 to be a special case of the
$G E$. Hence, for $D=I, G_{i}=\{i\}$, and $B_{i}=\{i\}, P$ for an $N E$ becomes

$$
\begin{aligned}
& \text { maximize } g(\sigma, \beta)=\sum_{i=1}^{N}\left[\left(\sum_{j=1}^{m_{i}} \sum_{k=1}^{m_{-i}} \sigma_{i}\left(s_{i}^{j}\right) \sigma_{-i}\left(s_{-i}^{k}\right) u_{i}\left(s_{i}^{j}, s_{-i}^{k}\right)\right)-\beta_{i}\right] \\
& \quad \text { subject to } \\
& \sum_{k=1}^{m_{-i}} \sigma_{-i}\left(s_{-i}^{k}\right) u_{i}\left(s_{i}^{j}, s_{-i}^{k}\right) \leq \beta_{i}, \forall s_{i}^{j} \in S_{i}, \forall i \in I . \\
& \sum_{j=1}^{m_{i}} \sigma_{i}\left(s_{i}^{j}\right)=1, \forall i \in I . \\
& \sigma_{i}\left(s_{i}^{j}\right) \geq 0, \forall i \in I, j=1, \ldots, m_{i} .
\end{aligned}
$$

### 2.5 Examples

### 2.5.1 Example 1

In this example, we have a 3 -person game, where each player has two strategies. For simplicity, we denote the strategies of the three players by $p, q, r$ respectively.

Table 2.1: Example 1.

| $r_{1}$ | $q_{1}$ | $q_{2}$ | $r_{2}$ | $q_{1}$ | $q_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{1}$ | $(9,1,9)$ | $(4,9,6)$ | $p_{1}$ | $(8,2,1)$ | $(7,8,4)$ |
| $p_{2}$ | $(1,4,2)$ | $(6,6,3)$ | $p_{2}$ | $(2,3,8)$ | $(3,7,7)$ |

We first write $P$ to find an $M B E$, and then we find an $N E$. For the $M B E$,

$$
\begin{aligned}
& \underset{p, q, r, \beta}{\operatorname{maximize}} 19 p_{1} q_{1} r_{1}+19 p_{1} q_{2} r_{1}+7 p_{2} q_{1} r_{1}+15 p_{2} q_{2} r_{1} \\
& +11 p_{1} q_{1} r_{2}+19 p_{1} q_{2} r_{2}+13 p_{2} q_{1} r_{2}+17 p_{2} q_{2} r_{2}-\beta_{1}-\beta_{2}-\beta_{3} \\
& \quad \text { subject to } \\
& 9 p_{1}+1 p_{2} \leq \beta_{1}, 4 p_{1}+6 p_{2} \leq \beta_{1}, 8 p_{1}+2 p_{2} \leq \beta_{1}, 7 p_{1}+3 p_{2} \leq \beta_{1} \\
& 1 q_{1}+9 q_{2} \leq \beta_{2}, 4 q_{1}+6 q_{2} \leq \beta_{2}, 2 q_{1}+8 q_{2} \leq \beta_{2}, 3 q_{1}+7 q_{2} \leq \beta_{2} \\
& 9 r_{1}+1 r_{2} \leq \beta_{3}, 6 r_{1}+4 r_{2} \leq \beta_{3}, 2 r_{1}+8 r_{2} \leq \beta_{3}, 3 r_{1}+7 r_{2} \leq \beta_{3} \\
& p_{1}+p_{2}=1, q_{1}+q_{2}=1, r_{1}+r_{2}=1, p_{1}, p_{2}, q_{1}, q_{2}, r_{1}, r_{2} \geq 0 \text {. }
\end{aligned}
$$

Solving $P$ gives a maximum of 0 with $p_{1}^{*}=p_{2}^{*}=q_{1}^{*}=q_{2}^{*}=r_{1}^{*}=r_{2}^{*}=0.5$, as well as $\beta_{1}^{*}=\beta_{2}^{*}=\beta_{3}^{*}=5$.

To obtain an $N E$, consider a special case of $P$.

$$
\begin{aligned}
& \underset{p, q, r, \beta}{\operatorname{maximize}} 19 p_{1} q_{1} r_{1}+19 p_{1} q_{2} r_{1}+7 p_{2} q_{1} r_{1}+15 p_{2} q_{2} r_{1} \\
& +11 p_{1} q_{1} r_{2}+19 p_{1} q_{2} r_{2}+13 p_{2} q_{1} r_{2}+17 p_{2} q_{2} r_{2}-\beta_{1}-\beta_{2}-\beta_{3} \\
& \quad \text { subject to } \\
& 9 q_{1} * r_{1}+4 q_{2} * r_{1}+8 q_{1} * r 2+7 q_{2} * r_{2} \leq \beta_{1} \\
& 1 q_{1} * r_{1}+6 q_{2} * r_{1}+2 q_{1} * r 2+3 q_{2} * r_{2} \leq \beta_{1} \\
& 1 p_{1} * r_{1}+4 p_{2} * r_{1}+2 p_{1} * r 2+3 p_{2} * r_{2} \leq \beta_{2} \\
& 9 p_{1} * r_{1}+6 p_{2} * r_{1}+8 p_{1} * r 2+7 p_{2} * r_{2} \leq \beta_{2} \\
& 9 p_{1} * q_{1}+2 p_{2} * q_{1}+6 p_{1} * q 2+3 p_{2} * q_{2} \leq \beta_{3} \\
& 1 p_{1} * q_{1}+8 p_{2} * q_{1}+4 p_{1} * q 2+7 p_{2} * q_{2} \leq \beta_{3} \\
& p_{1}+p_{2}=1, q_{1}+q_{2}=1, r_{1}+r_{2}=1 \\
& p_{1}, p_{2}, q_{1}, q_{2}, r_{1}, r_{2} \geq 0 .
\end{aligned}
$$

Solving $P$ gives a maximum 0 with $p_{1}^{*}=0.67, p_{2}^{*}=0.33, q_{1}^{*}=0, q_{2}^{*}=1, r_{1}^{*}=0.67, r_{2}^{*}=0.33$, as well as $\beta_{1}^{*}=5, \beta_{2}^{*}=7.89, \beta_{3}^{*}=5$.

### 2.5.2 Example 2

In the second example which was presented in [19], it was proven that there is not an $M B E$ for the game. Consequently, the maximum of $P$ is shown to be negative for any feasible solution.

Table 2.2: Example 2.

| $r_{1}$ | $q_{1}$ | $q_{2}$ | $r_{2}$ | $q_{1}$ | $q_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{1}$ | $(1,1,0)$ | $(0,0,0)$ | $p_{1}$ | $(0,0,1)$ | $(0,0,0)$ |
| $p_{2}$ | $(0,0,0)$ | $(0,0,1)$ | $p_{2}$ | $(0,0,0)$ | $(1,1,0)$ |

We write $P$ for an $M B E$.

$$
\begin{aligned}
& \underset{p, q, r, \beta}{\operatorname{maximize}} 2 p_{1} q_{1} r_{1}+0 p_{1} q_{2} r_{1}+0 p_{2} q_{1} r_{1} \\
& +1 p_{2} q_{2} r_{1}+1 p_{1} q_{1} r_{2}+0 p_{1} q_{2} r_{2}+0 p_{2} q_{1} r_{2}+2 p_{2} q_{2} r_{2}-\beta_{1}-\beta_{2}-\beta_{3} \\
& \quad \text { subject to } \\
& 1 p_{1}+0 p_{2} \leq \beta_{1}, 0 p_{1}+0 p_{2} \leq \beta_{1}, 0 p_{1}+0 p_{2} \leq \beta_{1}, 0 p_{1}+1 p_{2} \leq \beta_{1} \\
& 1 q_{1}+0 q_{2} \leq \beta_{2}, 0 q_{1}+0 q_{2} \leq \beta_{2}, 0 q_{1}+0 q_{2} \leq \beta_{2}, 0 q_{1}+1 q_{2} \leq \beta_{2} \\
& 1 r_{1}+0 r_{2} \leq \beta_{3}, 0 r_{1}+0 r_{2} \leq \beta_{3}, 0 r_{1}+0 r_{2} \leq \beta_{3}, 0 r_{1}+1 r_{2} \leq \beta_{3} \\
& p_{1}+p_{2}=1, q_{1}+q_{2}=1, r_{1}+r_{2}=1 \\
& p_{1}, p_{2}, q_{1}, q_{2}, r_{1}, r_{2} \geq 0 .
\end{aligned}
$$

Proposition 2.4. The game in example 2 does not have an MBE.
Proof. Suppose that any player $i$ chooses a pure strategy. We will prove the case of player 1 and the same argument applies to the other two players. By constraints (2.7) if player 1 chooses $p_{1}=1$, then $\beta_{1}=1$. Hence by Theorem (2.1), $q_{1} r_{1}=1$ and by constraints (2.7) $\beta_{2}=\beta_{3}=1$. On the other hand, by the same argument, if $p_{2}=1$, then $q_{2} r_{2}=1$ and by constraints (2.7) $\beta_{2}=\beta_{3}=1$. Therefore, if any player chooses a pure strategy, then the other two players must choose a pure strategy by Theorem (2.1). However, there is no pure strategy such that each player gets a payoff 1. Therefore, for an $M B E$ to exist, every player must use a fully mixed strategy. However, each player has only two strategies and note $u_{1}\left(\sigma_{1}, q_{1} r_{1}\right)>u_{1}\left(\sigma_{1}, q_{2} r_{1}\right)$ for any $\sigma_{1}$, but both $q_{1} r_{1}, q_{2} r_{1}>0$ by assumption. Hence by Theorem (2.1) there does not exist an $M B E$ to complete the proof.

We can find a $G E$ for example 2 such that each player wants to maximize the expected payoffs for the remaining two players. That is,

$$
u_{j}\left(\sigma^{*}\right) \geq u_{j}\left(\sigma_{i}, \sigma_{-i}^{*}\right), \forall \sigma_{i} \in \triangle S_{i}, \forall j \in I-i, \forall i \in I
$$

Let $D=\{1,2,3\}, G_{1}=\{1\}, G_{2}=\{2\}$, and $G_{3}=\{3\}$. Let $B_{1}=\{2,3\}, B_{2}=\{1,3\}$, and $B_{3}=\{1,2\}$. We write $P$ as

$$
\begin{aligned}
& \underset{p, q, r, \beta}{\operatorname{maximize}} 2 p_{1} q_{1} r_{1}+0 p_{1} q_{2} r_{1}+0 p_{2} q_{1} r_{1} \\
& +1 p_{2} q_{2} r_{1}+1 p_{1} q_{1} r_{2}+0 p_{1} q_{2} r_{2}+0 p_{2} q_{1} r_{2}+2 p_{2} q_{2} r_{2}-\beta_{1}-\beta_{2}-\beta_{3} \\
& \quad \text { subject to } \\
& 1 p_{1} * q_{1}+0 p_{1} * q_{2}+0 p_{2} * q_{1}+0 p_{2} * q_{2} \leq \beta_{1} \\
& 0 p_{1} * q_{1}+0 p_{1} * q_{2}+0 p_{2} * q_{1}+1 p_{2} * q_{2} \leq \beta_{1} \\
& 1 p_{1} * q_{1}+0 p_{1} * q_{2}+0 p_{2} * q_{1}+0 p_{2} * q_{2} \leq \beta_{2} \\
& 0 p_{1} * q_{1}+0 p_{1} * q_{2}+0 p_{2} * q_{1}+1 p_{2} * q_{2} \leq \beta_{2} \\
& 1 r_{1} * q_{1}+0 r_{1} * q_{2}+0 r_{2} * q_{1}+0 r_{2} * q_{2} \leq \beta_{2} \\
& 0 r_{1} * q_{1}+0 r_{1} * q_{2}+0 r_{2} * q_{1}+1 r_{2} * q_{2} \leq \beta_{2} \\
& 0 r_{1} * q_{1}+0 r_{1} * q_{2}+1 r_{2} * q_{1}+0 r_{2} * q_{2} \leq \beta_{3} \\
& 0 r_{1} * q_{1}+1 r_{1} * q_{2}+0 r_{2} * q_{1}+0 r_{2} * q_{2} \leq \beta_{3} \\
& 1 r_{1} * p_{1}+0 r_{1} * p_{2}+0 r_{2} * p_{1}+0 r_{2} * p_{2} \leq \beta_{1} \\
& 0 r_{1} * p_{1}+0 r_{1} * p_{2}+0 r_{2} * p_{1}+1 r_{2} * p_{2} \leq \beta_{1} \\
& 0 r_{1} * p_{1}+0 r_{1} * p_{2}+1 r_{2} * p_{1}+0 r_{2} * p_{2} \leq \beta_{3} \\
& 0 r_{1} * p_{1}+1 r_{1} * p_{2}+0 r_{2} * p_{1}+0 r_{2} * p_{2} \leq \beta_{3} \\
& p_{1}+p_{2}=1, q_{1}+q_{2}=1, r_{1}+r_{2}=1 \\
& p_{1}, p_{2}, q_{1}, q_{2}, r_{1}, r_{2} \geq 0 .
\end{aligned}
$$

Solving $P$ gives a maximum 0 with $p_{1}^{*}=p_{2}^{*}=q_{1}^{*}=q_{2}^{*}=r_{1}^{*}=r_{2}^{*}=0.5$, as well as $\beta_{1}^{*}=\beta_{2}^{*}=\beta_{3}^{*}=$ 0.25 . Note that the $G E$ in this example coincidentally is an $N E$.

### 2.5.3 Example 3

We now present a third example in which there is no $M B E$ for the game. The analysis is identical to the analysis of example 2 . Thus, the maximum of $P$ is negative for any feasible solution.

Table 2.3: Example 3.

| $r_{1}$ | $q_{1}$ | $q_{2}$ | $r_{2}$ | $q_{1}$ | $q_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{1}$ | $(1,2,1)$ | $(1,1,1)$ | $p_{1}$ | $(1,1,2)$ | $(2,1,1)$ |
| $p_{2}$ | $(2,1,1)$ | $(1,1,2)$ | $p_{2}$ | $(1,1,1)$ | $(1,2,1)$ |

We write $P$ for finding a $G E$, as we did in Example 2, where each player wants to maximize the expected payoffs for all other players,

$$
\begin{aligned}
& \underset{p, q, r, \beta}{\operatorname{maximize}} 4 p_{1} q_{1} r_{1}+3 p_{1} q_{2} r_{1}+4 p_{2} q_{1} r_{1} \\
& +4 p_{2} q_{2} r_{1}+4 p_{1} q_{1} r_{2}+4 p_{1} q_{2} r_{2}+3 p_{2} q_{1} r_{2}+4 p_{2} q_{2} r_{2}-\beta_{1}-\beta_{2}-\beta_{3} \\
& \quad \text { subject to } \\
& 1 p_{1} * q_{1}+1 p_{1} * q_{2}+2 p_{2} * q_{1}+1 p_{2} * q_{2} \leq \beta_{1} \\
& 1 p_{1} * q_{1}+2 p_{1} * q_{2}+1 p_{2} * q_{1}+1 p_{2} * q_{2} \leq \beta_{1} \\
& 2 p_{1} * q_{1}+1 p_{1} * q_{2}+1 p_{2} * q_{1}+1 p_{2} * q_{2} \leq \beta_{2} \\
& 1 p_{1} * q_{1}+1 p_{1} * q_{2}+1 p_{2} * q_{1}+2 p_{2} * q_{2} \leq \beta_{2} \\
& 2 r_{1} * q_{1}+1 r_{1} * q_{2}+1 r_{2} * q_{1}+1 r_{2} * q_{2} \leq \beta_{2} \\
& 1 r_{1} * q_{1}+1 r_{1} * q_{2}+1 r_{2} * q_{1}+2 r_{2} * q_{2} \leq \beta_{2} \\
& 1 r_{1} * q_{1}+1 r_{1} * q_{2}+2 r_{2} * q_{1}+1 r_{2} * q_{2} \leq \beta_{3} \\
& 1 r_{1} * q_{1}+2 r_{1} * q_{2}+1 r_{2} * q_{1}+1 r_{2} * q_{2} \leq \beta_{3} \\
& 1 r_{1} * p_{1}+2 r_{1} * p_{2}+1 r_{2} * p_{1}+1 r_{2} * p_{2} \leq \beta_{1} \\
& 1 r_{1} * p_{1}+1 r_{1} * p_{2}+2 r_{2} * p_{1}+1 r_{2} * p_{2} \leq \beta_{1} \\
& 1 r_{1} * p_{1}+1 r_{1} * p_{2}+2 r_{2} * p_{1}+1 r_{2} * p_{2} \leq \beta_{3} \\
& 1 r_{1} * p_{1}+2 r_{1} * p_{2}+1 r_{2} * p_{1}+1 r_{2} * p_{2} \leq \beta_{3} \\
& p_{1}+p_{2}=1, q_{1}+q_{2}=1, r_{1}+r_{2}=1 \\
& p_{1}, p_{2}, q_{1}, q_{2}, r_{1}, r_{2} \geq 0 .
\end{aligned}
$$

Solving $P$ gives a maximum 0 with $p_{1}^{*}=1, p_{2}^{*}=0, q_{1}^{*}=1, q_{2}^{*}=0, r_{1}^{*}=1, r_{2}^{*}=0$, as well as
$\beta_{1}^{*}=1, \beta_{2}^{*}=2, \beta_{3}^{*}=1$, which is not an $N E$. An $N E$ can be obtained by solving.

$$
\begin{aligned}
& \underset{p, q, r, \beta}{\operatorname{maximize}} 4 p_{1} q_{1} r_{1}+3 p_{1} q_{2} r_{1}+4 p_{2} q_{1} r_{1} \\
& 4 p_{2} q_{2} r_{1}+4 p_{1} q_{1} r_{2}+4 p_{1} q_{2} r_{2}+3 p_{2} q_{1} r_{2}+4 p_{2} q_{2} r_{2}-\beta_{1}-\beta_{2}-\beta_{3} \\
& \quad \text { subject to } \\
& 1 q_{1} * r_{1}+1 q_{2} * r_{1}+1 q_{1} * r_{2}+2 q_{2} * r_{2} \leq \beta_{1} \\
& 2 q_{1} * r_{1}+1 q_{2} * r_{1}+1 q_{1} * r_{2}+1 q_{2} * r_{2} \leq \beta_{1} \\
& 2 p_{1} * r_{1}+1 p_{2} * r_{1}+1 p_{1} * r_{2}+1 p_{2} * r_{2} \leq \beta_{2} \\
& 1 p_{1} * r_{1}+1 p_{2} * r_{1}+1 p_{1} * r_{2}+2 p_{2} * r_{2} \leq \beta_{2} \\
& 1 p_{1} * q_{1}+1 p_{2} * q_{1}+1 p_{1} * q_{2}+2 p_{2} * q_{2} \leq \beta_{3} \\
& 2 p_{1} * q_{1}+1 p_{2} * q_{1}+1 p_{1} * q_{2}+1 p_{2} * q_{2} \leq \beta_{3} \\
& p 1+p 2=1, q 1+q 2=1, r 1+r 2=1 \\
& p 1 \geq 0, p 2 \geq 0, q 1 \geq 0, q 2 \geq 0, r 1 \geq 0, r 2 \geq 0 .
\end{aligned}
$$

Solving $P$ gives a maximum 0 with $p_{1}^{*}=0, p_{2}^{*}=1, q_{1}^{*}=0.68, q_{2}^{*}=0.32, r_{1}^{*}=1, r_{2}^{*}=0$, as well as $\beta_{1}^{*}=1.68, \beta_{2}^{*}=1, \beta_{3}^{*}=1.32$.

### 2.6 Conclusion

A generalized equilibrium $(G E)$ for finite $n$-person normal form games has been defined here as a collection of mixed strategies such that each player in some subset $B$ of all players cannot achieve a better expected payoff if players in an associated proper subset of all players $G$ change their strategies unilaterally. Special cases of $G E$ include the $N E$ and the $M B E$. We have also developed a nonlinear program that determines whether a $G E$ exists and obtains one if so.
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## Chapter 3

# The Computational Complexity of Finding a Mixed Berge Equilibrium for a k-Person Noncooperative Game in Normal Form 
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#### Abstract

The mixed Berge equilibrium (MBE) is an extension of the Berge equilibrium (BE) to mixed strategies. The MBE models mutual support in a $k$-person noncooperative game in normal form. An MBE is a mixed-strategy profile for the $k$ players in which every $k-1$ players have mixed strategies that maximize the expected payoff for the remaining player equilibrium strategy. In this paper, we study the computational complexity of the existence of an MBE in a $k$-person normal form game. For a 2-person game, an MBE always exists and the problem of finding an MBE is PPAD-complete. In contrast to the mixed Nash equilibrium (NE), the MBE is not guaranteed to exist in games with 3 or more players. Here we prove that determining if an MBE exists in a $k \geq 3$-person normal-form game is an NP-complete decision problem.


### 3.1 Introduction

The Nash equilibrium (NE) is a solution concept in game theory introduced by [1], who used fixedpoint theorems to prove that an NE always exists for a finite normal-form game. The computational complexity of finding an NE in normal-form games has been extensively studied. [2] introduced the class Polynomial Parity Arguments on Directed graphs (PPAD). The problem of finding an NE in 2 or 3 -person games is shown to be PPAD-complete by [3], [4], [5], and [6]. NP-completeness has been established for more restricted games. For example, [7] showed the problem of determining whether an NE exists with certain natural properties is NP-complete. [8] showed the problem of deciding whether $(0,1)$ bimatrix games has more than one NE is NP-complete.

On the other hand, the computational complexity for other solution concepts for noncooperative games is less well developed. In particular, we consider here the mixed Berge equilibrium (MBE), which is a mixed-strategy extension of the Berge equilibrium (BE) defined intuitively by [9] as a refinement for the pure NE. The BE was formally developed by [10]. For more on the Berge equilibrium, see [11] and [12]. [13] developed polynomial-time algorithm to find all Berge equilibria in a $k$-person normal form game. [14] extended the BE, a pure-strategy concept, to a mixed Berge equilibrium in $k$-person normal-form games and proved that the MBE may not exist for $k \geq 3$. He also related the NE to the MBE.

The organization of this paper is as follows. In Section 2, we summarize the required notation. In Section 3, we introduce a reduction from any k-SAT instance, with $k \geq 3$, to a $k$-person game. In Section 4, we prove that for 3 or more players the problem of finding an MBE is NP-complete, as opposed to the 2 players case where finding an MBE is a PPAD-complete problem.

### 3.2 Preliminaries

The following notation is used. Let $\Gamma=\left(I,\left(S_{p}\right)_{p \in I},\left(u_{p}\right)_{p \in I}\right)$ be a $k$-person normal-form game. The set $I=\{1, \ldots, k\}$ is the set of the $k$ players. $S_{p}$ is the finite set of the pure strategies available for player $p$. Let $\sigma_{p}\left(s_{p}\right)$ be the probability that player $p$ chooses the strategy $s_{p} \in S_{p}$. A mixed strategy for player $p$ is given by the probability distribution $\sigma_{p}$, where

$$
\sum_{s_{p} \in S_{p}} \sigma_{p}\left(s_{p}\right)=1,
$$

and $\sigma_{p}\left(s_{p}\right) \geq 0, \forall s_{p} \in S_{p}$. Define the set of mixed strategies for player $p$ by $\Delta S_{p}$.
Let $S_{-p}$ be the set of pure-strategy profiles for all players other than player $p$. Similarly, let $S_{-p-q}$ be the set of pure-strategy profiles for all players other than players $p, q$. The joint probability $\sigma_{-p}\left(s_{-p}\right)$ is the probability that all the players other than player $p$ choose the joint pure strategy $s_{-p}$. It is the product of the probability that each player in $I-p$ choosing his corresponding strategy. Note that

$$
\sum_{s_{-p} \in S_{-p}} \sigma_{-p}\left(s_{-p}\right)=1,
$$

and $\sigma_{-p}\left(s_{-p}\right) \geq 0, \forall s_{-p} \in S_{-p}$. A mixed-strategy profile is the $k$-tuple $\boldsymbol{\sigma}=\left(\boldsymbol{\sigma}_{1}, \ldots, \sigma_{k}\right)$ of the mixed strategies for the $k$-players. The utility function $\boldsymbol{u}_{i}: S \rightarrow R$ assigns each player a payoff for each of the pure strategies. The support for player $p^{\prime}$ s mixed strategy $\boldsymbol{\sigma}_{\boldsymbol{p}}$, denoted by $\operatorname{supp}_{\boldsymbol{p}}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}\right)=$ $\left\{s_{p} \in S_{p} \mid \sigma_{p}\left(s_{p}\right)>0\right\}$, is the set of player $p^{\prime}$ s strategies that has a positive probability in the mixed strategy $\boldsymbol{\sigma}_{\boldsymbol{p}}$. The same definition applies for $-p$ and $-p-q$.

The following identities were given by [14] and represent the expected payoff for player $p$. When player $p^{\prime}$ s mixed strategy is $\boldsymbol{\sigma}_{\boldsymbol{p}}$ and the mixed strategy for the remaining players is $\boldsymbol{\sigma}_{-\boldsymbol{p}}$, then the expected payoff for player $p$ is

$$
\begin{equation*}
u_{p}(\boldsymbol{\sigma})=u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}, \boldsymbol{\sigma}_{-\boldsymbol{p}}\right)=\sum_{s_{p} \in S_{p}} \sum_{s_{-p} \in S_{-p}} \sigma_{p}\left(s_{p}\right) \sigma_{-p}\left(s_{-\boldsymbol{p}}\right) u_{p}\left(s_{p}, s_{-\boldsymbol{p}}\right) . \tag{3.1}
\end{equation*}
$$

When player $p^{\prime}$ s mixed strategy is $\boldsymbol{\sigma}_{\boldsymbol{p}}$ and the pure strategy for the remaining players is $\boldsymbol{s}_{-\boldsymbol{p}}$, then the expected payoff for player $p$ is

$$
u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}, s_{-p}\right)=\sum_{s_{p} \in S_{p}} \sigma_{p}\left(s_{p}\right) u_{p}\left(s_{p}, s_{-p}\right)
$$

With this notation, the mixed Berge equilibrium is now defined.
Definition 3.1. The strategy profile $\boldsymbol{\sigma}^{*}$ is an MBE for $\Gamma$ if and only if

$$
u_{p}\left(\boldsymbol{\sigma}^{*}\right)=\max _{\sigma_{-p} \in \Delta S_{-p}} u_{p}\left(\boldsymbol{\sigma}_{p}^{*}, \sigma_{-p}\right), \forall p \in I
$$

The decision problem of this paper is now stated as follows.
Definition 3.2. Given a $k$-person normal-form game, is there a mixed-strategy profile $\boldsymbol{\sigma}^{*}$ satisfying Definition 3.1?

It should be noted that for a $\boldsymbol{\sigma}^{*}$ to be an MBE, the $I-p$ players strategies should maximize that expected payoff for player $p^{\prime}$ s mixed strategy $\boldsymbol{\sigma}_{\boldsymbol{p}}$. The following alternative definition was proved in [14].

Lemma 3.1. The strategy profile $\boldsymbol{\sigma}^{*}$ is an MBE for $\Gamma$ if and only if

$$
u_{p}\left(\sigma^{*}\right)=\max _{s_{-p \in S-p}} u_{p}\left(\sigma^{*}, s_{-p}\right), \quad \forall p \in I .
$$

Lemma 3.2. The mixed strategy $\boldsymbol{\sigma}^{*}$ is an MBE for $\Gamma$ if and only if for each $s_{-p} \in S_{-p}$ with $\sigma_{-p}^{*}\left(s_{-p}\right)>0$, then $u_{p}\left(\sigma_{p}^{*}, s_{-p}\right)=\max _{s_{-p} \in S_{-p}} u_{p}\left(\boldsymbol{\sigma}^{*}, s_{-p}\right), \forall p \in I$.

Proof. The sufficiency is first established. Suppose that for each $s_{-p} \in S_{-p}$, if $\sigma_{-p}^{*}\left(s_{-p}\right)>0$, then

$$
u_{p}\left(\sigma_{p}^{*}, s_{-p}\right)=\max _{s_{-p} \in S_{-p}} u_{p}\left(\sigma^{*}, s_{-p}\right), \forall p \in I .
$$

Therefore,

$$
u_{p}\left(\boldsymbol{\sigma}^{*}\right)=\max _{\sigma_{-p} \in \triangle S_{-p}} u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}, \boldsymbol{\sigma}_{-\boldsymbol{p}}\right), \quad \forall p \in I
$$

Hence $\boldsymbol{\sigma}^{*}$ is an MBE by Definition 3.1.
Conversely, let $\boldsymbol{\sigma}^{*}$ be an MBE. By Lemma 3.1

$$
u_{p}\left(\boldsymbol{\sigma}^{*}\right)=\max _{s_{-\boldsymbol{p}} \in S_{-p}} u_{p}\left(\boldsymbol{\sigma}^{*}, \boldsymbol{s}_{-\boldsymbol{p}}\right), \forall p \in I
$$

However, by (4.2)

$$
u_{p}\left(\boldsymbol{\sigma}^{*}\right)=u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}, \boldsymbol{\sigma}_{-\boldsymbol{p}}^{*}\right)=\sum_{s_{p} \in S_{p}} \sum_{s_{-p} \in S_{-p}} \sigma_{p}^{*}\left(s_{p}\right) \sigma_{-p}^{*}\left(s_{-\boldsymbol{p}}\right) u_{p}\left(s_{p}, \boldsymbol{s}_{-\boldsymbol{p}}\right)
$$

But if $\sigma_{-p}^{*}\left(s_{-p}\right)>0$, then

$$
u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}, \boldsymbol{s}_{-\boldsymbol{p}}\right)=\max _{s_{-p} \in S_{-p}} u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}, \boldsymbol{s}_{-\boldsymbol{p}}\right), \forall p \in I
$$

Otherwise, $\boldsymbol{\sigma}^{*}$ is not an MBE by Definition 3.1 to complete the proof.

### 3.3 Reduction

In this section, we develop a reduction from any instance of the k-SAT problem in normal conjunctive form, with $k \geq 3$, to a $k$-person normal-form game. The reduction will be used in Section 4 in the proof of the NP-completeness of finding an MBE in normal-form $k$-person games with $k \geq 3$.

The k-SAT problem in the conjunctive normal-form consists of a finite number $m$ of clauses. Each clause consists of exactly $k$ boolean variables called literals or negations of literals. Either the literal $l$ or its negation $\neg l$ is True. The negation of the negation of a literal is the literal itself $\neg \neg l=l$. Define $\neg C$ to be the negation of each of the $k$ literals in clause $C$; i.e., assign a True value for each negation of the $k$ literals in clause $C$. The k-SAT problem determines whether there is a truth assignment (True or False) for each of the literals such that all clauses are True.

Definition 3.3. A satisfiable assignment for a $k$-SAT instance is a truth assignment for all the literals such that all clauses are True; that is, $C_{1} \wedge \ldots \wedge C_{m}=$ True.

A k-SAT instance can be reduced to a $k$-person game called here the literal game $\Gamma_{l}$. We assume, without a loss of generality, that the $m$ clauses are combinations of literals or negations of literals indexed $1,2, \ldots, N$. Let $S_{p}=\left\{l_{1}, \neg l_{1}, l_{2}, \neg l_{2}, \ldots, l_{N}, \neg l_{N}\right\}, p=1, \ldots, k$, be the set of the $2 N$ pure strategies available for the $k$ players. Each literal and negation of a literal represent a pure strategy for each of the players. A literal in the support of a mixed strategy of a player means assigning a True value to that literal. Each literal and its negation have the same index. For example, $l_{1}$ and $\neg l_{1}$ have the same index 1 . Define $i_{p}$ to be the index of the literal that represents player $p^{\prime}$ s pure strategy $s_{p}$. In this paper, we ignore the clauses that have both a literal and the negation of that
literal since such a clause is satisfied no matter how the True values are assigned to the literals. In a 3 -SAT instance, for example, the clause $\left(l_{1} \vee l_{2} \vee \neg l_{1}\right)$ is True for any truth assignment. We assume that $N>1$, because if $N=1$, then all the $k$ literals in the $m$ clauses will be $l_{1}$ or $\neg l_{1}$, which is a trivial case.

Definition 3.4. We assign each player a payoff for all strategies $s=\left(s_{1}, \ldots, s_{k}\right) \in S$ using the following method. If $s=\neg C_{d}, d=1, \ldots, m$, or if any player's strategy is a negation of any other player's strategy, then at least one player gets a payoff 0 as follows.

1. If the player $p-1$ is odd-numbered and his strategy is a literal, then player $p$ gets a payoff 0 .
2. If the player $p-1$ is even-numbered and his strategy is a negation of a literal, then player $p$ gets a payoff 0 .
3. If all even-numbered players' strategies are literals and all the odd-numbered players' strategies are negations of literals, then all players get a payoff 0 .

For all other payoffs, let $\boldsymbol{u}_{\text {initial }}=(N, 1, N, 1, \ldots, N)$ if $k$ is odd, and $\boldsymbol{u}_{\text {initial }}=(N, 1, N, 1, \ldots, 1)$ if $k$ is even. Let $\boldsymbol{u}(\boldsymbol{s})=\boldsymbol{u}_{\text {initial }}+\left(\left(i_{1}-1\right)+\cdots+\left(i_{k}-1\right)\right)(1, \ldots, 1)$. Therefore for any strategy $\boldsymbol{s}$, to get the payoffs for $k$ players, add a $k$-vector of $1^{\prime} s$ to the initial payoff vector for $\left(\left(i_{1}-1\right)+\cdots+\left(i_{k}-1\right)\right)$ times such that $N+1=1$. Note that player $p^{\prime} s$ payoff is the $p^{\text {th }}$ element in the vector $\boldsymbol{u}(s)$.

Remarks 3.1, 3.2, and 3.3 follow immediately from Definition 3.4.
Remark 3.1. For any pure-strategy profile $s, u_{p}(s)=r$ if $p$ is an odd-numbered player and $u_{p}(s)=$ $r+1$ if $p$ is even-numbered player, where $r=\left(\left(i_{1}-1\right)+\left(i_{2}-1\right)+\cdots+\left(i_{k}-1\right)\right)$ modulo $N$. When $r=0$, then $r$ is updated to $N$.

Remark 3.2. Whenever each odd-numbered player gets a payoff $N$, each even-numbered player gets a payoff 1. Whenever each even-numbered player gets a payoff $N$, each odd-numbered player gets a payoff $N-1$.

Remark 3.3. For any player $p$, there exists a pure strategy $s_{-p}$ such that $u_{p}\left(s_{p}, s_{-p}\right)>0, \forall s_{p} \in S_{p}$. Furthermore, for any $s_{p} \in S_{p}$, there exists a pure strategy $s_{-p}$ such that $u_{p}\left(s_{p}, s_{-p}\right)=a$ for any $a=1, \ldots, N$.

### 3.4 Computational complexity of the mixed Berge equilibrium

In this section, we study the computational complexity of the existence of an MBE in a $k$-person normal-form game. For $k=2$, the complexity of finding an MBE is easily shown to be PPADcomplete. [14] showed that for $k=2$, there is a one-to-one correspondence between an MBE and a corresponding NE by simply interchanging the payoffs. Hence, finding an MBE is computationally equivalent to finding an NE, a problem that [6] showed was PPAD-complete. Thus the following remark follows immediately.

Remark 3.4. For $k=2$, finding an $M B E$ is PPAD-complete.
The proof of the NP-completeness of finding an MBE in a $k$-person normal-form game with $k \geq 3$ is based on the conventional approach of [15]. We first prove that the finding an MBE for $k \geq 3$ is in $N P$.

Theorem 3.1. Let $k \geq 3$, the problem of finding an $M B E$ in $k$-person games is in $N P$.
Proof. Let $\boldsymbol{\sigma}^{*}$ be a strategy profile. From Definition 3.1, $\boldsymbol{\sigma}^{*}$ is an MBE for $\Gamma$ if and only if

$$
\begin{equation*}
u_{p}\left(\boldsymbol{\sigma}^{*}\right)=\max _{s_{-p} \in S_{-p}} u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}, s_{-\boldsymbol{p}}\right), \forall p \in I \tag{3.2}
\end{equation*}
$$

The equations (3.2) clearly can be checked in polynomial time, so finding an MBE in $k$-person games with $k \geq 3$ is in NP.

We now establish a sequence of lemmas to show that an MBE for a $k$-person game reduced from any k-SAT instance is a satisfactory assignment for the k-SAT problem. We also show that any satisfactory assignment for a k-SAT instance is an MBE for the reduced $k$-person game.

Lemma 3.3. Let $\boldsymbol{\sigma}^{*}$ be an $M B E$ for $\Gamma_{l}$, if $\sigma_{p}^{*}\left(s_{p}\right)>0$ and $u_{p}\left(s_{p}, \boldsymbol{s}_{-\boldsymbol{p}}\right)=0$, then $\sigma_{-p}^{*}\left(\boldsymbol{s}_{-\boldsymbol{p}}\right)=0$.
Proof. Let $\boldsymbol{\sigma}^{*}$ be an MBE. Suppose $u_{p}\left(s_{p}, \boldsymbol{s}_{\boldsymbol{-}}\right)=0$ and $\sigma_{p}^{*}\left(s_{p}\right)>0$. By Remark 3.3 there exists a strategy $\boldsymbol{s}_{-\boldsymbol{p}}^{\prime}$ such that $u_{p}\left(s_{p}, \boldsymbol{s}_{-\boldsymbol{p}}^{\prime}\right)>0, \forall s_{p} \in S_{p}$. Therefore, $u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}, \boldsymbol{s}_{-\boldsymbol{p}}^{\prime}\right)>u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}, \boldsymbol{s}_{-\boldsymbol{p}}\right)$. However, for $\boldsymbol{\sigma}^{*}$ to be an MBE, $u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}\right)=\max _{\boldsymbol{s}_{-\boldsymbol{p}} \in S_{-p}} u_{p}\left(\boldsymbol{\sigma}^{*}, \boldsymbol{s}_{-\boldsymbol{p}}\right), \forall p \in I$, and $\sigma_{-p}^{*}\left(\boldsymbol{s}_{-\boldsymbol{p}}\right)=0$ by Lemma 3.2.

Lemma 3.4. For $\boldsymbol{\sigma}^{*}$ to be an $M B E$ for $\Gamma_{l}$, if $l_{i} \in \operatorname{supp}_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}\right)$ for some $i=1, \ldots, N$, then $\neg l_{i} \notin$ $\operatorname{supp}_{q}\left(\boldsymbol{\sigma}_{q}^{*}\right)$ for any $q \in I-p$.

Proof. From Definition 3.4, at least one player gets a payoff 0 if the strategy of any player is a negation of any other player's strategy no matter what other players' strategies are. Hence by Lemma 3.3, in order for $\boldsymbol{\sigma}^{*}$ to be an MBE for $\Gamma_{l}$, we have either a literal or a negation of a literal - but not both $-\operatorname{in} \operatorname{supp}_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}\right)$ and $\operatorname{supp}_{q}\left(\boldsymbol{\sigma}_{\boldsymbol{q}}^{*}\right)$ for any $p, q \in I$.

Lemma 3.5. Let $\boldsymbol{\sigma}^{*}$ be an MBE for $\Gamma_{l}$, then no player chooses just one pure strategy and hence there is no pure $B E$, except for the trivial case where $N=1$.

Proof. Let $\sigma^{*}$ be an MBE for $\Gamma_{l}$. If any player $p$ chooses one pure strategy, then by Remark 3.3, $u_{p}\left(\boldsymbol{\sigma}^{*}\right)=\max _{\boldsymbol{s}_{-\boldsymbol{p}} \in S_{-p}} u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}, \boldsymbol{s}_{-\boldsymbol{p}}\right)=N$. On the other hand, also by Remark 3.3, players $I-p$ must choose a pure strategy such that $p$ gets a payoff $N$, but from Remark 3.2 there is no strategy such that all odd-numbered and even-numbered players get a payoff $N$ except when $N=1$. Therefore, there exists a player $q$ where

$$
\begin{equation*}
u_{q}\left(\boldsymbol{\sigma}^{*}\right) \neq \max _{s_{-q} \in S_{-q}} u_{q}\left(\boldsymbol{\sigma}_{\boldsymbol{q}}^{*}, \boldsymbol{s}_{-\boldsymbol{q}}\right)=N . \tag{3.3}
\end{equation*}
$$

Hence $\boldsymbol{\sigma}^{*}$ is not an MBE as a contradictory result.

Lemma 3.6. If $\boldsymbol{\sigma}^{*}$ is an $M B E$ for $\Gamma_{l}$, then $\sigma_{p}^{*}\left(s_{p}\right)=\sigma_{p}^{*}\left(s_{p}^{\prime}\right)$ for any $s_{p}, s_{p}^{\prime}$ with different indices such that $s_{p}, s_{p}^{\prime} \in \operatorname{supp}_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}\right)$.

Proof. Let $\boldsymbol{\sigma}^{*}$ be an MBE for $\Gamma_{l}$. Suppose player $p$ chooses some strategies with non-equal positive probabilities. Therefore there exists $s_{p}, s_{p}^{\prime} \in \operatorname{supp}_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}\right)$ such that $\sigma_{p}^{*}\left(s_{p}\right)>\sigma_{p}^{*}\left(s_{p}^{\prime}\right)$. Hence by Definition $3.1 u_{p}\left(s_{p}, \boldsymbol{s}_{-\boldsymbol{p}}\right)>u_{p}\left(s_{p}^{\prime}, \boldsymbol{s}_{-\boldsymbol{p}}\right), \forall s_{-p} \in \operatorname{supp}_{-p}\left(\boldsymbol{\sigma}_{-\boldsymbol{p}}^{*}\right)$. Pick $q$ to be any even-numbered player if $p$ is an odd-numbered player and vice versa. Remark 3.2 implies that $u_{q}\left(s_{p}^{\prime}, \boldsymbol{\sigma}_{-\boldsymbol{p}}^{*}\right)>u_{q}\left(s_{p}, \boldsymbol{\sigma}_{-\boldsymbol{p}}^{*}\right)$. Hence by Definition $3.1 s_{p} \notin \operatorname{supp}_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}\right)$ to yield a contradiction.

We have established that for $\boldsymbol{\sigma}^{*}$ to be an MBE, each player $p^{\prime}$ s strategies in the support of $\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}$ have an equal probability. We next show that each player chooses $N$ strategies, in which case if $\boldsymbol{\sigma}^{*}$ is an MBE, then each player assigns a literal or its negation a probability of $\frac{1}{N}$. The intuition behind our proof is that in an MBE (or any equilibrium) each player chooses a strategy that makes the other players indifferent about which strategies they use.

Lemma 3.7. If $\sigma^{*}$ is an $M B E$ for $\Gamma_{l}$, then for $i=1, \ldots, N, \forall p \in I$, either

$$
\begin{equation*}
\sigma_{p}^{*}\left(l_{i}\right)=\frac{1}{N} \text { and } \sigma_{p}^{*}\left(\neg l_{i}\right)=0 \tag{3.4}
\end{equation*}
$$

or

$$
\begin{equation*}
\sigma_{p}^{*}\left(l_{i}\right)=0 \text { and } \sigma_{p}^{*}\left(\neg l_{i}\right)=\frac{1}{N} \tag{3.5}
\end{equation*}
$$

Hence each player chooses the same literals or negations of literals with a $\frac{1}{N}$ probability.
Proof. Let $\boldsymbol{\sigma}^{*}$ be an MBE for $\Gamma_{l}$. Suppose player $q$ is any even-numbered player and he chooses a strategy such that for some $i=1,2, \ldots, N$, both $+l_{i}, \neg l_{i} \notin \operatorname{supp}_{q}\left(\boldsymbol{\sigma}_{\boldsymbol{q}}^{*}\right)$. Hence for any $\boldsymbol{s}_{-\boldsymbol{q}} \in$ $\operatorname{supp}_{-q}\left(\boldsymbol{\sigma}_{-\boldsymbol{q}}^{*}\right), u_{q}\left(+l_{i}, \boldsymbol{s}_{-\boldsymbol{q}}\right)=1$ and $u_{q}\left(\neg l_{i}, \boldsymbol{s}_{-\boldsymbol{q}}\right)=1$. Otherwise there exists a $\boldsymbol{s}_{-\boldsymbol{q}}$ that gives player $q$ a higher expected payoff for his strategy $\boldsymbol{\sigma}_{\boldsymbol{q}}^{*}$. But from Remark 3.2 any odd-numbered player $p$ gets a payoff $N$ only when even-numbered players get a payoff 1 . Therefore $u_{p}\left(\boldsymbol{\sigma}^{*}\right) \neq \max _{\boldsymbol{s}_{-\boldsymbol{p}} \in S_{-p}} u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}^{*}, \boldsymbol{s}_{-\boldsymbol{p}}\right)$, a result that means $\boldsymbol{\sigma}^{*}$ is not an MBE to give a contradiction. The same argument applies if $q$ is an odd-numbered player and $p$ is an even-numbered player.

From Lemma 3.4, on the other hand, if $\boldsymbol{\sigma}^{*}$ is an MBE, then no two players choose a literal and the negation of that literal with a positive probability. Hence each player chooses with equal probability the same $N$ strategies from the $2 N$ strategies of $S_{p}$ defined following Definition 3.3. Therefore either (3.4) or (3.5) holds since each player chooses either $l_{i}$ or $\neg l_{i}, i=1, \ldots, N$ with a $\frac{1}{N}$ probability.

Theorem 3.2. For $k \geq 3$, a $k$-SAT instance is satisfiable if and only if there is an MBE for the reduced $k$-person game $\Gamma_{l}$. Therefore, finding an MBE for $k \geq 3$-person games is NP-hard.

Proof. Let $\sigma^{*}$ be an MBE for $\Gamma_{l}$. From Lemma 3.6 and Lemma 3.7 each player chooses the same $N$ literals or negations of literals with a probability $\frac{1}{N}$. Furthermore, $\sigma^{*}$ is an MBE. Hence by Lemma 3.3 no player gets a payoff 0 for any strategy chosen with a positive probability. It follows that
no strategy in the support of the $k$ players is a negation of any clause and k-SAT is satisfiable. On the other hand, suppose there is no MBE for the reduced game and every player chooses the same strategies with a probability $\frac{1}{N}$, then there exists at least one $p \in I$ such that for any strategy profile $\boldsymbol{\sigma}$

$$
u_{p}(\boldsymbol{\sigma}) \neq \max _{s_{-p} \in S-p} u_{p}\left(\boldsymbol{\sigma}_{\boldsymbol{p}}, s_{-p}\right) .
$$

Hence for at least one strategy that is chosen with a positive probability by the $k$ players, player $p$ gets a payoff 0 . Therefore, all strategies result in at least one unsatisfied clause, so there is no satisfiable truth assignment for the k-SAT instance.

Conversely, any satisfiable truth assignment guarantees that all clauses are True. Moreover, only the literal or its negation is assigned a True value. Hence, to obtain an MBE the literals or negations of literals that are True can be assigned a probability $\frac{1}{N}$, and

$$
u_{p}\left(\sigma^{*}\right)=\max _{s_{-p} \in S-p} u_{p}\left(\sigma_{p}^{*}, s_{-p}\right)=\frac{1}{N}(1+\cdots+N)=\frac{N+1}{2}, \forall p \in I .
$$

Therefore $\boldsymbol{\sigma}^{*}$ is an MBE for $\Gamma_{l}$.
Lemma 3.8. For $k \geq 3$, any instance of the $k$-SAT problem can be reduced to a $k$-person game in polynomial time in respect to the input.

Proof. Any instance of the k-SAT problem with $m$ clauses has a size of $k m$. Since each player has $2 N$ strategies, it is clear to see that $m \leq(2 N)^{k}$. Furthermore, $N \leq k m$. For the reduction to a $k$-person game we check $(2 N)^{k}$ cases and compare them with the $m$ clauses and for each case there are $k\left(\frac{k-1}{2}\right)$ steps to check if any two players strategies' are negations of each other. Hence for any k-SAT problem the reduction has a time complexity of $O\left((2 N)^{2 k}\right)$, but $N \leq k m$ so the reduction can be done in $O((2 k m))^{2 k}$. However, $k$ is a constant for any k-SAT problem and does not change among instances where the size of an instance changes only with $m$. Thus a k-SAT instance is reducible to a $k$-person game in polynomial time with respect to the input.

Theorem 3.3. For $k \geq 3$, the decision problem of finding an MBE is NP-complete.
Proof. The problem is in NP by Theorem 3.1. Moreover, by Theorem 3.2 and Lemma 3.8, the problem is NP-hard. Hence it is NP-complete.

Theorem 3.3 obviously refers to the worst-case scenario since a problem with a pure BE may be solvable in polynomial time as shown in [13].
Example 1. Consider the following 3-SAT instance consisting of 2 clauses: $\left(l_{1} \vee l_{2} \vee l_{3}\right) \wedge\left(\neg l_{1} \vee\right.$ $\left.\neg l_{2} \vee \neg l_{3}\right)$. In this example, $S_{1}=S_{2}=S_{3}=\left\{l_{1}, \neg l_{1}, l_{2}, \neg l_{2}, l_{3}, \neg l_{3}\right\}$. The payoffs for the three players are shown in Table 3.1.

An MBE can be attained by assigning a probability $\frac{1}{3}$ for any combination of the literals and negations of literals such that not all literals nor all negations of literals have a positive probability.

For example, one MBE is,

$$
\sigma_{p}\left(\neg l_{1}\right)=\sigma_{p}\left(l_{2}\right)=\sigma_{p}\left(l_{3}\right)=\frac{1}{3}, p=1,2,3
$$

and

$$
u_{p}\left(\sigma^{*}\right)=2, p=1,2,3 .
$$

Hence, $l_{1}=$ False, $l_{2}=l_{3}=$ True, which represents a satisfiable assignment for the 3-SAT instance.

Table 3.1: Example 1

| $l_{1}$ | $l_{1}$ | $\neg l_{1}$ | $l_{2}$ | $\neg l_{2}$ | $l_{3}$ | $\neg l_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{1}$ | $(3,1,3)$ | $(0,0,0)$ | $(1,2,1)$ | $(1,2,1)$ | (2,3,2) | $(2,3,2)$ |
| $\neg l_{1}$ | $(3,0,0)$ | $(3,0,3)$ | (1,0,0) | $(1,0,1)$ | (2,0,0) | $(2,0,2)$ |
| $l_{2}$ | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ | $(0,0,0)$ | $(3,1,0)$ | $(3,1,3)$ |
| $\neg l_{2}$ | $(1,2,1)$ | $(1,0,1)$ | (2,0,0) | $(2,3,2)$ | $(3,1,3)$ | $(3,1,3)$ |
| $l_{3}$ | $(2,3,2)$ | $(0,0,0)$ | $(3,1,0)$ | $(3,1,3)$ | $(1,2,1)$ | $(0,0,0)$ |
| $\neg l_{3}$ | $(2,3,2)$ | $(2,0,2)$ | $(3,1,3)$ | $(3,1,3)$ | (1,0,0) | $(1,2,1)$ |
| $\neg l_{1}$ | $l_{1}$ | $\neg l_{1}$ | $l_{2}$ | $\neg l_{2}$ | $l_{3}$ | $\neg l_{3}$ |
| $l_{1}$ | $(0,1,0)$ | $(0,1,3)$ | $(0,2,0)$ | $(0,2,1)$ | (0,3,0) | $(0,3,2)$ |
| $\neg l_{1}$ | $(0,0,0)$ | $(3,1,3)$ | $(1,2,1)$ | $(1,2,1)$ | (2,3,2) | $(2,3,2)$ |
| $l_{2}$ | $(0,2,0)$ | $(1,2,1)$ | $(2,3,2)$ | $(0,3,2)$ | $(3,1,3)$ | $(3,1,3)$ |
| $\neg l_{2}$ | $(0,0,0)$ | $(1,2,1)$ | (0,0,0) | $(2,3,2)$ | $(3,1,3)$ | $(0,0,3)$ |
| $l_{3}$ | $(0,3,0)$ | $(2,3,2)$ | $(3,1,3)$ | $(3,1,3)$ | $(1,2,1)$ | $(0,2,1)$ |
| $\neg l_{3}$ | $(0,0,0)$ | $(2,3,2)$ | (3,1,3) | $(0,0,3)$ | $(0,0,0)$ | (1,2,1) |
| $l_{2}$ | $l_{1}$ | $\neg l_{1}$ | $l_{2}$ | $\neg l_{2}$ | $l_{3}$ | $\neg l_{3}$ |
| $l_{1}$ | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ | $(0,0,0)$ | $(3,1,0)$ | $(3,1,3)$ |
| $\neg l_{1}$ | $(1,0,0)$ | $(1,2,1)$ | $(2,3,2)$ | $(2,0,2)$ | $(3,1,3)$ | $(3,1,3)$ |
| $l_{2}$ | $(2,3,2)$ | $(2,3,2)$ | $(3,1,3)$ | $(0,0,0)$ | $(1,2,1)$ | $(1,2,1)$ |
| $\neg l_{2}$ | $(2,0,0)$ | $(2,0,2)$ | $(3,0,0)$ | $(3,0,3)$ | $(1,0,0)$ | $(1,0,1)$ |
| $l_{3}$ | $(3,1,0)$ | $(3,1,3)$ | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ | (0,0,0) |
| $\neg l_{3}$ | $(3,1,3)$ | $(3,1,3)$ | $(1,2,1)$ | $(1,0,1)$ | $(2,0,0)$ | $(2,3,2)$ |
| $\neg l_{2}$ | $l_{1}$ | $\neg l_{1}$ | $l_{2}$ | $\neg l_{2}$ | $l_{3}$ | $\neg l_{3}$ |
| $l_{1}$ | $(1,2,1)$ | $(0,2,1)$ | (0,3,0) | $(2,3,2)$ | $(3,1,3)$ | $(3,1,3)$ |
| $\neg l_{1}$ | $(0,0,0)$ | $(1,2,1)$ | (0,0,0) | $(2,3,2)$ | $(3,1,3)$ | $(0,0,3)$ |
| $l_{2}$ | $(0,3,0)$ | $(0,3,2)$ | $(0,1,0)$ | $(0,1,3)$ | $(0,2,0)$ | $(0,2,1)$ |
| $\neg l_{2}$ | $(2,3,2)$ | $(2,3,2)$ | $(0,0,0)$ | $(3,1,3)$ | $(1,2,1)$ | $(1,2,1)$ |
| $l_{3}$ | $(3,1,3)$ | $(3,1,3)$ | $(0,2,0)$ | $(1,2,1)$ | $(2,3,2)$ | (0,3,2) |
| $\neg l_{3}$ | $(3,1,3)$ | $(0,0,3)$ | (0,0,0) | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ |
| $l_{3}$ | $l_{1}$ | $\neg l_{1}$ | $l_{2}$ | $\neg l_{2}$ | $l_{3}$ | $\neg l_{3}$ |
| $l_{1}$ | (2,3,2) | $(0,0,0)$ | $(3,1,0)$ | $(3,1,3)$ | $(1,2,1)$ | $(0,0,0)$ |
| $\neg l_{1}$ | $(2,0,0)$ | $(2,3,2)$ | $(3,1,3)$ | $(3,1,3)$ | $(1,2,1)$ | $(1,0,1)$ |
| $l_{2}$ | $(3,1,0)$ | $(3,1,3)$ | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ | $(0,0,0)$ |
| $\neg l_{2}$ | $(3,1,3)$ | $(3,1,3)$ | $(1,0,0)$ | $(1,2,1)$ | $(2,3,2)$ | $(2,0,2)$ |
| $l_{3}$ | $(1,2,1)$ | $(1,2,1)$ | $(2,3,2)$ | $(2,3,2)$ | $(3,1,3)$ | $(0,0,0)$ |
| $\neg l_{3}$ | $(1,0,0)$ | $(1,0,1)$ | $(2,0,0)$ | $(2,0,2)$ | $(3,0,0)$ | $(3,0,3)$ |

Table 3.1: Example 1

| $\neg l_{3}$ | $l_{1}$ | $\neg l_{1}$ | $l_{2}$ | $\neg l_{2}$ | $l_{3}$ | $\neg l_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{1}$ | $(2,3,2)$ | $(0,3,2)$ | $(3,1,3)$ | $(3,1,3)$ | $(0,2,0)$ | $(1,2,1)$ |
| $\neg l_{1}$ | $(0,0,0)$ | $(2,3,2)$ | $(3,1,3)$ | $(0,0,3)$ | $(0,0,0)$ | $(1,2,1)$ |
| $l_{2}$ | $(3,1,3)$ | $(3,1,3)$ | $(1,2,1)$ | $(0,2,1)$ | $(0,3,0)$ | $(2,3,2)$ |
| $\neg l_{2}$ | $(3,1,3)$ | $(0,0,3)$ | $(0,0,0)$ | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ |
| $l_{3}$ | $(0,2,0)$ | $(0,2,1)$ | $(0,3,0)$ | $(0,3,2)$ | $(0,1,0)$ | $(0,1,3)$ |
| $\neg l_{3}$ | $(1,2,1)$ | $(1,2,1)$ | $(2,3,2)$ | $(2,3,2)$ | $(0,0,0)$ | $(3,1,3)$ |

Example 2. Consider the following 3-SAT instance consisting of 8 clauses:

$$
\begin{gathered}
\left(l_{1} \vee l_{2} \vee l_{3}\right) \wedge\left(l_{1} \vee l_{2} \vee \neg l_{3}\right) \wedge\left(l_{1} \vee \neg l_{2} \vee l_{3}\right) \wedge\left(l_{1} \vee \neg l_{2} \vee \neg l_{3}\right) \wedge \\
\left(\neg l_{1} \vee l_{2} \vee l_{3}\right) \wedge\left(\neg l_{1} \vee l_{2} \vee \neg l_{3}\right) \wedge\left(\neg l_{1} \vee \neg l_{2} \vee l_{3}\right) \wedge\left(\neg l_{1} \vee \neg l_{2} \vee \neg l_{3}\right) .
\end{gathered}
$$

There is no satisfiable assignment for the 3-SAT instance since making any of the clauses True would make one of the other clauses False.

In the reduced game shown in Table 3.2, $S_{1}=S_{2}=S_{3}=\left\{l_{1}, \neg l_{1}, l_{2}, \neg l_{2}, l_{3}, \neg l_{3}\right\}$. Note that assigning positive probabilities for any combination of the three literals 1,2 , and 3 or their negations, results in at least one of the players getting a payoff 0 for some strategy $s$ that has a positive probability. Therefore,

$$
u_{p}\left(\sigma^{*}\right)=\max _{s_{-p} \in S_{-p}} u_{p}\left(\sigma^{*}, s_{-p}\right), \forall p \in I,
$$

for at least one of the three players. Hence there is no MBE by Lemma 3.1.

Table 3.2: Example 2

| $l_{1}$ | $l_{1}$ | $\neg l_{1}$ | $l_{2}$ | $\neg l_{2}$ | $l_{3}$ | $\neg l_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{1}$ | $(3,1,3)$ | $(0,0,0)$ | $(1,2,1)$ | $(1,2,1)$ | $(2,3,2)$ | $(2,3,2)$ |
| $\neg l_{1}$ | $(3,0,0)$ | $(3,0,3)$ | $(1,0,0)$ | $(1,0,1)$ | $(2,0,0)$ | $(2,0,2)$ |
| $l_{2}$ | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ | $(0,0,0)$ | $(3,1,0)$ | $(0,0,0)$ |
| $\neg l_{2}$ | $(1,2,1)$ | $(1,0,1)$ | $(2,0,0)$ | $(2,3,2)$ | $(3,0,0)$ | $(3,0,3)$ |
| $l_{3}$ | $(2,3,2)$ | $(0,0,0)$ | $(3,1,0)$ | $(0,0,0)$ | $(1,2,1)$ | $(0,0,0)$ |
| $\neg l_{3}$ | $(2,3,2)$ | $(2,0,2)$ | (3,0,0) | $(3,0,3)$ | (1,0,0) | $(1,2,1)$ |
| $\neg l_{1}$ | $l_{1}$ | $\neg l_{1}$ | $l_{2}$ | $\neg l_{2}$ | $l_{3}$ | $\neg l_{3}$ |
| $l_{1}$ | $(0,1,0)$ | $(0,1,3)$ | $(0,2,0)$ | $(0,2,1)$ | (0,3,0) | $(0,3,2)$ |
| $\neg l_{1}$ | $(0,0,0)$ | $(3,1,3)$ | $(1,2,1)$ | $(1,2,1)$ | $(2,3,2)$ | $(2,3,2)$ |
| $l_{2}$ | $(0,2,0)$ | $(1,2,1)$ | $(2,3,2)$ | $(0,3,2)$ | $(0,1,0)$ | $(0,1,3)$ |
| $\neg l_{2}$ | $(0,0,0)$ | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ | $(0,0,0)$ | $(0,0,3)$ |
| $l_{3}$ | $(0,3,0)$ | $(2,3,2)$ | $(0,1,0)$ | $(0,1,3)$ | $(1,2,1)$ | $(0,2,1)$ |
| $\neg l_{3}$ | $(0,0,0)$ | $(2,3,2)$ | (0,0,0) | $(0,0,3)$ | $(0,0,0)$ | $(1,2,1)$ |
| $l_{2}$ | $l_{1}$ | $\neg l_{1}$ | $l_{2}$ | $\neg l_{2}$ | $l_{3}$ | $\neg l_{3}$ |
| $l_{1}$ | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ | $(0,0,0)$ | $(3,1,0)$ | $(0,0,0)$ |
| $\neg l_{1}$ | $(1,0,0)$ | $(1,2,1)$ | $(2,3,2)$ | $(2,0,2)$ | $(3,0,0)$ | $(3,0,3)$ |
| $l_{2}$ | $(2,3,2)$ | $(2,3,2)$ | $(3,1,3)$ | $(0,0,0)$ | $(1,2,1)$ | $(1,2,1)$ |
| $\neg l_{2}$ | $(2,0,0)$ | $(2,0,2)$ | $(3,0,0)$ | $(3,0,3)$ | $(1,0,0)$ | $(1,0,1)$ |
| $l_{3}$ | $(3,1,0)$ | $(0,0,0)$ | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ | $(0,0,0)$ |
| $\neg l_{3}$ | $(3,0,0)$ | $(3,0,3)$ | $(1,2,1)$ | $(1,0,1)$ | $(2,0,0)$ | $(2,3,2)$ |
| $\neg l_{2}$ | $l_{1}$ | $\neg l_{1}$ | $l_{2}$ | $\neg l_{2}$ | $l_{3}$ | $\neg l_{3}$ |
| $l_{1}$ | $(1,2,1)$ | $(0,2,1)$ | $(0,3,0)$ | $(2,3,2)$ | $(0,1,0)$ | $(0,1,3)$ |
| $\neg l_{1}$ | $(0,0,0)$ | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ | $(0,0,0)$ | $(0,0,3)$ |
| $l_{2}$ | $(0,3,0)$ | $(0,3,2)$ | $(0,1,0)$ | $(0,1,3)$ | (0,2,0) | $(0,2,1)$ |
| $\neg l_{2}$ | $(2,3,2)$ | $(2,3,2)$ | $(0,0,0)$ | $(3,1,3)$ | $(1,2,1)$ | $(1,2,1)$ |
| $l_{3}$ | $(0,1,0)$ | $(0,1,3)$ | $(0,2,0)$ | $(1,2,1)$ | $(2,3,2)$ | $(0,3,2)$ |
| $\neg l_{3}$ | $(0,0,0)$ | (0,0,3) | (0,0,0) | $(1,2,1)$ | (0,0,0) | $(2,3,2)$ |
| $l_{3}$ | $l_{1}$ | $\neg l_{1}$ | $l_{2}$ | $\neg l_{2}$ | $l_{3}$ | $\neg l_{3}$ |
| $l_{1}$ | $(2,3,2)$ | $(0,0,0)$ | $(3,1,0)$ | $(0,0,0)$ | $(1,2,1)$ | $(0,0,0)$ |
| $\neg l_{1}$ | $(2,0,0)$ | $(2,3,2)$ | $(3,0,0)$ | $(3,0,3)$ | $(1,2,1)$ | $(1,0,1)$ |
| $l_{2}$ | $(3,1,0)$ | $(0,0,0)$ | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ | (0,0,0) |
| $\neg l_{2}$ | $(3,0,0)$ | $(3,0,3)$ | $(1,0,0)$ | $(1,2,1)$ | $(2,3,2)$ | $(2,0,2)$ |
| $l_{3}$ | $(1,2,1)$ | $(1,2,1)$ | $(2,3,2)$ | $(2,3,2)$ | $(3,1,3)$ | $(0,0,0)$ |
| $\neg l_{3}$ | $(1,0,0)$ | $(1,0,1)$ | $(2,0,0)$ | $(2,0,2)$ | $(3,0,0)$ | $(3,0,3)$ |

Table 3.2: Example 2

| $\neg l_{3}$ | $l_{1}$ | $\neg l_{1}$ | $l_{2}$ | $\neg l_{2}$ | $l_{3}$ | $\neg l_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{1}$ | $(2,3,2)$ | $(0,3,2)$ | $(0,1,0)$ | $(0,1,3)$ | $(0,2,0)$ | $(1,2,1)$ |
| $\neg l_{1}$ | $(0,0,0)$ | $(2,3,2)$ | $(0,0,0)$ | $(0,0,3)$ | $(0,0,0)$ | $(1,2,1)$ |
| $l_{2}$ | $(0,1,0)$ | $(0,1,3)$ | $(1,2,1)$ | $(0,2,1)$ | $(0,3,0)$ | $(2,3,2)$ |
| $\neg l_{2}$ | $(0,0,0)$ | $(0,0,3)$ | $(0,0,0)$ | $(1,2,1)$ | $(0,0,0)$ | $(2,3,2)$ |
| $l_{3}$ | $(0,2,0)$ | $(0,2,1)$ | $(0,3,0)$ | $(0,3,2)$ | $(0,1,0)$ | $(0,1,3)$ |
| $\neg l_{3}$ | $(1,2,1)$ | $(1,2,1)$ | $(2,3,2)$ | $(2,3,2)$ | $(0,0,0)$ | $(3,1,3)$ |

### 3.5 Conclusion

The MBE extends the BE to mixed strategies. In this paper, we study the computational complexity of finding an MBE for a $k$-person normal-form game. For a 2 -person normal-form game, an MBE always exists, and the problem of finding an MBE is PPAD-complete. The MBE may not exist for games with $k \geq 3$ players. However, we proved in this paper that the problem of finding an MBE in $k \geq 3$-person normal-form games is an NP-complete problem. In other words, if in the worst-case scenario there exists a polynomial-time algorithm that finds an MBE, then $\mathrm{P}=\mathrm{NP}$. The proof of the NP-completeness was based on a polynomial-time reduction from the k-SAT problem.
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# An Alternative Interpretation of Mixed Strategies in n-Person Normal Form Games via Resource Allocation 
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#### Abstract

In this paper we give an interpretation of mixed strategies in normal form games via resource allocation games. We define a game in normal form such that each player allocates to each of his pure strategies a fraction of the maximum resource he has available. However, the total amount he allocates does not necessarily equal to his maximum resource. The payoff functions in the resource allocation games vary with how each player allocates his resource. We prove that a Nash equilibrium always exists in mixed strategies for $n$-person resource allocation games. On the other hand, we show that a mixed Berge equilibrium may not exist in such games.


### 4.1 Introduction

Game theory is the study of mathematical decision making among multiple players. Each player makes an individual choice according to his notion of rationality and to his expectations of the other players' choices. The concept of the Nash equilibrium (NE) was introduced in [1] and [2]. The proof of the existence was based on the Kakutani and the Brouwer fixed point theorems [3]. Another solution concept, the Berge equilibrium, was introduced in [4] and formalized by [5]. A strategy is considered to be a Berge equilibrium if all players other than player $i$ cannot increase the expected payoff for player $i$ by changing their strategy. The Berge equilibrium was extended to mixed strategies in [6], where it was also shown that a mixed Berge equilibrium may not exist.

The computation of equilibria points is an essential component of game theory research and is well studied in literature. For example, a nonlinear programming approach to find an NE for three player games was developed in [7] and for $n$-person games in [8]. The nonlinear programming approach for finding an NE was extended in [9] to find a generalized equilibrium that includes the case of an MBE.

The purpose of this paper is to deal with the difficulties associated with mixed strategies. See [10] for an extensive literature review on the concept of mixed strategies, which require a randomizing process as described in [11] and [12]. According to [13], randomization lacks behavioral support. [14] gives two interpretations for mixed strategies. The first is based on the purification theorem of [15]. Purification refers to how mixed strategies reflect the player's lack of knowledge of other players' information and decision-making process. The second interpretation is that a mixed strategy represents the fraction of a large population that adapts each of the pure strategies.

In this paper we construct resource allocation games (RAGs) such that the equilibria strategies represent the fraction of a resource each player allocates to each of his pure strategies. In particular, we consider the NE and the MBE. The purpose of RAGs is to give an interpretation of the concept of mixed strategies. This interpretation is as follows. The probability that a player chooses a pure strategy equals the fraction of the resource the player allocates to that pure strategy over the total amount of the the resource the player allocates to all his pure strategies.

A related notion was studied in [16] for infinitely repeated noncooperative games played at discrete instants called stages. The payoffs in [16] were linear in the frequency that they had been played previously. Our approach differs significantly. For example, here a mixed strategy may or may not maximize the payoff functions for each player.

The organization of this paper is as following. In Section 2 we present the notation used. In Section 3 we prove the existence of an NE using Brouwer fixed point theorem. In Section 4 we present a nonlinear program to find an NE analytically. In Section 5 we consider the case of the MBE and present a nonlinear program to find one if one exists. In Section 6 we give some numerical examples and show that an MBE may not exist. In Section 7 we state our conclusions.

### 4.2 Preliminaries

In this section we define the notation used. Let the RAG $\Gamma=<I,\left(S_{i}\right)_{i \in I},\left(f_{i}\right)_{i \in I}>$ be an $n$-person resource allocation game in normal form. The set $I=1, \ldots, n$ is the set of the $n$-players. Let $R_{i}$ be the resource available for player $i$ and the $n$-tuple $\boldsymbol{R}=\left(R_{1}, \ldots, R_{n}\right)$ represents the amount of the resource each player has available. Define $R_{i}^{\min }>0$ to be the minimum amount of the resource $R_{i}$ player $i$ needs to allocate and $\alpha_{i}^{\text {min }}=\frac{R_{i}^{\text {min }}}{R_{i}}$. The set of the $m_{i}$ pure strategies available for player $i$ is $S_{i}=\left(s_{i}^{1}, \ldots, s_{i}^{m_{i}}\right)$.

Each player player $i$ allocates from his resource $R_{i}$ the fraction $\alpha_{i}^{j}$ to his pure strategy $s_{i}^{j}, j=$ $1, \ldots, m_{i}$. The set of all possible allocations for each player $i$ is

$$
\Delta_{i}=\left\{\boldsymbol{\alpha}_{i}=\left(\alpha_{i}^{1}, \ldots, \alpha_{i}^{m_{i}}\right): \alpha_{i}^{j} \geq 0, j=1, \ldots, m_{i}, \alpha_{i}^{\min } \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1\right\} .
$$

Note that $\Delta_{i}$ is compact and convex for each player $i \in I$. Let $\Delta_{-i}=\Delta_{1} \times \cdots \Delta_{i-1} \times \Delta_{i+1} \times \cdots \times \Delta_{n}$ and $\Delta=\Delta_{1} \times \cdots \times \Delta_{n}$. The probability the player $i$ chooses strategy $s_{i}^{j}$ is $\frac{\alpha_{i}^{j}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j}}$. Hence A mixed strategy for player $i$ is the $m_{i}$-tuple $\left(\frac{\alpha_{i}^{1}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j}}, \ldots, \frac{\alpha_{i}^{m_{i}}}{\sum_{j=1}^{m_{i}^{j}} \alpha_{i}^{j}}\right)$, where $\alpha_{i}^{m i n} \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1$, and $\alpha_{i}^{j} \geq 0, j=1, \ldots, m_{i}$. A pure strategy $j$ is an allocation $\alpha_{i}^{\text {min }} \leq \alpha_{i}^{j} \leq 1$ where the player $i$ allocates $\alpha_{i}^{j}$ to his pure strategy $j$ and allocates 0 to the rest of his pure strategies. The payoff function for each player is $f_{i}^{j, k}(\boldsymbol{\alpha})$. Here we have $\boldsymbol{\alpha}=\left(\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{\boldsymbol{n}}\right)$ and $\boldsymbol{\alpha}_{-i}=\left(\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{i-1}, \boldsymbol{\alpha}_{i+1}, \ldots, \boldsymbol{\alpha}_{\boldsymbol{n}}\right)$. The payoff functions $f_{i}^{j, k}(\boldsymbol{\alpha}), j=$ $1, \ldots, m_{i}, k=1, \ldots, m_{-i}$, are assumed to be continuous in $\alpha_{i}^{j} \in[0,1], j=1, \ldots, m_{i}, \forall i \in I$.

The set of joint pure strategies of all players other than player $i$, is the Cartesian product of the sets of pure strategies of all players other than player $i, S_{-i}=\times_{j \in I-\{i\}}\left(S_{j}\right)$ and is denoted by $S_{-i}=$ $\left\{s_{-i}^{1}, \ldots, s_{-i}^{m-i}\right\}$, where $m_{-i}=\Pi_{j \in I-\{i\}} m_{j}$. The joint probability $\alpha_{-i}^{k}=\Pi_{p \in I-\{i\}} \frac{\alpha_{p}^{k}}{\sum_{j=1}^{m p} \alpha_{p}^{j}}, k=1, \ldots, m_{-i}$ is the probability that all the players other than player $i$ choose the joint pure strategy $s_{-i}^{k}$. It is the product of the fraction that each player in $I-\{i\}=\{1, \ldots, i-1, i+1, \ldots, n\}$ allocates to his corresponding strategy.

We extend the identities proved in [6] to $\Gamma$. The following identities represent the expected payoff for player $i$. If player $i$ allocates $\alpha_{i}^{m i n} \leq \alpha_{i}^{j} \leq 1$ to his strategy $j$ and he allocates 0 to his other pure strategies while the rest of players choose the allocation $\boldsymbol{\alpha}_{-i}$ is

$$
\begin{equation*}
F_{i}^{j}(\boldsymbol{\alpha})=\sum_{k=1}^{m_{-i}} \alpha_{-i}^{k} j_{i}^{j, k}(\boldsymbol{\alpha}) . \tag{4.1}
\end{equation*}
$$

If player $i$ chooses the mixed allocation $\boldsymbol{\alpha}_{\boldsymbol{i}}$ and the rest of players choose the allocation $\boldsymbol{\alpha}_{-i}$, then the expected payoff for player $i$ is

$$
\begin{equation*}
F_{i}(\boldsymbol{\alpha})=\sum_{j=1}^{m_{i}} \sum_{k=1}^{m_{-i}} \frac{\alpha_{i}^{j}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j}} \alpha_{-i}^{k} f_{i}^{j, k}(\boldsymbol{\alpha}) . \tag{4.2}
\end{equation*}
$$

Table 4.1 shows an example of a 2 -person RAG.

Table 4.1: Example 1

|  | $s_{2}^{1}$ | $s_{2}^{2}$ |
| :---: | :---: | :---: |
| $s_{1}^{1}$ | $f_{1}^{1,1}\left(\alpha_{1}^{1} R_{1}, \alpha_{2}^{1} R_{2}\right), f_{2}^{1,1}\left(\alpha_{1}^{1} R_{1}, \alpha_{2}^{1} R_{2}\right)$ | $f_{1}^{1,2}\left(\alpha_{1}^{1} R_{1}, \alpha_{2}^{2} R_{2}\right), f_{2}^{1,2}\left(\alpha_{1}^{1} R_{1}, \alpha_{2}^{2} R_{2}\right)$ |
| $s_{1}^{2}$ | $f_{1}^{2,1}\left(\alpha_{1}^{2} R_{1}, \alpha_{2}^{1} R_{2}\right), f_{2}^{2,1}\left(\alpha_{1}^{2} R_{1}, \alpha_{2}^{1} R_{2}\right)$ | $f_{1}^{2,2}\left(\alpha_{1}^{2} R_{1}, \alpha_{2}^{2} R_{2}\right), f_{2}^{2,2}\left(\alpha_{1}^{2} R_{1}, \alpha_{2}^{2} R_{2}\right)$ |

In this paper, we consider the following two cases.

1. Case 1. Each player $i$ allocates all of his resource $R_{i}$. In other words, $\sum_{j=1}^{m_{i}} \alpha_{i}^{j}=1, \forall i \in I$. In this case, each player $i$ chooses strategy $j$ with the probability $\alpha_{i}^{j}$.
2. Case 2. Each player $i$ does not necessarily allocate all of his resource $R_{i}$. Hence $\alpha_{i}^{\text {min }} \leq$ $\sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1, \forall i \in I$. In this case, each player $i$ chooses strategy $j$ with the probability $\frac{\alpha_{i}^{j}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j}}, j=$ $1, \ldots, m_{i}$.
$R_{i}, \forall i \in I$, is considered fixed in these two cases. However, in the second case each player $i$ may not use all of his resource. Note that the first case is a special case of the second case. In particular if $R_{i}^{\text {min }}=R_{i}$, then the second case becomes the first case. We formalize this previous statement as follows.

Lemma 4.1. $\forall i \in I$ let $R_{i}^{m i n}=R_{i}$. Then Case 1 and Case 2 are equivalent.
Proof. Let $R_{i}^{\text {min }}=R_{i}, \forall i \in I$. Hence $\alpha_{i}^{m i n}=1$ and $\sum_{j=1}^{m_{i}} \alpha_{i}^{j}=1$. It follows immediately that Case 2 reduces to Case 1.

### 4.3 Existence

In this section we prove the existence of an NE in Case 1 and Case 2 above. Hence we seek to find a mixed strategy such that a player $i$ chooses strategy $j$ with a probability $\frac{\alpha_{i}^{j}}{\sum_{j=1}^{m i} \alpha_{i}^{j}}, j=1, \ldots, m_{i}, \forall i \in I$. We next restate the definition of an NE in terms of allocation.

Definition 4.1. ( $N E$ ) A strategy $\alpha^{*}$ is an $N E$ if and only if

$$
\begin{equation*}
F_{i}\left(\boldsymbol{\alpha}^{*}\right)=\max _{j=1, \ldots, m_{i}} F_{i}^{j}\left(\boldsymbol{\alpha}^{*}\right), \forall \boldsymbol{\alpha}_{\boldsymbol{i}} \in \triangle_{i}, \forall i \in I \tag{4.3}
\end{equation*}
$$

In an NE for the game $\Gamma$, no player can improve his expected payoff with a unilateral change in strategy, i.e., a unilateral reallocation of his previously allocated resource level.

In the following theorem, we prove the existence of an NE in a finite $n$-person $\Gamma$. It suffices to prove the existence for case 2 since it subsumes case 1 by Lemma 4.1 when $R_{i}^{\min }=R_{i}$.

The proof of the next theorem is similar to the proof of the existence of an equilibrium in [2]. Let $\Delta_{i}=\left\{\boldsymbol{\alpha}_{\boldsymbol{i}}: \alpha_{i}^{j} \geq 0, j=1, \ldots, m_{i}, \alpha_{i}^{m i n} \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1\right\}$ and $\Delta=\Delta_{1} \times \cdots \times \Delta_{n}$. The set $\Delta$ is compact
and convex since the number of player is finite and each player has a finite number of strategies. Define the function $\phi=\left(\phi_{1}, \ldots, \phi_{n}\right): \Delta \rightarrow \Delta$ where $\phi_{i}=\left(\phi_{i}^{1}, \ldots, \phi_{i}^{m_{i}}\right)$ and

$$
\begin{equation*}
\phi_{i}^{j}=\frac{\alpha_{i}^{j}+\max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}}{1+\sum_{j=1}^{m_{i}} \max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}}, i=1, \ldots, n, j=1, \ldots, m_{i} \tag{4.4}
\end{equation*}
$$

The functions $\phi_{i}^{j}$ are continuous since we assume that the $f_{i}^{j, k}(\boldsymbol{\alpha})$ are continuous in $\alpha_{i}^{j} \in[0,1], j=$ $1, \ldots, m_{i}, \forall i \in I$. Therefore by Brouwer fixed point theorem there exists fixed points

$$
\begin{equation*}
\alpha_{i}^{j}=\frac{\alpha_{i}^{j}+\max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}}{1+\sum_{j=1}^{m_{i}} \max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}}, i=1, \ldots, n, j=1, \ldots, m_{i} \tag{4.5}
\end{equation*}
$$

We now prove the existence of an NE in every finite $\Gamma$.
Theorem 4.1. Every finite $R A G \Gamma$ has an $N E$ in mixed strategies.
Proof. Let $\boldsymbol{\alpha}$ be an NE. Then no player has an incentive to change his strategy based on the allocation $\boldsymbol{\alpha}$. Note that the function $\max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}$ represent player's $i$ gain by choosing his pure strategy $j$ given the previous allocation $\boldsymbol{\alpha}$. Hence $\max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}=0, j=1, \ldots, m_{i}, \forall i \in I$. Thus $\boldsymbol{\alpha}$ is a fixed point.

Conversely, let $\boldsymbol{\alpha}$ be a fixed point. Then for each $i$ let $l$ be a pure strategy such that $\alpha_{i}^{l}>0$, and $F_{i}^{l}(\boldsymbol{\alpha})=\min _{j=1, \ldots, m_{i}} F_{i}^{j}(\boldsymbol{\alpha})$. Therefore, $\max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}=0$, since $F_{i}^{j}(\boldsymbol{\alpha}) \leq F_{i}(\boldsymbol{\alpha})$. Note that from Equation 4.5, the right hand side is $\alpha_{i}^{j}$ only when the denominator equals 1. Hence, $\sum_{j=1}^{m_{i}} \max \left\{0, F_{i}^{j}(\boldsymbol{\alpha})-F_{i}(\boldsymbol{\alpha})\right\}=0$. Hence no player has an incentive to change his strategy, and so $\boldsymbol{\alpha}$ is an NE allocation to complete the proof.

We now show how a standard $n$-person game in normal form with constant von NeumannMorgenstern (VNM) utility functions is a special case of an allocation game as defined in this paper.

Theorem 4.2. The payoff matrix for a standard normal form game is a special case of the payoff matrix for a normal form allocation game.

Proof. Let $u_{i}\left(s_{i}^{j}, s_{-i}^{k}\right)=c_{i}^{j, k}, j=1, \ldots, m_{i}, k=1, \ldots, m_{-i}, \forall i \in I$, be constant VNM utilities for a normal form game. It suffices to show that for any player $i$ the VNM utilities can be written as the payoffs for player $i$ in an allocation game $\Gamma$. To do so simply let $f_{i}^{j, k}(\boldsymbol{\alpha})=c_{i}^{j, k} \times R_{i}, R_{i}=1, \forall i \in I$. It follows that a standard normal form game with constant VNM utilities is a special case of the game $\Gamma$ to complete the proof.

In other words, for $R_{i}=1, \forall i \in I$, the payoff functions for each player $i$ need not vary with the fraction each player allocates to each of his pure strategies. It follows that for any equilibrium, say an NE or an MBE, a normal form game with VNM utilities is a special case of an associated
allocation game $\Gamma$. In the next section we consider the computation of an NE. The computation of an MBE will be considered in Section 5 .

### 4.4 The Computation of an NE

In this section we extend the nonlinear program in [8] to find an NE for the game $\Gamma$. Therefore an allocation $\boldsymbol{\alpha}$ is an NE if and only the maximum of the following nonlinear program is zero.

Theorem 4.3. $\boldsymbol{\alpha}^{*}$ is an NE for $\Gamma$ if and only if the maximum of the following nonlinear program is 0 :

$$
\begin{align*}
& \operatorname{maximize} g(\boldsymbol{\alpha}, \boldsymbol{\beta})=\sum_{i=1}^{n}\left[F_{i}(\boldsymbol{\alpha})-\beta_{i}\right] \\
& \quad \text { subject to } \\
& \sum_{k=1}^{m_{-i}} \alpha_{-i}^{k} f_{i}^{j, k}(\boldsymbol{\alpha}) \leq \beta_{i}, j=1, \ldots, m_{i}, \forall i \in I,  \tag{4.6}\\
& \alpha_{i}^{j} \geq 0, j=1, \ldots, m_{i}, \forall i \in I, \\
& \alpha_{i}^{\min } \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1, \forall i \in I .
\end{align*}
$$

Proof. Let $\boldsymbol{\alpha}^{*}$ be an NE where each player $i$ allocates $\sum_{j=1}^{m_{i}} \alpha_{i}^{j^{*}}$ of his total resource $R_{i}$. Then $F_{i}\left(\alpha^{*}\right)=\max _{j} F_{i}^{j}\left(\alpha^{*}\right)=\beta_{i}^{*}$. Therefore $g\left(\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}\right)=0$. Furthermore, all constraints (4.6) are satisfied since from Definition $4.1 \beta_{i}^{*}=\max _{j=1, \ldots, m_{i}} F_{i}^{j}\left(\boldsymbol{\alpha}^{*}\right)$.

Conversely, let $\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}$ be a feasible point such that $g\left(\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}\right)=0$. It can easily be checked by the constraints (4.6) and equation (4.2) that $F_{i}\left(\boldsymbol{\alpha}^{*}\right) \leq \beta_{i}^{*}$. Hence it must be the case that $F_{i}\left(\boldsymbol{\alpha}^{*}\right)=\beta_{i}^{*}$. Otherwise $g\left(\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}\right) \neq 0$ which yields a contradiction. Moreover, from the constraints $4.6 \beta_{i}^{*}=\max _{j=1, \ldots, m_{i}} F_{i}^{j}\left(\boldsymbol{\alpha}^{*}\right)$. Therefore $\boldsymbol{\alpha}^{*}$ is a NE by Definition 4.1.

It is worth noting that the payoff functions at an NE may not be maximized. To maximize the payoff functions one needs to find an allocation such that the fraction each player $i$ allocates to each strategy maximizes each of the player $i^{\prime}$ s payoff functions. We discuss here the case where the payoff functions are monotonically nondecreasing functions in the fraction of the resource $\alpha_{i}^{j}$. Hence each of the payoff functions is maximized when the total resource $R_{i}$ is allocated to that strategy. In other words, $F_{i}^{j}\left(\alpha_{i}^{j}=1, \boldsymbol{\alpha}_{-\boldsymbol{i}}\right) \geq F_{i}^{j}\left(\boldsymbol{\alpha}_{\boldsymbol{i}}, \boldsymbol{\alpha}_{-\boldsymbol{i}}\right), j=1, \ldots, m_{i}, \forall \alpha_{i} \in \triangle_{i}, \forall i \in I$.

Lemma 4.2. Let $f_{i}^{j, k}(\boldsymbol{\alpha})$ be monotonically increasing functions in $\alpha_{i}^{j}, j=1 \ldots, m_{i}, \forall i \in I$. Then the optimal strategy for each player is an NE if and only if the maximum of the following nonlinear
program is 0 .

$$
\begin{align*}
& \text { maximize } g(\boldsymbol{\alpha}, \boldsymbol{\beta})=\sum_{i=1}^{n}\left[F_{i}(\boldsymbol{\alpha})-\beta_{i}\right] \\
& \quad \text { subject to } \\
& F_{i}^{j}\left(\alpha_{i}^{j}=1, \boldsymbol{\alpha}_{-i}\right) \leq \beta_{i}, j=1, \ldots, m_{i}, \forall i \in I,  \tag{4.7}\\
& \alpha_{i}^{j} \geq 0, \forall i \in I, j=1, \ldots, m_{i}, \\
& \sum_{j=1}^{m_{i}} \alpha_{i}^{j}=1, \forall i \in I .
\end{align*}
$$

Proof. Let $\boldsymbol{\alpha}^{*}$ be an NE where the payoff is maximized. Then

$$
\beta_{i}^{*}=\max _{j=1, \ldots, m_{i}} F_{i}^{j}\left(\alpha_{i}^{j^{*}}=1, \boldsymbol{\alpha}_{-i}\right)
$$

However, $\boldsymbol{\alpha}^{*}$ is an NE. Hence from Theorem 4.3 the maximum of the nonlinear program is 0 .
Conversely, let $\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}$ be a feasible point such that the maximum of (4.7) is 0 . The functions $f_{i}^{j}$ are monotonically nondecreasing in $\alpha_{i}^{j}, \forall i \in I, j=1, \ldots, m_{i}$. Therefore, there exists a solution that zero-maximizes the objective function and satisfies all the conditions of the nonlinear program in Theorem 4.3. Hence the solution is an NE. Furthermore, the solution maximizes the expected payoff for each player of over all payoff functions and the proof is complete.

### 4.5 The Computation of an MBE

In this section, we consider the MBE. We only present a computational approach similar to (4.6), since example 2 of section 6 illustrates that an MBE may not exist for $n \geq 3$. A strategy is an MBE when all players other than player $i$ cannot increase player $i^{\prime}$ s expected payoff. The following is the definition of an MBE.

Definition 4.2. $A$ strategy $\alpha^{*}$ is an $M B E$ for $\Gamma$ if and only if

$$
\begin{equation*}
F_{i}\left(\boldsymbol{\alpha}^{*}\right)=\max _{k=1, \ldots, m_{-i}} \sum_{j=1}^{m_{i}} \frac{\alpha_{i}^{j^{*}}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j^{*}}} f_{i}^{j, k}\left(\boldsymbol{\alpha}^{*}\right), \forall \alpha_{-i} \in \Delta_{-i}, \forall i \in I . \tag{4.8}
\end{equation*}
$$

In an MBE for the game $\Gamma$, no player has an incentive of a unilateral change of his strategy based on how he allocates his resource. In other words, any unilateral change of strategy results in a less expected payoff to at least one of the remaining players. We extend the nonlinear program presented in [9] to the game $\Gamma$.

Theorem 4.4. $\boldsymbol{\alpha}^{*}$ is an MBE for $\Gamma$ if and only if the maximum of the following nonlinear program
is 0 :

$$
\begin{align*}
& \operatorname{maximize} h(\boldsymbol{\alpha}, \boldsymbol{\beta})=\sum_{i=1}^{n}\left[F_{i}(\boldsymbol{\alpha})-\beta_{i}\right] \\
& \quad \text { subject to } \\
& \sum_{j=1}^{m_{i}} \frac{\alpha_{i}^{j}}{\sum_{j=1}^{m_{i}} \alpha_{i}^{j}} f_{i}^{j, k}(\boldsymbol{\alpha}) \leq \beta_{i}, k=1, \ldots, m_{-i}, \forall i \in I,  \tag{4.9}\\
& \alpha_{i}^{j} \geq 0, \forall i \in I, j=1, \ldots, m_{i}, \\
& \alpha_{i}^{m i n} \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1, \forall i \in I .
\end{align*}
$$

Proof. Let $\alpha^{*}$ be an MBE allocation. Then each player allocates to each strategy a fraction $\alpha_{i}^{j^{*}}$ of his resource that equals to the probability that the player uses that strategy. From Definition 4.2 one can check that $F_{i}\left(\boldsymbol{\alpha}^{*}\right)=\beta_{i}^{*}=\max _{k=1, \ldots, m_{-i}} F_{i}^{k}\left(\boldsymbol{\alpha}^{*}\right), \forall i \in I$. Hence all constraints are satisfied. Moreover, $h\left(\boldsymbol{\beta}^{*}, \alpha^{*}\right)=0$.

Conversely, let $\left(\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}\right)$ be a feasible solution such that $h\left(\boldsymbol{\alpha}^{*}, \beta^{*}\right)=0$. From (4.9), it is easy to see that $F_{i}\left(\boldsymbol{\alpha}^{*}\right) \leq \beta_{i}^{*}, \forall i \in I$. But $h\left(\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}\right)=0$, so it must be that $F_{i}\left(\boldsymbol{\alpha}^{*}\right)=\beta_{i}^{*}, \forall i \in I$ and $\beta_{i}^{*}=\max _{k=1, \ldots, m_{-i}} F_{i}^{k}(\boldsymbol{\alpha})$. Therefore, $F_{i}\left(\boldsymbol{\alpha}^{*}\right)=\max _{k=1, \ldots, m_{-i}} F_{i}^{k}\left(\boldsymbol{\alpha}^{*}\right)$, and hence $\boldsymbol{\alpha}^{*}$ is an MBE by Definition 4.2.

### 4.6 Examples

In this section we present three examples. The first example is a 2 -person RAG, while the second and third are 3-person RAGs.

## Example 1.

In this 2-person RAG each player has 2 strategies. Player 1 has a resource $R_{1}=30$ and player 2 has a resource $R_{2}=50$. The payoff matrix for each player is shown in Table 4.2. For this game,

Table 4.2: Example 1

|  | $s_{2}^{1}$ | $s_{2}^{2}$ |
| :---: | :---: | :---: |
| $s_{1}^{1}$ | $\left(3+\alpha_{1}^{1} \times 30,5+\alpha_{2}^{1} \times 50\right)$ | $\left(2+\alpha_{1}^{1} \times 30,8+\alpha_{2}^{2} \times 50\right)$ |
| $s_{1}^{2}$ | $\left(2+\alpha_{1}^{2} \times 30,6+\alpha_{2}^{1} \times 50\right)$ | $\left(5+\alpha_{1}^{2} \times 30,4+\alpha_{2}^{2} \times 50\right)$ |

we consider Case 1 and Case 2 from section 2. In the first case, each player uses his maximum
resource. The following NLP finds an NE for Gamma for Case 1.

$$
\begin{aligned}
& \text { (P1) maximize } g(\boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(3+\alpha_{1}^{1} \times 30+5+\alpha_{2}^{1} \times 50\right) \\
& \\
& \quad+\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{1} \times 30+8+\alpha_{2}^{2} \times 50\right) \\
& \\
& \quad+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{2} \times 30,6+\alpha_{2}^{1} \times 50\right) \\
& \\
& \\
&
\end{aligned}
$$

subject to

$$
\begin{aligned}
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(3+\alpha_{1}^{1} \times 30+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{1} \times 30 \leq \beta_{1}\right.\right. \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{2} \times 30+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(5+\alpha_{1}^{2} \times 30 \leq \beta_{1}\right.\right. \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(5+\alpha_{2}^{1} \times 50\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(6+\alpha_{2}^{1} \times 50\right) \leq \beta_{2} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(8+\alpha_{2}^{2} \times 50\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(4+\alpha_{2}^{2} \times 50\right) \leq \beta_{2} \\
& \alpha_{1}^{1}+\alpha_{1}^{2}=1 \\
& \alpha_{2}^{1}+\alpha_{2}^{2}=1 .
\end{aligned}
$$

One solution to $(P 1)$ with $g\left(\alpha^{*}, \beta^{*}\right)=0$ and hence an NE is $\alpha_{1}^{1^{*}}=0.52, \alpha_{1}^{2^{*}}=0.48, \alpha_{2}^{1^{*}}=$ $0.51, \alpha_{2}^{2^{*}}=0.49, \beta_{1}^{*}=17.99, \beta_{2}^{*}=30.77$.

In Case 2 when each player allocates at least 0.4 of his resource, the following NLP finds an NE strategy for this problem.

$$
\begin{aligned}
& \text { (P2) maximize } g(\boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(3+\alpha_{1}^{1} \times 30+5+\alpha_{2}^{1} \times 50\right) \\
& \\
& \quad+\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{1} \times 30+8+\alpha_{2}^{2} \times 50\right) \\
& \\
& \quad+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{2} \times 30,6+\alpha_{2}^{1} \times 50\right) \\
& \\
& \\
&
\end{aligned}
$$

subject to

$$
\begin{aligned}
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(3+\alpha_{1}^{1} \times 30+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{1} \times 30 \leq \beta_{1}\right.\right. \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{2} \times 30+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(5+\alpha_{1}^{2} \times 30 \leq \beta_{1}\right.\right. \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(5+\alpha_{2}^{1} \times 50\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(6+\alpha_{2}^{1} \times 50\right) \leq \beta_{2} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(8+\alpha_{2}^{2} \times 50\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(4+\alpha_{2}^{2} \times 50\right) \leq \beta_{2} \\
& 0.4 \leq \alpha_{1}^{1}+\alpha_{1}^{2} \leq 1 \\
& 0.4 \leq \alpha_{2}^{1}+\alpha_{2}^{2} \leq 1 .
\end{aligned}
$$

One solution to $(P 2)$ with $g\left(\alpha^{*}, \beta^{*}\right)=0$ and hence an NE is $\alpha_{1}^{1^{*}}=0.45, \alpha_{1}^{2^{*}}=0, \alpha_{2}^{1^{*}}=0.23, \alpha_{2}^{2^{*}}=$ $0.17, \beta_{1}^{*}=15.94, \beta_{2}^{*}=16.5$.
However, the MBE may not exist as shown in [6]. The interpretation here is that there may not exist an allocation such that every player other than player $i$ allocates to each strategy a fraction equals to the probability of using that strategy that maximizes player $i^{\prime}$ s payoff. In the next example, an MBE does not exist, However, an NE exists by Theorem 4.1.

## Example 2.

In this 3-person RAG each player has 2 strategies with $R_{1}=R_{2}=R_{3}=1$ and needs to allocate at least 0.2 of his maximum resource. The payoff matrix for each player is shown in Table 4.3.

Table 4.3: Example 2

| $s_{3}^{1}$ | $s_{2}^{1}$ | $s_{2}^{2}$ |
| :---: | :---: | :---: |
| $s_{1}^{1}$ | $\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}, 1+\alpha_{1}^{1}+\alpha_{3}^{1}, 0\right)$ | $(0,0,0)$ |
| $s_{1}^{2}$ | $(0,0,0)$ | $\left(0,0,1+\alpha_{1}^{2}+\alpha_{2}^{2}\right)$ |
| $s_{3}^{2}$ | $s_{2}^{1}$ | $s_{2}^{2}$ |
| $s_{1}^{1}$ | $\left(0,0,1+\alpha_{1}^{1}+\alpha_{2}^{1}\right)$ | $(0,0,0)$ |
| $s_{1}^{2}$ | $(0,0,0)$ | $\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}, 1+\alpha_{1}^{2}+\alpha_{3}^{2}, 0\right)$ |

We now write the following NLP to find an MBE:

$$
\begin{aligned}
& \text { (P3) maximize } h(\boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}+1+\alpha_{1}^{1}+\alpha_{3}^{1}+0\right) \\
& \\
& \quad+\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{2}^{1}\right) \\
& \\
& \quad+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{2}^{2}\right) \\
& \\
& \quad+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}+1+\alpha_{1}^{2}+\alpha_{3}^{2}\right)-\beta_{1}-\beta_{2}-\beta_{3}
\end{aligned}
$$

subject to

$$
\begin{aligned}
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}(0) \leq \beta_{1} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}(0)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}(0) \leq \beta_{1} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}(0)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}\right) \leq \beta_{1} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{3}^{1}\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}(0) \leq \beta_{2} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}(0)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}(0) \leq \beta_{2} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}(0)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{3}^{2}\right) \leq \beta_{2} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{2}^{2}\right)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}(0) \leq \beta_{3} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}(0)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}(0) \leq \beta_{3} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}(0)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{2}^{1}\right) \leq \beta_{3} \\
& \alpha_{i}^{j} \geq 0, \forall i \in I, j=1, \ldots, m_{i} \\
& 0.2 \leq \sum_{j=1}^{m_{i}} \alpha_{i}^{j} \leq 1, \forall i \in I .
\end{aligned}
$$

In this problem, an MBE does not exist. Note that there is not any pure Berge equilibrium because whenever players 1 and 2 gets a positive payoff, player 3 gets a payoff 0 and vice versa. Furthermore, if any mixed strategy is used then for at least one player $i$, the players $-i$ will choose with a positive probability a strategy where at least one player $i$ gets a payoff 0 . Hence the maximum of ( $P 3$ ) cannot be 0 , and there is no MBE by Theorem 4.4. In contrast to the MBE, an NE always exists
by Theorem 4.1. The following is the nonlinear program to find an NE for this game.

$$
\left.\begin{array}{l}
\text { (P4) maximize } g(\boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}+1+\alpha_{1}^{1}+\alpha_{3}^{1}+0\right) \\
\\
\\
\quad+\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{2}^{1}\right) \\
\\
\\
\\
\\
\\
\\
\end{array} \frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{2}^{2}\right) . \alpha_{3}^{2}\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}+1+\alpha_{1}^{2}+\alpha_{3}^{2}\right)-\beta_{1}-\beta_{2}-\beta_{3}\right)
$$

subject to

$$
\begin{gathered}
\frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}\right) \leq \beta_{1} \\
\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}\right) \leq \beta_{1} \\
\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{3}^{1}\right) \leq \beta_{2} \\
\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{3}^{2}\right) \leq \beta_{2} \\
\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{2}^{2}\right) \leq \beta_{3} \\
\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{2}^{1}\right) \leq \beta_{3} \\
0 \alpha_{1}^{1}, \alpha_{1}^{2}, \alpha_{2}^{1}, \alpha_{2}^{2}, \alpha_{3}^{1}, \alpha_{3}^{2} \geq 0, \forall i \in I, j=1, \ldots, m_{i} \\
0.2 \leq \alpha_{1}^{1}+\alpha_{1}^{2} \leq 1 \\
0.2 \leq \alpha_{2}^{1}+\alpha_{2}^{2} \leq 1 \\
0.2 \leq \alpha_{3}^{1}+\alpha_{3}^{2} \leq 1 .
\end{gathered}
$$

One solution to $(P 4)$ with $g\left(\alpha^{*}, \beta^{*}\right)=0$ and hence an NE is $\alpha_{1}^{1^{*}}=\alpha_{1}^{2^{*}}=\alpha_{2}^{1^{*}}=\alpha_{2}^{2^{*}}=\alpha_{3}^{1^{*}}=\alpha_{3}^{2^{*}}=$ $0.1, \beta_{1}^{*}=\beta_{2}^{*}, \beta_{3}^{*}=0.3$.

## Example 3.

In this 3 -person RAG each player has 2 pure strategies with $R_{1}=R_{2}=R_{3}=1$ and each player needs to allocate at least 0.2 of his maximum resource. The payoff matrices are shown in Table 4.4.

Table 4.4: Example 3

| $s_{3}^{1}$ | $s_{2}^{1}$ | $s_{2}^{2}$ |
| :---: | :---: | :---: |
| $s_{1}^{1}$ | $\left(2+\alpha_{2}^{1}+\alpha_{3}^{1}, 1+\alpha_{1}^{1}+\alpha_{3}^{1}, 2+\alpha_{1}^{1}+\alpha_{2}^{1}\right)$ | $\left(1+\alpha_{2}^{2}+\alpha_{3}^{1}, 2+\alpha_{1}^{1}+\alpha_{3}^{1}, 1+\alpha_{1}^{1}+\alpha_{2}^{2}\right)$ |
| $s_{1}^{2}$ | $\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}, 2+\alpha_{1}^{2}+\alpha_{3}^{1}, 1+\alpha_{1}^{2}+\alpha_{2}^{1}\right)$ | $\left(2+\alpha_{2}^{2}+\alpha_{3}^{1}, 1+\alpha_{1}^{2}+\alpha_{3}^{1}, 2+\alpha_{1}^{2}+\alpha_{2}^{2}\right)$ |
| $s_{3}^{2}$ | $s_{2}^{1}$ | $s_{2}^{2}$ |
| $s_{1}^{1}$ | $\left(1+\alpha_{2}^{1}+\alpha_{3}^{2}, 2+\alpha_{1}^{1}+\alpha_{3}^{2}, 1+\alpha_{1}^{1}+\alpha_{2}^{1}\right)$ | $\left(2+\alpha_{2}^{2}+\alpha_{3}^{2}, 1+\alpha_{1}^{1}+\alpha_{3}^{2}, 2+\alpha_{1}^{1}+\alpha_{2}^{2}\right)$ |
| $s_{1}^{2}$ | $\left(2+\alpha_{2}^{1}+\alpha_{3}^{2}, 1+\alpha_{1}^{2}+\alpha_{3}^{2}, 2+\alpha_{1}^{2}+\alpha_{2}^{1}\right)$ | $\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}, 2+\alpha_{1}^{2}+\alpha_{3}^{2}, 1+\alpha_{1}^{2}+\alpha_{2}^{2}\right)$ |

This example has an MBE. The following NLP finds an MBE.
(P5) maximize $h(\boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(2+\alpha_{2}^{1}+\alpha_{3}^{1}+1+\alpha_{1}^{1}+\alpha_{3}^{1}+2+\alpha_{1}^{1}+\alpha_{2}^{1}\right)$

$$
\begin{aligned}
& +\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{1}+2+\alpha_{1}^{1}+\alpha_{3}^{1}+1+\alpha_{1}^{1}+\alpha_{2}^{2}\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}+2+\alpha_{1}^{2}+\alpha_{3}^{1}+1+\alpha_{1}^{2}+\alpha_{2}^{1}\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(2+\alpha_{2}^{2}+\alpha_{3}^{1}+1+\alpha_{1}^{2}+\alpha_{3}^{1}+2+\alpha_{1}^{2}+\alpha_{2}^{2}\right) \\
& +\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{2}+2+\alpha_{1}^{1}+\alpha_{3}^{2}+1+\alpha_{1}^{1}+\alpha_{2}^{1}\right) \\
& +\frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(2+\alpha_{2}^{2}+\alpha_{3}^{2}+1+\alpha_{1}^{1}+\alpha_{3}^{2}+2+\alpha_{1}^{1}+\alpha_{2}^{2}\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(2+\alpha_{2}^{1}+\alpha_{3}^{2}+1+\alpha_{1}^{2}+\alpha_{3}^{2}+2+\alpha_{1}^{2}+\alpha_{2}^{1}\right) \\
& +\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}} \frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}} \frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}+2+\alpha_{1}^{2}+\alpha_{3}^{2}+1+\alpha_{1}^{2}+\alpha_{2}^{2}\right)-\beta_{1}-\beta_{2}-\beta_{3}
\end{aligned}
$$

subject to

$$
\begin{aligned}
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(2+\alpha_{2}^{1}+\alpha_{3}^{1}\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{1}\right) \leq \beta_{1} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{1}\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(2+\alpha_{2}^{2}+\alpha_{3}^{1}\right) \leq \beta_{1} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(1+\alpha_{2}^{1}+\alpha_{3}^{2}\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(2+\alpha_{2}^{1}+\alpha_{3}^{2}\right) \leq \beta_{1} \\
& \frac{\alpha_{1}^{1}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(2+\alpha_{2}^{2}+\alpha_{3}^{2}\right)+\frac{\alpha_{1}^{2}}{\alpha_{1}^{1}+\alpha_{1}^{2}}\left(1+\alpha_{2}^{2}+\alpha_{3}^{2}\right) \leq \beta_{1} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{3}^{1}\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{1}+\alpha_{3}^{1}\right) \leq \beta_{2} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{2}+\alpha_{3}^{1}\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{3}^{1}\right) \leq \beta_{2} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{1}+\alpha_{3}^{2}\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{3}^{2}\right) \leq \beta_{2} \\
& \frac{\alpha_{2}^{1}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{3}^{2}\right)+\frac{\alpha_{2}^{2}}{\alpha_{2}^{1}+\alpha_{2}^{2}}\left(2+\alpha_{1}^{2}+\alpha_{3}^{2}\right) \leq \beta_{2} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(2+\alpha_{1}^{1}+\alpha_{2}^{1}\right)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{2}^{1}\right) \leq \beta_{3} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{1}+\alpha_{2}^{2}\right)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(2+\alpha_{1}^{1}+\alpha_{2}^{2}\right) \leq \beta_{3} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{2}^{1}\right)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(2+\alpha_{1}^{2}+\alpha_{2}^{1}\right) \leq \beta_{3} \\
& \frac{\alpha_{3}^{1}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(2+\alpha_{1}^{2}+\alpha_{2}^{2}\right)+\frac{\alpha_{3}^{2}}{\alpha_{3}^{1}+\alpha_{3}^{2}}\left(1+\alpha_{1}^{2}+\alpha_{2}^{2}\right) \leq \beta_{3} \\
& \alpha_{i}^{j} \geq 0, \forall i \in I, j=1, \ldots, m_{i} \\
& 0.2 \leq \sum_{i} \\
& m_{i}^{j} \leq 1, \forall i \in I .
\end{aligned}
$$

One solution to (P5) with $h\left(\alpha^{*}, \beta^{*}\right)=0$ and hence an MBE is $\alpha_{1}^{1^{*}}=\alpha_{1}^{2^{*}}=\alpha_{2}^{1^{*}}=\alpha_{2}^{2^{*}}=\alpha_{3}^{1^{*}}=$ $\alpha_{3}^{2^{*}}=0.125, \beta_{1}^{*}=\beta_{2}^{*}, \beta_{3}^{*}=1.75$.

### 4.7 Conclusion

In this paper we gave an interpretation for the mixed via resource allocation games in normal form. In these games, a mixed strategy is an allocation. Each player chooses a pure strategy with a probability that equals to the fraction of the maximum available resource allocated to that pure strategy over the total fraction of the the resource the player allocates to all his pure strategies. We proved by Brouwer fixed point theorem the existence of an NE in these games. Furthermore, we showed that an MBE may not exist in a resource allocation game unless there exists a strategy yielding zero for the associated nonlinear program.
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## Chapter 5

# The Mixed Berge Equilibrium in Extensive Form Games 
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[^3]
#### Abstract

In this paper we apply the concept of a mixed Berge equilibrium to finite $n$-person games in extensive form. We study the mixed Berge equilibrium in both perfect and imperfect information finite games. In addition, we define the notion of a subgame perfect mixed Berge equilibrium and show that for a 2 -person game, there always exists a subgame perfect Berge equilibrium. Thus there exists a mixed Berge equilibrium for any 2 -person game in extensive form. For games with 3 or more players, however, a mixed Berge equilibrium and a subgame perfect mixed Berge equilibrium may not exist. In summary, this paper extends extensive form games to include players acting altruistically.


### 5.1 Introduction

The Berge equilibrium (BE) is a solution concept in game theory introduced in [1] and formally defined in [2]. It was extended to mixed strategies (MBE) in [3]. The Berge equilibrium represents a strategy that is mutually cooperative. In other words, at a Berge equilibrium player $i$ cannot gain a better payoff if any other player changes his strategy unilaterally. In effect, an MBE represents the situation where every $n-1$ players choose the best joint mixed strategy for the remaining player. In this paper, we apply the concept of an MBE to finite extensive form games, where players make decisions sequentially. We consider here finite $n$-person extensive form games both with complete information and incomplete information. In a complete information game, each player is aware of the actions of the other players. In imperfect information games, however, players are not aware of the actions that other players choose.

The paper is organized as follows. In Section 2, we give the needed notation and definitions. In Section 3, we study the existence of an MBE in extensive form games. In Section 4, we give examples, and then give conclusions in Section 5.

### 5.2 Preliminaries

We use here a notation similar to that of [4]. An extensive form game $G$ is written as $G=$ ( $N, H, P, I$ ), where $N$ is the set of the players, $H$ is the set of histories, $P$ is a function assigning a player to each non-terminal history, and $I$ represents an information set.

Each history $h$ is a sequence of actions $\left(a^{k}\right)_{k=1, \ldots, K}$. In this paper, we assume that all the sequences of actions are finite. Hence the game is finite. Each history $h \in H$ ends with a terminal node which gives the utility value for each of the $n$-players. Each non-terminal node belongs to an information set $I_{i}$ for a player $i$ such that $P(h)=i$. The set of all information sets for player $i$ is $\tau_{i}$. If each information set has only one node, then the game is a perfect information game. In an imperfect information game, two or more nodes belong to some information set. If two or more nodes belong to the same information set, then they are connected with a dotted line. The idea is that if an information set includes only one decision node, then a player knows the actions that led to that node so the game is a perfect information game. An example of a 2 -person extensive form game is show in Figure 5.1. In this game, player 1 makes a decision $s_{1}$ or $t_{1}$. Next, player 2 makes a decision. After that, either the game is finished or player 1 makes a decision with imperfect information. The label above a node $(i: j)$ means information set $j$ for player $i$.

Each game in extensive form can be represented as a game in normal form [5]. The set of pure strategies $S_{i}=\left\{\times A_{i} \mid A_{i} \in I_{i}, I_{i} \in \tau_{i}\right\}$ for each player $i$ is the Cartesian product over the actions player $i$ has at each of his information sets. A mixed strategy $\sigma_{i}$ for a player $i$ is a probability distribution over his set of pure strategies. The set of all mixed strategies for player $i$ is $\Delta S_{i}$. The support of a mixed strategy for player $i$ is $\operatorname{supp}\left(\sigma_{i}\right)=\left\{s_{i} \in S_{i} \mid \sigma_{i}\left(s_{i}\right)>0\right\}$. A pure strategy for player $i$ is a special case of the mixed strategy where a player chooses exactly one action at each of his information sets.

Similarly, a mixed strategy for all players other than player $i$ is a probability distribution $\sigma_{-i}$


Figure 5.1: Example of a two-person extensive form game
over the set of the Cartesian product of all the pure strategies for all players other than player $i$. Hence $\sum_{s_{-i} \epsilon S_{-i}} \sigma_{-i}\left(s_{-i}\right)=1, \sigma_{-i}\left(s_{-i}\right) \geq 0$, where $\sigma_{-i}\left(s_{-i}\right)$ is the that product of the probabilities that each player other than player $i$ chooses the strategy $s_{-i}$. The set of all mixed strategies for all players other than player $i$ is $\Delta S_{-i}$. The support of a mixed strategy for all players other than player $i$ is $\operatorname{supp}\left(\sigma_{-i}\right)=\left\{s_{-i} \in S_{-i} \mid \sigma_{-i}\left(s_{-i}\right)>0\right\}$.

The following identities were derived in [3]. Player $i^{\prime}$ s expected payoff for strategy $s_{i}$ for player $i$ and strategy $\sigma_{-i}$ for the remaining players is

$$
\begin{equation*}
u_{i}\left(s_{i}, \sigma_{-i}\right)=\sum_{s_{-i} \in S_{-i}} \sigma_{-i}\left(s_{-i}\right) u_{i}\left(s_{i}, s_{-i}\right) . \tag{5.1}
\end{equation*}
$$

Player $i^{\prime}$ s expected payoff for strategy $\sigma_{i}$ for player $i$ and strategy $s_{-i}$ for the remaining players is

$$
\begin{equation*}
u_{i}\left(\sigma_{i}, s_{-i}\right)=\sum_{s_{i} \in S_{i}} \sigma_{i}\left(s_{i}\right) u_{i}\left(s_{i}, s_{-i}\right) . \tag{5.2}
\end{equation*}
$$

Player $i^{\prime}$ s expected payoff for strategy $\sigma_{i}$ for player $i$ and strategy $\sigma_{-i}$ for the remaining players is

$$
\begin{equation*}
u_{i}\left(\sigma_{i}, \sigma_{-i}\right)=\sum_{s_{i} \in S_{i}} \sum_{s_{-i} \in S_{-i}} \sigma_{i}\left(s_{i}\right) \sigma_{-i}\left(s_{-i}\right) u_{i}\left(s_{i}, s_{-i}\right) . \tag{5.3}
\end{equation*}
$$

We now define the NE.
Definition 5.1. A strategy $\sigma^{*}$ is an NE if and only if

$$
\begin{equation*}
\max _{s_{i} \in S_{i}} u_{i}\left(s_{i}, \sigma_{i}^{*}\right)=u_{i}\left(\sigma_{i}^{*}, \sigma_{-i}^{*}\right) \geq u_{i}\left(\sigma_{i}, \sigma_{-i}^{*}\right), \forall \sigma_{i} \in \Delta S_{i}, \forall i \in N . \tag{5.4}
\end{equation*}
$$

In an NE, no player can increase his expected payoff by changing his strategy unilaterally. We can similarly define an MBE.

Definition 5.2. A strategy $\sigma^{*}$ is an MBE if and only if

$$
\begin{equation*}
\max _{s_{-i} \in S_{-i}} u_{i}\left(\sigma_{i}^{*}, s_{-i}\right)=u_{i}\left(\sigma_{i}^{*}, \sigma_{-i}^{*}\right) \geq u_{i}\left(\sigma_{i}^{*}, \sigma_{-i}\right), \forall \sigma_{-i} \in \Delta S_{-i}, \forall i \in N . \tag{5.5}
\end{equation*}
$$

In an MBE all players other than player $i$ cannot increase the expected payoff for player $i$ by changing their strategies. Hence no player can increase other player's expected payoff by changing his strategy unilaterally.

The subgame perfect Nash equilibrium (SPNE) is an important concept in extensive games since it always exists. An SPNE can be obtained using backward induction. The following definition of a subgame is from [4].

Definition 5.3. An extensive form subgame is a sequence of actions $h^{\prime}$ after a history $h$ such that $\left(h, h^{\prime}\right) \in H$.

We extend the concept of the SPNE to a subgame perfect MBE (SPMBE). We prove that one exists for every 2-person game. However, we show that one may not exist for $n \geq 3$.

Definition 5.4. A strategy $\sigma^{*}$ is an SPNE if and only if for every nonterminal history $h$ with $P(h)=i$, then

$$
\begin{equation*}
u_{i}\left(\left.\sigma_{i}^{*}\right|_{h},\left.\sigma_{-i}^{*}\right|_{h}\right) \geq u_{i}\left(\sigma_{i},\left.\sigma_{-i}^{*}\right|_{h}\right), \forall \sigma_{i} \in \Delta S_{i}, \forall i \in N . \tag{5.6}
\end{equation*}
$$

An SPNE, is an NE for some subgame. Furthermore, no player can increase his expected payoff by changing his strategy unilaterally at any information node and history $h$ such that $P(h)=i$.

We now give the definition of an SPMBE. Note the difference in history as opposed to Definition 5.4.

Definition 5.5. A strategy $\sigma^{*}$ is an SPMBE if and only if for every non-terminal history $h$ with $P(h) \neq i$, then

$$
\begin{equation*}
u_{i}\left(\left.\sigma_{i}^{*}\right|_{h},\left.\sigma_{-i}^{*}\right|_{h}\right) \geq u_{i}\left(\left.\sigma_{i}^{*}\right|_{h}, \sigma_{-i}\right), \forall h \in H, P(h) \neq i, \forall \sigma_{-i} \in \Delta S_{-i}, \forall i \in N . \tag{5.7}
\end{equation*}
$$

Thus an SPMBE is a subgame concept where a strategy is an MBE for some subgame. Furthermore, players other than player $i$ cannot increase player $i^{\prime}$ 's expected payoff by unilaterally changing their strategies at any information node with a non-terminal history $h$ for which $P(h) \neq i$.

### 5.3 MBE Existence in Extensive Form Games

We now consider the existence of an MBE in an extensive form game. The following theorem from [5] is used.

Theorem 5.1. Every game in extensive form has a subgame perfect NE.
Next we define a $2-$ person game $G^{\prime}$ in extensive form. Each player has the same set of actions as he has in the game $G$. However, the two players payoffs are swapped.

Definition 5.6. The game $G^{\prime}$ is a 2-person game where each player has the same actions as in the game $G$. The payoffs for player 1 in $G$ are the payoffs for player 2 in $G^{\prime}$ and vice versa.

Lemma 5.1. Let $G$ be a 2 -person normal form game. Then any $N E$ for the game $G^{\prime}$ is an $M B E$ for $G$.

Proof. Let $\sigma^{*}$ be an NE for $G^{\prime}$. Then,

$$
\begin{equation*}
u_{1}\left(\sigma_{1}^{*}, \sigma_{2}^{*}\right) \geq u_{1}\left(\sigma_{1}^{*}, \sigma_{2}\right), \forall \sigma_{2} \in \Delta S_{2}, \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{1}\left(\sigma_{1}^{*}, \sigma_{2}^{*}\right) \geq u_{1}\left(\sigma_{1}^{*}, \sigma_{2}\right), \forall \sigma_{2} \in \Delta S_{2} . \tag{5.9}
\end{equation*}
$$

Thus $\sigma^{*}$ is an MBE by Definition 5.5 to complete the proof.
The following remark follows immediately from Theorem 5.1 and Lemma 5.1.
Remark 5.1. Every 2-person game $G$ has an SPMBE. Hence every 2-person game in extensive form has an MBE.

Proof. Let $G$ be a 2 -person game and $G^{\prime}$ is the game with the swapped payoffs for the two players. By Theorem 5.1, $G^{\prime}$ always has an SPNE $\sigma^{*}$ for some subgame in $G^{\prime}$. Therefore by Lemma 5.1, $\sigma^{*}$ is an MBE for the same subgame in $G$. Hence the game $G$ has an SPMBE. Moreover, by Definition 5.5 an SPMBE is an MBE for the game $G$, and the proof is complete.

In the following lemma, we give necessary and sufficient conditions for the existence on an MBE.
Lemma 5.2. A strategy $\sigma^{*}$ is an MBE for $G$ if and only if $\sigma_{-i}^{*}\left(s_{-i}\right)=0$ when

$$
\begin{equation*}
u_{i}\left(\sigma_{i}^{*}, s_{-i}\right)<\max _{s_{-i} \in S_{-i}} u_{i}\left(\sigma_{i}^{*}, s_{-i}\right) . \tag{5.10}
\end{equation*}
$$

Proof. Let $\sigma^{*}$ be an MBE for $G$. Suppose that there exists a strategy $s_{-i}$ such that $u_{i}\left(\sigma_{i}^{*}, s_{-i}\right)<$ $\max _{s_{-i} \in S_{-i}} u_{i}\left(\sigma_{i}^{*}, s_{-i}\right)$ and $\sigma_{-i}\left(s_{-i}\right)>0$. Hence by Equation $5.3 u_{i}\left(\sigma_{i}^{*}, \sigma_{-i}^{*}\right)<\max _{s_{-i} \in S_{-i}} u_{i}\left(\sigma_{i}^{*}, s_{-i}\right)$. Therefore, by Definition 5.5 the strateg $\sigma^{*}$ is not an MBE to yield a contradiction.

Conversely, suppose $\sigma^{*}$ is a strategy such that if

$$
\begin{equation*}
u_{i}\left(\sigma_{i}^{*}, s_{-i}\right)<\max _{s_{-i} \in S_{-i}} u_{i}\left(\sigma_{i}^{*}, s_{-i}\right), \tag{5.11}
\end{equation*}
$$

then $\sigma_{-i}^{*}\left(s_{-i}\right)=0$. Hence

$$
\begin{equation*}
u_{i}\left(\sigma_{i}^{*}, \sigma_{-i}^{*}\right)=\max _{s_{-i} \in S_{-i}} u_{i}\left(\sigma_{i}^{*}, s_{-i}\right), \forall i \in I . \tag{5.12}
\end{equation*}
$$

Thus $\sigma^{*}$ is an MBE by Definition 5.5.
We now use a counterexample to prove that an MBE may not exist in $n$-person extensive form games with $n \geq 3$.


Figure 5.2: Three-Person Game with No MBE

Theorem 5.2. An MBE may not exist when $n \geq 3$.
Proof. The proof of this theorem is by a counterexample. Consider the following example of Figure 5.2. We claim that there is not an MBE for this game. Suppose there exists an MBE $\sigma^{*}$ for the game. Let $\sigma_{1}^{*}$ be the strategy of player 1. Note that from Figure 5.2

$$
\begin{equation*}
\max _{s_{-1} \in S_{-1}} u_{1}\left(\sigma_{1}^{*}, s_{-1}\right)=1 \tag{5.13}
\end{equation*}
$$

Moreover, $\sigma^{*}$ is an MBE. Hence players 2 and 3 choose with positive probabilities their pure strategies that gives player 1 a payoff 1 . Hence player 2 would only choose strategy $s_{2}, t_{2}$. However, whenever player 2 wants to maximize player 1's payoff there exists a pure strategy for player 3 such that for some pure strategy for player 1 in $\operatorname{supp}\left(\sigma_{1}^{*}\right)$,

$$
\begin{equation*}
\max _{s_{-2} \in S_{-2}} u_{2}\left(\sigma_{2}^{*}, s_{-2}\right)=1 \tag{5.14}
\end{equation*}
$$

Any strategy chosen by player 3 can only maximize either player 1 's or player $2^{\prime} s$ expected payoff, but not both. Hence $\sigma^{*}$ cannot be an MBE by Lemma 5.2 to yield a contradiction.

### 5.4 Examples

In this section we give two examples. In the first example we consider a 3 -person game with imperfect information. We show that the game does not have an MBE. If we consider the same game with perfect information, then it has an MBE. However, the game does not have an SPMBE even with perfect information.

## Example 1

We now show an example of an imperfect information game. Consider the 3-person game shown in Figure 5.3. The game shown in Table 5.1 is the normal form representation for the game in Figure 5.3. However, it was proven in [3] that an MBE does not exist for this game. We now consider the


Figure 5.3: Three-Person Game with Imperfect Information
Table 5.1: Normal Form Representation

| $s_{3}$ | $s_{2}$ | $t_{2}$ | $t_{3}$ | $s_{2}$ | $t_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{1}$ | $(1,1,0)$ | $(0,0,0)$ | $s_{1}$ | $(0,0,1)$ | $(0,0,0)$ |
| $t_{1}$ | $(0,0,0)$ | $(0,0,1)$ | $t_{1}$ | $(0,0,0)$ | $(1,1,0)$ |

same game but with perfect information as shown in Figure 5.4. An interesting result is that the game has multiple MBEs in the case of perfect information.

The strategies for player 1 are simply $s_{1}$ and $t_{1}$. However, player 2 has 4 pure strategies and player 3 has 16 pure strategies, as shown in Tables 5.2 and 5.3 respectively.

For this game, player 3 has 16 different strategies as shown in Table 5.3. For example strategy 1 means that if player 1 chooses $s_{1}$, and player 2 chooses $s_{2}$, then player 3 chooses $s_{3}$. If player 1 chooses $s_{1}$, and player 2 chooses $t_{2}$, then player 3 chooses $s_{3}$. If player 1 chooses $t_{1}$, and player 2 chooses $s_{2}$, then player 3 chooses $s_{3}$. If player 1 chooses $t_{1}$, and player 2 chooses $t_{2}$, then player 3 chooses $s_{3}$.

One BE for this game is that player 1 chooses $s_{1}$, player 2 chooses $s_{2}, s_{2}$, and player 3 chooses strategy $s_{3}, s_{3}, t_{3}, t_{3}$. Note that for this BE, player 3 gets a payoff 0 . However, players 1 and 2 cannot increase player 3 's payoff regardless of their strategies. Moreover, they want to maximize

Table 5.2: Player 2's Strategies

| Player 2's pure strategies | $s_{1}$ | $t_{1}$ |
| :---: | :--- | :--- |
| Strategy 1 | If player 1 chooses $s_{1}$, then $s_{2}$. | If player 1 chooses $t_{1}$, then $s_{2}$. |
| Strategy 2 | If player 1 chooses $s_{1}$, then $s_{2}$. | If player 1 chooses $t_{1}$, then $t_{2}$. |
| Strategy 3 | If player 1 chooses $s_{1}$, then $t_{2}$. | If player 1 chooses $t_{1}$, then $s_{2}$. |
| Strategy 4 | If player 1 chooses $s_{1}$, then $t_{2}$. | If player 1 chooses $t_{1}$, then $t_{2}$. |



Figure 5.4: Three-Person Game with Perfect Information
the expected payoff for each other. Hence the strategy is an MBE.
Note that even with perfect information, the game does not have an SPMBE. Using backward induction, regardless of whether player 3 chooses $s_{3}$ or $t_{3}$, then player 1 alone can increase player 3 's expected payoff. However that would result in reducing player $2^{\prime}$ s expected payoff. A symmetric result holds for player 1 if player 2 increases player $3^{\prime}$ s payoff. Hence the game cannot have an SPMBE. The next remark follows immediately.

Remark 5.2. An MBE for the game $G$ is not necessarily an SPMBE.

## Example 2

We now a give an example of a 2 -person Bayesian game. Bayesian games with different types have been considered in literature; e.g., see [5]. In this example, we consider a 2 -person game in extensive form. Each player has two strategies cooperate (C) and defect (D). We assume that there is a probability distribution over the types of player 1 . The first type is an altruistic type. This type wants to maximize player $2^{\prime}$ s expected payoff. The second type chooses the strategy Tit-for-Tat of [6]. The second type will cooperate with player 2 only if player 2 chooses to cooperate with player 1. The third type is selfish and wants to maximize his own expected payoff. In this example, let the probability of each type be $P\left[\right.$ Type 1] $=p_{1}, P\left[\right.$ Type 2] $=p_{2}$, and $P[$ Type 3$]=p_{3}$. The game is an imperfect information game. We assume that the game is repeated and not a one-stage game. At each stage, player 1 can be from any type and player 2 only knows the probability distribution over the types. Player 2 next chooses his action. Then player 1 chooses his action without knowing what action player 2 chose. The payoffs for each are shown in Figure 5.5.

Table 5.3: Player 3's Strategies

| Player 3's pure strategies | $s_{1}, s_{2}$ | $s_{1}, t_{2}$ | $t_{1}, s_{2}$ | $t_{1}, t_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| Strategy 1 | $s_{3}$ | $s_{3}$ | $s_{3}$ | $s_{3}$ |
| Strategy 2 | $s_{3}$ | $s_{3}$ | $s_{3}$ | $t_{3}$ |
| Strategy 3 | $s_{3}$ | $s_{3}$ | $t_{3}$ | $s_{3}$ |
| Strategy 4 | $s_{3}$ | $t_{3}$ | $s_{3}$ | $s_{3}$ |
| Strategy 5 | $s_{3}$ | $s_{3}$ | $t_{3}$ | $t_{3}$ |
| Strategy 6 | $s_{3}$ | $t_{3}$ | $t_{3}$ | $s_{3}$ |
| Strategy 7 | $s_{3}$ | $t_{3}$ | $s_{3}$ | $t_{3}$ |
| Strategy 8 | $s_{3}$ | $t_{3}$ | $t_{3}$ | $t_{3}$ |
| Strategy 9 | $t_{3}$ | $s_{3}$ | $s_{3}$ | $s_{3}$ |
| Strategy 10 | $t_{3}$ | $s_{3}$ | $s_{3}$ | $t_{3}$ |
| Strategy 11 | $t_{3}$ | $s_{3}$ | $t_{3}$ | $s_{3}$ |
| Strategy 12 | $t_{3}$ | $t_{3}$ | $s_{3}$ | $s_{3}$ |
| Strategy 13 | $t_{3}$ | $s_{3}$ | $t_{3}$ | $t_{3}$ |
| Strategy 14 | $t_{3}$ | $t_{3}$ | $t_{3}$ | $s_{3}$ |
| Strategy 15 | $t_{3}$ | $t_{3}$ | $s_{3}$ | $t_{3}$ |
| Strategy 16 | $t_{3}$ | $t_{3}$ | $t_{3}$ | $t_{3}$ |

Table 5.4: Two-Person Bayesian Game in Normal Form

|  | $s_{2}$ | $t_{2}$ |
| :---: | :---: | :---: |
| $s_{1}$ | $\left(4 \times p_{1}+8 \times p_{2}+4 \times p_{3}, 4\right)$ | $\left(5 \times p_{1}+0 \times p_{2}+1 \times p_{3}, 5\right)$ |
| $t_{1}$ | $\left(1 \times p_{1}+0 \times p_{2}+5 \times p_{3}, 1\right)$ | $(2,2)$ |



Figure 5.5: Two-Person Bayesian Game in Extensive Form

The normal form representation of the game in Figure 5.5 is shown in Table 5.4.
Note that for $p_{1} \geq 0.9$ an NE for the game would be $(C, D)$. Hence player 2 would always defect.

In the case that $p_{3} \geq 0.9$, an NE would be $(D, D)$. However, when $p_{2} \geq 0.9$, then an NE for the game is $(C, C)$. In all three cases, player 2 is selfish and concerned with his own payoff. Hence he would rather defect unless there is a high probability for the Tit-for-Tat type where player 2 can maximize his expected payoff by cooperating if the game is repeated.

### 5.5 Conclusion

The MBE is a solution concept in game theory that represents mutual cooperation among players and extends the BE to mixed strategies. In this paper, we extended extensive form games to include players acting altruistically. In particular, we applied the concept of an MBE to finite $n$-person games in extensive form. We showed how an MBE always exists for 2 -person games. However, we showed that an MBE may not exist in an $n$-person extensive form games with $n \geq 3$. We extended the definition of the subgame perfect equilibrium to include the case of the MBE. Moreover we proved that an SPMBE may not exist for $n \geq 3$.
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## Chapter 6

## Conclusion

Game theory is the study of competitive situations among rational players, who choose their strategies in order to maximize their expected utilities based on their expectations of other players' behaviors. In this dissertation, we explored some theoretical, computational, and practical aspects of equilibria in $n$-person games. We presented four journal articles.

In the first article, we defined a generalized equilibrium for $n$-person games in normal form. The Nash equilibrium and the Mixed Berge equilibrium are both special cases of the generalized equilibrium. We proved that the generalized equilibrium exists if and only if the maximum of a nonlinear program is zero.

In the second article, we studied the computational complexity of finding a mixed Berge equilibrium in normal form $n$-person games. We proved that for the 2 -person games, finding a mixed Berge equilibrium is a PPAD-complete problem. However, for games with 3 or more players, we proved that finding a mixed Berge equilibrium is an np-complete problem.

In the third paper, we gave a new interpretation of mixed strategies for the Nash and the mixed Berge equilibria. The interpretation is that a mixed strategy represents an allocation of the single resource of each player. The purpose of our approach is to avoid the ambiguities associated with the standard approach to mixed strategies.

In the fourth article, we extended the concept of a mixed Berge equilibrium to $n$-person games in extensive form. We defined a subgame perfect mixed Berge equilibrium and proved that it always exists in 2-person games. However, a mixed Berge equilibrium may not exist in games with 3 or more players.
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CCC, invoices are due and payable on "net 30 " terms. While User may exercise the rights licensed immediately upon issuance of the Order Confirmation, the license is automatically revoked and is null and void, as if it had never been issued, if complete payment for the license is not received on a timely basis either from User directly or through a payment agent, such as a credit card company.
3.3 Unless otherwise provided in the Order Confirmation, any grant of rights to User (i) is "one-time" (including the editions and product family specified in the license), (ii) is nonexclusive and non-transferable and (iii) is subject to any and all limitations and restrictions (such as, but not limited to, limitations on duration of use or circulation) included in the Order Confirmation or invoice and/or in these terms and conditions. Upon completion of the licensed use, User shall either secure a new permission for further use of the Work(s) or immediately cease any new use of the Work(s) and shall render inaccessible (such as by deleting or by removing or severing links or other locators) any further copies of the Work (except for copies printed on paper in accordance with this license and still in User's stock at the end of such period).
3.4 In the event that the material for which a republication license is sought includes third party materials (such as photographs, illustrations, graphs, inserts and similar materials) which are identified in such material as having been used by permission, User is responsible for identifying, and seeking separate licenses (under this Service or otherwise) for, any of such third party materials; without a separate license, such third party materials may not be used.
3.5 Use of proper copyright notice for a Work is required as a condition of any license granted under the Service. Unless otherwise provided in the Order Confirmation, a proper copyright notice will read substantially as follows: "Republished with permission of [Rightsholder's name], from [Work's title, author, volume, edition number and year of copyright]; permission conveyed through Copyright Clearance Center, Inc." Such notice must be provided in a reasonably legible font size and must be placed either immediately adjacent to the Work as used (for example, as part of a by-line or footnote but not as a separate electronic link) or in the place where substantially all other credits or notices for the new work containing the republished Work are located. Failure to include the required notice results in loss to the Rightsholder and CCC, and the User shall be liable to pay liquidated damages for each such failure equal to twice the use fee specified in the Order Confirmation, in addition to the use fee itself and any other fees and charges specified.
3.6 User may only make alterations to the Work if and as expressly set forth in the Order Confirmation. No Work may be used in any way that is defamatory, violates the rights of third parties (including such third parties' rights of copyright, privacy, publicity, or other tangible or intangible property), or is otherwise illegal, sexually explicit or obscene. In addition, User may not conjoin a Work with any other material that may result in damage to the reputation of the Rightsholder. User agrees to inform CCC if it becomes aware of any infringement of any rights in a Work and to cooperate with any reasonable request of CCC or the Rightsholder in connection therewith.
4. Indemnity. User hereby indemnifies and agrees to defend the Rightsholder and CCC, and their respective employees and directors, against all claims, liability, damages, costs and expenses, including legal fees and expenses, arising out of any use of a Work beyond the scope of the rights granted herein, or any use of a Work which has been altered in any unauthorized way by User, including claims of defamation or infringement of rights of copyright, publicity, privacy or other tangible or intangible property.
5. Limitation of Liability. UNDER NO CIRCUMSTANCES WILL CCC OR THE RIGHTSHOLDER BE LIABLE FOR ANY DIRECT, INDIRECT, CONSEQUENTIAL OR INCIDENTAL DAMAGES (INCLUDING WITHOUT LIMITATION DAMAGES FOR

LOSS OF BUSINESS PROFITS OR INFORMATION, OR FOR BUSINESS INTERRUPTION) ARISING OUT OF THE USE OR INABILITY TO USE A WORK, EVEN IF ONE OF THEM HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES. In any event, the total liability of the Rightsholder and CCC (including their respective employees and directors) shall not exceed the total amount actually paid by User for this license. User assumes full liability for the actions and omissions of its principals, employees, agents, affiliates, successors and assigns.
6. Limited Warranties. THE WORK(S) AND RIGHT(S) ARE PROVIDED "AS IS". CCC HAS THE RIGHT TO GRANT TO USER THE RIGHTS GRANTED IN THE ORDER CONFIRMATION DOCUMENT. CCC AND THE RIGHTSHOLDER DISCLAIM ALL OTHER WARRANTIES RELATING TO THE WORK(S) AND RIGHT(S), EITHER EXPRESS OR IMPLIED, INCLUDING WITHOUT LIMITATION IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. ADDITIONAL RIGHTS MAY BE REQUIRED TO USE ILLUSTRATIONS, GRAPHS, PHOTOGRAPHS, ABSTRACTS, INSERTS OR OTHER PORTIONS OF THE WORK (AS OPPOSED TO THE ENTIRE WORK) IN A MANNER CONTEMPLATED BY USER; USER UNDERSTANDS AND AGREES THAT NEITHER CCC NOR THE RIGHTSHOLDER MAY HAVE SUCH ADDITIONAL RIGHTS TO GRANT.
7. Effect of Breach. Any failure by User to pay any amount when due, or any use by User of a Work beyond the scope of the license set forth in the Order Confirmation and/or these terms and conditions, shall be a material breach of the license created by the Order Confirmation and these terms and conditions. Any breach not cured within 30 days of written notice thereof shall result in immediate termination of such license without further notice. Any unauthorized (but licensable) use of a Work that is terminated immediately upon notice thereof may be liquidated by payment of the Rightsholder's ordinary license price therefor; any unauthorized (and unlicensable) use that is not terminated immediately for any reason (including, for example, because materials containing the Work cannot reasonably be recalled) will be subject to all remedies available at law or in equity, but in no event to a payment of less than three times the Rightsholder's ordinary license price for the most closely analogous licensable use plus Rightsholder's and/or CCC's costs and expenses incurred in collecting such payment.

## 8. Miscellaneous.

8.1 User acknowledges that CCC may, from time to time, make changes or additions to the Service or to these terms and conditions, and CCC reserves the right to send notice to the User by electronic mail or otherwise for the purposes of notifying User of such changes or additions; provided that any such changes or additions shall not apply to permissions already secured and paid for.
8.2 Use of User-related information collected through the Service is governed by CCC's privacy policy, available online here:
http://www.copyright.com/content/cc3/en/tools/footer/privacypolicy.html.
8.3 The licensing transaction described in the Order Confirmation is personal to User. Therefore, User may not assign or transfer to any other person (whether a natural person or an organization of any kind) the license created by the Order Confirmation and these terms and conditions or any rights granted hereunder; provided, however, that User may assign such license in its entirety on written notice to CCC in the event of a transfer of all or substantially all of User's rights in the new material which includes the Work(s) licensed under this Service.
8.4 No amendment or waiver of any terms is binding unless set forth in writing and signed by the parties. The Rightsholder and CCC hereby object to any terms contained in any writing prepared by the User or its principals, employees, agents or affiliates and purporting
to govern or otherwise relate to the licensing transaction described in the Order
Confirmation, which terms are in any way inconsistent with any terms set forth in the Order Confirmation and/or in these terms and conditions or CCC's standard operating procedures, whether such writing is prepared prior to, simultaneously with or subsequent to the Order Confirmation, and whether such writing appears on a copy of the Order Confirmation or in a separate instrument.
8.5 The licensing transaction described in the Order Confirmation document shall be governed by and construed under the law of the State of New York, USA, without regard to the principles thereof of conflicts of law. Any case, controversy, suit, action, or proceeding arising out of, in connection with, or related to such licensing transaction shall be brought, at CCC's sole discretion, in any federal or state court located in the County of New York, State of New York, USA, or in any federal or state court whose geographical jurisdiction covers the location of the Rightsholder set forth in the Order Confirmation. The parties expressly submit to the personal jurisdiction and venue of each such federal or state court.If you have any comments or questions about the Service or Copyright Clearance Center, please contact us at 978-750-8400 or send an e-mail to info@copyright.com.
v 1.1
Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or +1-978-646-2777.
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