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ABSTRACT 

 

A DYNAMIC POLICING SIMULATION FRAMEWORK 

 

Khan Md Ariful Haque, PhD 

 

The University of Texas at Arlington, 2018 

 

Supervising Professor: Victoria C. P. Chen 

Crime is a serious problem to a society, and its costs are an economic burden. 

With the help of technology and developed tools, law enforcement agencies are making 

significant efforts to combat crime, so as to create a safer environment for society, both 

mentally and physically. The dynamic nature of crime and limited police resources often 

make their efforts challenging. Although there are numerous crime prediction models found 

in the policing literature, guidelines for policing strategies based on those models are still 

lacking. Towards addressing this gap, this dissertation constructs a dynamic policing 

simulation framework based on the concept of prediction-led policing that combines 

decision strategy, predictive policing, and simulation modules to enable the study of 

strategies for dynamic deployment of police resources to reduce crime. The decision 

strategy dynamically adjusts a policing strategy to try to minimize crime, the predictive 

policing model is used as a state transition function to predict future crime and the 

simulation evaluates the policing strategy and produces performance metrics. The main 

focus of this research is developing the simulation module and integrating it within a 

framework with the dynamic decision strategy and predictive policing modules. Data 

provided by Arlington, Texas Police Department (APD) are used to estimate probability 

distributions for the simulation module and to build a preliminary predictive policing model 
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appropriate for a dynamic policing framework. The developed framework has the flexibility 

to apply for any city over any time scale, provided an appropriate predictive policing model 

can be estimated. 
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Chapter 1  

INTRODUCTION 

Crime is a major problem in urban societies. Its costs and effects are widely varied. Some 

costs are short-term while others are long-term. Some losses are tangible while some are 

intangible [1]. In the United States, 7,993,631 property crimes were estimated in 2015, 

resulting in estimated losses of $14.3 billion to the victims of property crimes, excluding 

arson (due to the variations in the level of participation by the reporting agencies) [2]. The 

aggregate incarceration cost (includes costs of corrections, costs borne by incarcerated 

persons, their families, children, and communities) exceeded $1 trillion in USA in 2015, 

which is 6% of GDP [3]. Law enforcement agencies are continuously struggling to reduce 

crime, but the typical nature of the law enforcement is reactive. Within the last decade, law 

enforcement has sought to be more proactive [4]. This proactive revolution is due to the 

availability of more data, leading to data-driven models called predictive policing [5]. 

According to John Morgan, “Predictive Policing refers to any policing strategy or 

tactic that develops and uses information and advanced analysis to inform forward-thinking 

crime prevention” [6]. The practice of predictive policing involves analyzing data on the 

time, location and nature of past crimes, along with factors, such as geography and the 

weather, to gain insight into where and when future crime is most likely to occur [4, 5, 7].  

Forewarned with predictive policing, the hope is to be better able to prevent crime.  In 

practice, it does not replace traditional policing, but can enhances existing approaches. 

Prediction-led policing is another term often used in the broader sense where 

predictive policing is used in part. Prediction-led policing refers to a comprehensive 

business process, which is summarized in Figure 1-1. The first two steps collect and 

analyze crime, incident, and offender data to make predictions. Data from different sources 

in the community require some form of data fusion. The last two steps focus on the 
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response to the predictions. Police personnel use the predictions for their responses and 

then respond using evidence-based approaches. Criminals also react to the changed 

environment. Some will be removed from the environment; those who are still operating 

may change their practices or move to a different area. This adaptation makes predictive 

policing dynamic. As the environment has been altered, the initial data will be outdated, 

and new data will be required for analysis [8]. 

 

Figure 1-1 The prediction-led policing process. The original figure in RAND 2013 report 

[8] has been modified. 

 

1.1 Motivation 

In Arlington, Texas there is a high incidence of vehicle burglary relative to the size of the 

city population.  Part of that can be attributed to the presence of high-profile entertainment 

venues in the city, including the Six Flags Over Texas theme park, AT&T Stadium (home 

of the Dallas Cowboys football team), and Globe Life Park in Arlington (home of the Texas 

Rangers baseball team). The research in this dissertation evolved out of work initiated as 
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a collaboration with the Arlington, TX Police Department (APD) to reduce vehicle burglary. 

Later, the scope was extended to all types of crimes. 

According to the prediction-led policing concept, there should be a relationship 

between police interventions and crime prediction. In the policing literature, this relationship 

is not well-defined. Some research [9-11] studied the relationship between crime and the 

size of the police force. It is a constant struggle to effectively balance limited resources and 

crime prevention. As evidenced by the RAND report [8] on predictive policing, significant 

research has been conducted to predict the occurrence of crime, with the intention of 

preventing future crime and enabling more effective deployment of resources. However, 

too many of these studies focus solely on the accuracy of predictive models, often creating 

very sophisticated modeling [12-22]. While accuracy is important, the utility of a predictive 

model, regardless of model sophistication, depends on the factors upon which the model 

is built. If the factors are not controllable, such as weather or location of buildings, then the 

model cannot be directly used to take action towards reducing crime. Although it may be 

inferred from a model that crime increases when the weather is nice, one cannot control 

the weather directly to reduce crime. Indirectly, this relationship with weather combined 

with a weather forecast can be used to predict how much crime will increase in specific 

regions on a future day, but it does not directly answer the question of how many police 

units need to be deployed to these regions. 

As the criminal environment is altered due to policing operations, effective 

deployment of police resources is not a one-time decision. Prediction of future crimes are 

affected by this new environment data as shown in Figure 1-1 and the police force needs 

to continually adjust their use of resources for this dynamic system. Although there are 

some research efforts found for patrol allocation to meet some performance measures 
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such as response time [23, 24], guidance on dynamic strategies for policing, such as 

dynamic deployment of police units to reduce crime, is a research need. 

 

1.2 Research Contributions 

In this dissertation, a dynamic policing simulation framework is developed to aid in effective 

dynamic allocation decisions under limited police resources to cover probable crime 

incidents. Three major contributions of this work are: 

 Identifying key structural components of dynamic policing strategies, 

 Identifying constraints of dynamic policing strategies, and 

 Building a dynamic policing simulation framework for staff allocation. 

For the first item, examples of structural components that can enable dynamic strategies 

include regular police units that patrol on a regular basis, but allow adjustments in the patrol 

schedule.  More specialized structure is represented by Dynamic Policing Units (DPUs), 

such as disruption units, task forces, or foot patrols. DPUs provide the ability to more 

quickly alter the police presence at a local level. Disruption units, for example, move around 

hot spots so that police presence can be higher in hot spots, and can move around as hot 

spots move around. A disruption unit consists of officers as a unit for hot spot policing, 

whereas a task force is a unit that combines officers borrowed from neighboring 

municipalities to deter a special situation of crime. Foot patrols walk around areas for 

increased vigilance and to interact with citizens.  As DPUs come from existing officers, it 

should not require additional hiring of officers.  

For the second item, the primary constraints for policing are resource constraints, 

such as staffing and economic resources. While increasing police presence can decrease 

criminal activities, there number of officers is limited. By dynamically adjusting the 

allocation of officers over space and time, it will be possible to make more efficient use of 
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the available resources.  However, it will be important to respect the constraints that define 

stable and fair workloads for officers.   

Finally, for the third item, this research develops a dynamic policing simulation 

framework based on the prediction-led policing concept to study hypothetical dynamic 

policing strategies. This framework is important because law enforcement currently does 

not have well-defined dynamic policing strategies, and it will not be practical to study new 

potential strategies in the real world environment.  A simulation permits the study of 

hypothetical strategies and scenarios without human risk.   The framework integrates three 

modules, a decision strategy module, a predictive policing module and a simulation 

module. The decision strategy module defines the specific policy for taking action, such as 

how a disruption unit patrols hot spots.  The ultimate goal is for the decision strategy 

module to optimize strategies, and that will be a topic for future work. The predictive policing 

module takes the history of crime and policing actions to predict crime in a future time 

period at specific locations.  Prediction policing models have been a popular topic in the 

last decade and will be discussed more in Chapter 2.   Finally, the simulation module serves 

to create possible realizations of the dynamic policing system, including the occurrence of 

crimes at specific locations and times and the ability of the available policing force to 

respond.  The simulation can study how hypothetical dynamic policing strategies might 

perform and can potentially simulate the criminal response to police interventions. In this 

dissertation, the general framework is developed and a discrete-event simulation is 

developed to demonstrate the framework for a case study of the city of Arlington, TX. 

 

1.3 Problem Statement 

The goal of this research is to build a framework to bridge the gap between predictive 

policing and dynamic policing strategies. Together, these create the concept of dynamic 
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policing. In order for predictive policing to have an impact on policing actions, the structure 

of policing strategies must become more temporally and spatially dynamic. The purpose of 

this dissertation is to create a framework to facilitate the assessment of dynamic policing 

strategies to reduce crime. The framework is based around a discrete-event simulation 

model [25] to simulate how a dynamic policing strategy performs. The advantage of a 

simulation tool is the ability to inexpensively explore “what-if” scenarios. The framework 

would enable exploration of a variety of dynamic strategies, including those that are 

currently employed by police departments, such as task forces and disruption units. 

Discrete-event simulation can be used to observe how a dynamic decision strategy 

performs over a simulated time period, and dynamic optimization can be used to derive an 

optimized strategy as the simulation evolves.  

The rest of the report is organized as follows. Chapter 2 provides a literature review 

on predictive policing, policing strategy, simulation, and dynamic policing. Chapter 3 

describes the framework based on prediction-led policing concept. Chapter 4 discusses a 

preliminary simulation model built in WITNESS. The framework is then demonstrated with 

an APD case study in Chapter 5, and finally, conclusions and possible future work are 

discussed in Chapter 6. 
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Chapter 2  

LITERATURE REVIEW 

2.1 Concepts of Crime 

Crime is defined by the law. In the USA, it can vary by states [26, 27]. In general, crime 

can be defined as any act or omission that violates a law and results in a punishment that 

ranges from the payment of a fine to incarceration in jail depends on the levels of severity 

of the crime [27]. Along with the economic burden, the negative effects of crime on a society 

can include feelings of fear that disrupt a population’s sense of unity, the breakdown of 

social associations, hinder free movement, especially at night, and defame the image of 

the community [28, 29].  

Dramatic variations of crime across time and space (countries, states, cities, even 

neighborhoods) are attributed as “the most puzzling aspect of crime” [30, 31]. The shifting 

distribution of crime in space and time is also recognized as a research challenge [24].  

Ludwig and Kling [32] studied if crime is contagious in nature and did not find enough 

evidence to support their hypothesis which can be a consideration for the allocation of 

police resources. 

 

2.1.1 Types of Crimes 

There are hundred kinds of crimes committed by criminals [33]. Based on the level of 

seriousness, crimes are classified into two broad categories: felonies and misdemeanors. 

Felonies are serious crimes punishable by death or by imprisonment for at least one year. 

On the other hand, misdemeanors are crimes punishable by a fine or confinement for less 

than a year [34].  

Crimes can also be categorized in five general forms: violent crimes, property 

crimes, white collar crimes, organized crimes, and Cyber-crimes  [35]. A violent crime is a 
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crime in which the offender uses or threatens to use force upon a victim [36]. A common 

form of crime is property crime that involves theft of money or property without bodily harm 

[37]. White collar crimes are non-violent crimes committed by an individual or business 

entity. Organized crime is committed by structured groups typically involving the distribution 

and sale of illegal goods and services [38]. Cyber-crime is a crime involving the use of 

computers in cyberspace to injure a person or property [39]. 

In this research, crime has been categorized by priorities following the research 

paper by Srinivasan et al. [40]. In their paper, calls have been classified into seven priority 

levels depending on the type of emergency. Priority levels starts with 0 being the highest 

level of priority and priority 6 has the lowest priority.  

 

2.1.2 Crime Measures 

Employing and mapping different measurements of crime improves crime analysis by 

allowing a comparison to be made. Crime counts and crime rates are easy to calculate and 

widely used to measure crime [41]. Crime count is simply the frequency of crimes and is a 

measure of the volume of criminal activity. Crime rates are commonly used for assessing 

the risk of crime based on the size of the population. Brantingham et al. [42] introduced 

crime location quotients (LQCs) as another measure of crime derived from economics. 

Crime rates is of interest for the model building in this research. 

Crime hot spots can be considered as another measure to determine a crime 

location. A crime hot spot is formed if crime events are highly concentrated in small 

geographic areas on a map. There are different crime hot spot prediction models in the 

literature [18, 21, 43-45], and there is still a debate in defining a crime spot as a hot spot 

[46]. In general, an area with a significantly high concentration of crime, relative to the 

average level of crime, can be treated as a hot spot. 
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2.1.3 Criminology Theories 

Researchers in criminology proposed different theories to explain why crimes occur in 

some places, not everywhere. James Q. Wilson and George Kelling [47] proposed the well-

known “Broken Windows” theory that states that acts of public disorder in a neighborhood, 

such as graffiti, litter, abandoned homes, loitering, panhandlers, etc., can encourage future 

crime. “Opportunity Theory” states that crime occurs when community relationships or 

interactions with local institutions fail or are totally absent [48]. “Routine Activity Theory” is 

a sub-field of “Opportunity Theory” and was developed by Marcus Felson and Lawrence 

E. Cohen. This theory states that a motivated offender, a suitable target, and the lack of 

capable guardian in the same place at the same time leads to crime [49, 50]. “Situational 

Crime Prevention Theory” states that crime can be prevented by reducing opportunities or 

altering situation factors (including increasing difficulties or risks of offending, making crime 

less rewarding) in the environment [51, 52]. “Crime Pattern Theory” tells why crime is 

committed in certain areas. It states that crimes do not occur randomly or uniformly in time 

or space. Crimes, decisions to commit crime, and the way of committing crime are 

patterned and predictable [53]. These theories can be linked to our research scope that 

considers the spatial and temporal aspect of crime, so as to create an unfavorable 

environment to offenders by using dynamic policing strategies. 

 

2.1.4 Police Interventions 

Three broad types of police interventions have been mentioned in the RAND report [8], 

although they may vary with the situation. They are described below from simplest to most 

complex.  Generic interventions allocate more resources at high risk areas. For hot spots, 

it could mean allocating more officers and for hot people (i.e., perpetrators and suspects), 

it could mean allocating more parole or probation officer contacts [54]. In crime-specific 
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interventions, resources are assigned that are customized for combating expected types 

of crime and more focused on a given hot spot or a particular person who is at risk of 

offending [1, 55]. Problem-specific interventions analyze the nature of the crime problem 

and tailor interventions addressing the causes of the problems. It focuses on places- or 

people-specific problems generating crime risks and fix them [56, 57]. Regardless of the 

type, all levels of officers who are involved will need information for successful intervention. 

This research can fit to the generic type and to some extent it can fit to the crime-specific 

interventions. 

 

2.2 Predictive Policing 

In 2008, police chief (ret.) William J. Bratton at the Los Angeles Police Department started 

working with the acting directors of the Bureau of Justice Assistance (BJA) and the National 

Institute of Justice (NIJ) and brought the idea of predictive policing to the forefront [8, 58]. 

It is a paradigm shift of the policing system that makes it more proactive than reactive. 

Predictive policing does not replace current policing techniques. Rather, it builds on the 

essential elements of all policing strategies [59]. 

Some descriptions about predictive policing make it sound like it is the winner of 

all approaches in crime reduction. Sometimes people expect unrealistic results from it. 

People can be misguided to use predictive policing with four common myths or hypes that  

have been mentioned in the RAND report [8]: “the computer actually knows the future,” 

“the computer will do everything for you,” “you need a high-powered model,” “accurate 

predictions automatically lead to major crime reduction.” In reality, predictive policing uses 

computer speed to take computational advantage and the accuracy of the prediction 

depends on the quality of input data. Humans still must identify the relevant data, 

preprocess it based on the crime situation, choose the appropriate data analysis method, 
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then review and interpret the findings to take appropriate actions. Without actions, 

prediction does not automatically eliminate crime regardless of its accuracy. Some models 

may be so simple that police departments do not need expensive and super-fast machine 

to run the model [54, 60].   

Although predictive policing opened a new dimension of the policing system, 

models must still be interpreted and utilized with care. Focusing on prediction accuracy 

without considering tactical utility can create an essentially unhelpful model. Prediction that 

is constructed based on poor quality data or a misunderstanding of the factors could yield 

misleading results [61]. 

 

2.2.1 Crime Prediction 

Methods for predicting crimes are predictive policing methods used to predict locations and 

times with an increased risk of crime. Sometimes it also identifies factors driving crime risk. 

 

2.2.1.1 Spatial prediction of crime 

Using historical data, crime mapping and risk terrain analysis are used to identify areas 

with increased crime risk. Crime mapping is a graphical representation of crimes on a map 

using a Geographic Information System (GIS) to help see the locations of crime 

concentration and understand where they need more interventions [62, 63]. Dot maps, line 

maps, ellipse, choropleth, and isoline maps are used to detect different levels of hot spots 

[64, 65]. The predictive power of risk terrain analysis over crime mapping has been shown 

by Caplan et al. [17]. They viewed risk terrain modelling as a function of a dynamic 

interaction between social, physical and behavioral factors [66]. Risk terrain analysis is 

also applied to identify geographic factors (e.g. locations of bars, liquor stores, major roads, 

dwellings of known gang members etc.) that influence crime risks [67]. 



12 

With a range of additional data, statistical regression, classification, and clustering 

can be used to predict crimes. Regression analysis is frequently used to investigate the 

relationships between explanatory variables and an outcome (e.g. crime rate) [68] and to 

estimate the mean crime rate from the predictors [69, 70]. It is also used to study the effects 

of social interactions [71], impact of public policy [72], and climate change [73, 74] on the 

crime rate for social network analysis. Regression models [19, 20], such as logistic 

regression [75], Poisson-based regression [68], geographically weighted regression [76] 

are commonly used in crime prediction and can be used as state transition models of crime. 

Classification and clustering are data mining techniques. Classification classifies an 

outcome based on a set of explanatory factors. Decision-tree algorithms [75], neural 

networks [77], etc. can be used to classify crimes. Clustering separates crime or crime hot 

spots into groups sharing similar attributes. Clustering is used on a crime data set to find 

those exhibiting similar tactics [8], to find, for example, crime hot spots [78-80] and crime 

matching [81]. 

Townsley et al. in 2003 [82] first quantified the near-repeat pattern of crime. The 

near-repeat model is used to understand the spatial distribution of the risk of repeated 

crime within a short period of time. It assumes that a near repeat exists, if at least two 

crimes occur within a short period of time and within a limited area [83]. A near repeat area 

could be defined as a specific geographical space, where the amount of near repeats is 

significantly high [84-86]. Since a near repeat exists for a short period of time, the analytical 

capacity to identify a pattern and the operational flexibility to rapidly respond are the 

organizational challenges discussed by Haberman et al. [87]. Without overcoming these 

challenges, police departments will not be able to effectively utilize near repeat predictions. 

Using agent-based simulation, Lanier and Carter [88] examined the contribution of 

several variables to homicide rates in USA. They found that the homicide rates increased 
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when population density and the availability of handguns increased. Kohtz et al. [89] built 

an agent-based model to predict the crime spread and crime behavior in the city of 

Chicago. 

 

2.2.1.2 Temporal prediction of crime 

Prediction of crime over time alone is not common in the literature. Some existing methods 

of location prediction with time information are using to predict the time of crimes. Time 

series regression models [9, 90, 91] and time series clustering [92, 93] that predict crime 

trends and crime maps by time and date information are used to predict time of crime 

occurrence for a short period of time. Chen et al. [94] applied randomized experimental 

design to study levels of robbery and burglary by season (Spring, Summer, Autumn, and 

Winter). Crime hot spot maps are a well-established tool for visualization of space-time 

crime patterns and can be used as a method for prediction of near-repeat crimes [18]. Hot 

spot analysis is used to find static spatial patterns of crime events. Spatial hot spots with 

temporal information are used for temporal hot spot analysis [95].  

 

2.2.2 Predicting Offenders 

Methods for predicting offenders identify individuals who may become future offenders and 

also identify criminal groups, especially gangs that are likely to carry out violent assaults 

on each other in the near future. Considering possible risk factors, regression and 

classification models are used to identify future offenders. Probationers and parolees that 

are more prone to reoffending could be an important factor consideration in the data 

analysis [8]. Mandracchia et al. [96] used hierarchical linear regression models to find 

future offenders. Classification models classify individuals as a subgroup of either an 

offender or non-offender. Classification trees were employed to identify violent offenders 
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by Stalans et al. and Chaiken et al. [97, 98]. Another application of near-repeat analysis is 

to predict violence between criminal groups [99]. 

 

2.2.3 Predicting Perpetrators’ Identities 

Methods for predicting perpetrators’ identities are used to identify suspects using a victim’s 

criminal history, determine serial crimes, identify a perpetrator’s most likely anchor point 

[100], and find suspects using sensor information (GPS tracking, license plate reader) 

around a crime scene. The most probable residential locations of serial offenders based 

on the relative locations of their crime sites can be found by geographic profiling [101-103]. 

Besides this, computer-assisted queries and analysis of intelligence and sensor database 

support crime analyst to find suspects [8]. 

 

2.2.4 Predicting Victims of Crimes 

Methods for predicting victims of crimes mainly focus on offenders, crime locations, and 

times of heightened risk. These methods are used to identify groups or, in some cases, 

individuals who are likely to become victims of crime, e.g., groups associated with various 

types of crime, individuals in proximity to at-risk locations, individuals at risk of victimization, 

and individuals at risk of domestic violence [104]. There is no dedicated model found in 

this type of prediction. Existing methods discussed above are used to predict people at 

high risk. Computer-assisted database queries play a major role in this case. Sometimes 

risk terrain analysis is employed to detect a vulnerable population of an area [8]. Some 

simulation efforts have been seen to predict victims. Malleson et al. [105] applied agent-

based simulation for the identification of the characteristics of individual victims and to 

predict the effects of urban regeneration on individual burglary risk [106]. 
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2.3 Policing Strategy Studies 

2.3.1 Randomized Experimental Design 

Randomized experimental design provides a tool for developing criminal justice policy by 

establishing a relationship between interventions and outcome. It provides the greatest 

reliability and validity to explore a particular process or system [107]. This statistical method 

is applied to evaluate the effects of different policing strategies. Deterrent effects of police 

patrol on crime have been tested by Sherman et al. [108]. Foot patrol experiments in 

Philadelphia have been conducted by Ratcliffe [109, 110]. Different cities have run a pilot 

project of body-worn cameras (BWCs) with patrol officers to see if any improvement can 

be achieved by adopting new technologies. As a part of this, an experiment was conducted 

by Headley et al. [111] to study the impact of BWCs on patrol officer behavior, and the 

effect of BWCs on citizens’ complaints against the police was investigated by Ariel et al. 

[112]. Telep et al. [113] studied the effectiveness of hot spots policing in Sacramento, 

California. 

Although this is the most reliable method to study a relationship, the major 

limitation of this method is that it needs to conduct real experiments with of the actual 

implementation of a new system. Conducting experiments costs time and money without 

guaranteed benefits.  In many cases, it is not practical to alter the existing system [114]. 

 

2.3.2 Optimization 

Some research efforts on optimization in policing have been attempted. Saladin [115] 

introduced goal programming for patrol allocation to meet some performance measures. A 

queueing model was implemented by Linda Green [116] for multiple dispatching of police 

cars. The number of police patrols per period per day of a week per precinct achieved from 

his model remained unchanged throughout the year. Curtin et al. [117] applied a maximal 
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covering location model for patrol allocation to maximize the number of weighted incidents 

covered within the acceptable response time. Oghovese et al. [118] attempted to apply 

dynamic programming to determine optimal allocation of available police patrol officers 

without considering performance measures. They treated location as stage and state 

variable in each stage is the number of available patrol units for allocation. Since the model 

is not time dependent (such as per shift per month allocation), it cannot be considered as 

dynamic allocation. Linear programming with Bender’s decomposition was applied for 

patrol allocation to optimize response time [24]. Most of the aforementioned research is 

valid for static allocation and a lack of research in optimization to minimize crime still exists. 

 

2.3.3 Simulation 

mathematical programming seeks an optimal or near-optimal solution of a problem 

considering some limitations from application perspective. The model typically simplifies 

the real problem without including all aspects of the problem [119, 120]. Simulation can 

overcome these limitations. Simulation is an excellent decision support tool that seeks to 

mimic a real system via a computer model and facilitates ‘What-if’ scenario analysis by 

changing the values of model parameters without any physical change of a current system. 

Simulation fills the gap between the reality and hypothetical [121]. Bogard [122] states that 

it “produces a reality effect, while at the same time concealing the absence of the real.” De 

Lint et al. [123] viewed simulation as a shift in policing to control crime.  

Agent-based simulation has wide applications in the policing literature. Quijada et. 

al. [124] built an agent-based simulation model to evaluate different social policies 

(Education index, environmental index, unemployment rate, etc.) on crime reduction. 

Malleson et. al. [125] presented an agent-based model to predict burglary rate in Leeds, 

UK, and evaluate the effectiveness of the crime reduction strategy of target hardening 
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[126]. Devia and Weber [127] investigated the influences of police distribution (uniform, 

random, hot-spot, mixed strategy) and police types on street crime reduction. Weisburd et 

al. [128] concluded that hot-spot policing has a significant impact on street robberies in a 

large area by agent-based simulation. Michael Yonas et al. [129] studied effectiveness of 

community-wide and spatially focused interventions in reducing offences. 

Discrete-event simulation (DES) is another simulation tool that can be used in 

crime analysis. Although the applications of DES on criminology are not many, it is 

becoming more popular. Ortiz et al. [130] used DES to model regional level interactions of 

the illegal drug supply chain. Using DES, police staffing decisions based on some 

performance measures are evaluated by Srinivasan et al. [40]. 

 

2.3.4 Dynamic Policing 

Hot spot policing has been proven its effectiveness of preventing crime and disorder in 

crime hot spots [128]. More police resources need to be deployed to high crime areas [131, 

132]. Some research efforts [115, 117] have been found that were trying to optimize police 

staff allocation, but these studies could not address dynamic nature of crime. The dynamic 

nature of crime detected by Ratcliffe [133] and de Melo [134] and spatial displacement of 

crime studied by Weisburd et al. [135, 136], Bowers et al. [137, 138], Guerette et al. [139]. 

Since crime is highly dynamic over space and time [140], dynamic allocation of police 

resources might be more effective than the current static approach. Yang’s [141] ozone 

pollution paper demonstrated that dynamic optimization is more cost-effective for a 

complex system that is clearly dynamic, and this dissertation work is exploring this fact 

through the dynamic allocation of police patrols and DPUs. 

Effects of a disruption unit (DU) have been studied by Jang et al. [142]. They 

explored which policing action is the most significant for reducing crime when DU 
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deployment is on rotational basis to crime hot spots. Although DU deployment seems 

dynamic, it does not address regular police units. The dynamic allocation of regular patrols 

and other dynamic police units will be studied in this research. 

 

2.3.5 Hot Spot Policing 

Hot spot policing has drawn significant attention to the policing community. Directed patrol 

and Problem-Oriented Policing (POP) are the most common strategies applied to control 

crime in hot spots [143]. Directed patrol “involves assigning officers to intensively patrol 

particular areas at particular times (while often freeing them from answering calls-for-

service)” [143]. POP analyzes crime data, identifies underlying causes of specific crime 

problems, and design strategies based on the analysis. It also involves community 

representatives for better performance [56, 144, 145]. Randomized experimentation is 

frequently used to evaluate the effectiveness of hot spot policing strategies. 

Some experiments, e.g., the Minneapolis Hot Spots experiment [108], the 

Sacramento, California Hot Spots experiment [113], the Jacksonville, Florida randomized 

control trial [143], the Philadelphia foot patrol experiment [110], the London hot bus stops 

experiment [146], etc., proved the effectiveness of directed patrol. How much time police 

officers should spend at hot spots is a general debate of directed patrol. In this context, 

Koper [147] recommended that random rotation of police officers between hot spots and 

about 15 min patrolling at each of them would be ideal for significant impact of crime 

reduction. In a separate experiment, this recommendation is reinforced by Telep et al. 

[113]. 

To control street-level prostitution and drug crime in Jersey City, NJ [136], POP 

was applied and found to be very effective. Some examples of POP interventions are the 

Boston Safe Street Team hot spots policing program [148], the Lowell, MA policing crime 
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and disorder hot spots project [149], reducing illegal drug dealing at nuisance bars in 

Pittsburgh, PA [150], civil remedy program [151] in Oakland, CA, etc. 

In addition to the effectiveness at reducing crime at a hot spot, researchers studied 

the impact of hot spot strategies on crime displacement and diffusion of crime control 

benefits. “Displacement refers to the shift of crime either in terms of space, time, or type of 

offending from the original targets of crime prevention interventions [152],” and diffusion of 

crime control benefits refers to “the spread of the beneficial influence of an intervention 

beyond the places which are directly targeted [153].” Diffusion of crime control benefits to 

the adjacent areas of hot spots have been evidenced by some studies [128, 136, 146, 154], 

but no significant crime displacement has been concluded [136, 155]. 

 

2.4 Discrete-Event Simulation 

2.4.1 Basic Concepts 

Schmidt and Taylor [156] defined a system as a collection of entities, e.g., people or 

machines, that act and interact together toward the accomplishment of some logical end. 

Systems can be categorized into two types: discrete and continuous. In a discrete system, 

state variables change instantaneously at separate points in time whereas state variables 

change continuously with time in a continuous system [157]. 

Discrete-Event Simulation (DES) models the operation of a system as it evolves 

over time, in which the state variables change instantaneously at discrete points in time. 

These points in time are the ones at which an event occurs, where an event is an 

instantaneous occurrence that may change the system’s state. Most DES models have 

some common components programmed in a general-purpose language. These are:  

System state: The collection of state variables necessary to describe the system 

at a particular time. 
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Simulation clock: A variable giving the current value of simulated time in whatever 

measurement units are suitable for the system. 

Event list: A list that contains the next time when each type of event will occur. 

Sometimes it is called “Pending event set” [158]. 

Statistical counters: Variables used for storing statistical information about system 

performance. 

Initialization routine: A subprogram to initialize the simulation model at time 0. 

Timing routine: A subprogram that determines the next event from the event list 

and then advances the simulation clock to the time when that event is to occur. 

Event routine: A subprogram that updates the system state when a particular type 

of event occurs. There is one event routine for each event type. 

Library routines: A set of subprograms used to generate random observations from 

probability distributions that were determined as part of the simulation model. 

Report generator: A subprogram that computes estimates from the statistical 

counters of the desired measures of performance and produces a report when the 

simulation ends. 

Main program: A subgroup that invokes the timing routine to determine the next 

event type and advances the simulation clock, then transfers control to the corresponding 

event routine to update the system state. The main program may also check for termination 

and invoke the report generator when the simulation ends [157, 158]. 

 

2.4.2 Simulation Time-Advance Mechanisms 

Time advance mechanism ensures that events occur in correct order. There are two 

principal approaches have been followed for advancing the simulation clock: 
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Next-event time advance: In this mechanism, the simulation clock is initialized at 

0. The first time of occurrence for each event type is determined and stored in the event 

list. From the event list, the most imminent future event is determined and the simulation 

clock is advanced to that time, at which point the state of the system is updated accordingly. 

A new event (if any) of this type will be scheduled, and the event list is updated. Advancing 

the clock will be continued until the termination condition is satisfied [159]. 

Fixed-increment time advance: In this approach, the simulation clock is advanced 

in increments of exactly ∆t time units, where ∆t is chosen appropriately. After each advance 

of the clock, a check is made to find if any events should have occurred during the previous 

interval of length ∆t. If one or more events were scheduled during this interval, then these 

events are considered to occur at the end of this interval, and the system state and the 

statistical counter are updated accordingly [157, 160]. 

The next-event time advance mechanism is typically used in DES. Next-event time 

advance has a computational advantage over the fixed-increment time advance 

mechanism as next-event time advance ignores inactive time periods by jumping the clock 

from event time to event time [160]. 

 

2.5 Simulation Optimization 

Simulation optimization can be defined as a process of finding the optimal values of some 

decision variables (simulation inputs) given an objective function (in terms of simulation 

output) with a set of constraints [161, 162]. A simulation experiment evaluates the effects 

of different settings of input variables of a system. Researchers are often interested in 

finding the optimal values of those inputs. One way to achieve optimal values is to run a 

simulation for each possible scenario. Often this is not realistic because there are too many 

possible values of input variables, and the simulation model might be too complicated and 
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expensive to run for many inputs. To find the optimal values of input variables rather than 

trying all possible scenarios, an optimization model is integrated with a simulation model, 

leading to what is called simulation-optimization [163, 164]. A simulation optimization 

model is shown in Figure 2-1. The figure describes a loop that sends input from an 

optimization strategy to the simulation model, and then sends the simulation output to 

provide feedback on the search for the optimal solution [165].  One substantial limitation of 

simulation-optimization is that it does not guarantee an optimal solution. In addition, it can 

be difficult to create a model of a dynamic system and to define the objective function [166, 

167]. 

 

 

Figure 2-1 A simulation optimization model [165]. 
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Chapter 3  

DYNAMIC POLICING SIMULATION FRAMEWORK 

In this research, a dynamic policing simulation framework based on prediction-led policing 

is developed to study dynamic strategies for policing. Through an iterative process, the 

framework provides an analytical structure to study hypothetical approaches for dynamic 

policing without requiring the significant cost and inconvenience of real implementation. 

The framework has three modules, as mentioned in Section 1.2. In this chapter, Section 

3.1 discusses each module from the prediction-led policing perspective. The three modules 

of the framework and how they share information to each other are discussed in Section 

3.2. 

 

3.1 Framework from the Prediction-led Policing Perspective 

One of the motivations of this dissertation is the prediction-led policing process discussed 

in Section 1.1. The decision strategy module, predictive policing module, and simulation 

module are the components of the developed framework and these modules can be 

described in terms of the prediction-led policing concept.  

For the decision strategy module, a static decision-making structure will not 

work.  Policies for police operations must be dynamically dependent on the criminal 

response and the crime prediction, as shown in Figure 3-1. The highlighted loop iterates 

from the criminal response, through new data to crime prediction, to yield an updated action 

for police operations that is implemented as an intervention, and produces a potentially 

different criminal response.  Hence, there is a need to define new dynamic policing 

strategies that can be updated via this iterative loop 
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Figure 3-1 Decision strategy module from the prediction-led policing perspective. 

 

Figure 3-2 Predictive policing module from the prediction-led policing perspective. 

The predictive policing module in the framework can be diagrammed via 

prediction-led policing shown in Figure 3-2. This loop iterates from police operations, 

observes the criminal response to intervention, obtains new data, and then updates the 
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predictive policing analysis to yield a new crime prediction that informs actions for police 

operations. The current paradigm for predictive policing does not execute the complete 

loop in Figure 3-2.  Rather, it starts with data collection, conducts and analysis of that data, 

and ends with a crime prediction.  What is missing the current predictive policing approach 

is the connection with police operations and criminal response. In prediction-led policing, 

the paradigm of predictive policing must be shifted to consider how police operations and 

the subsequent criminal response affect the prediction of future crime. In effect, current 

predictive policing methods are only accurate under the assumption that police operations 

do not change and criminal behavior does not change.  Hence, this renders the current 

predictive policing paradigm ineffective for prediction-led policing. 

 

Figure 3-3 Simulation module from the prediction-led policing perspective. 

Finally, the appropriate simulation module, which is the focus of this dissertation, 

must work with the predictive policing module, to dynamically update crime distributions, 

and with the decision strategy module, to dynamically alter police operations. As shown in 

Figure 3-3, the loop from the simulation module perspective iterates from the data 
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collection to generate the crime prediction that informs police operations and results in a 

potentially new criminal response.  The crime prediction, police intervention, and the 

altered environment of crime are then incorporated into new data collection that is used to 

update the predictive policing analysis.   

 

3.2 Dynamic Policing Simulation Framework 

The purpose of this chapter is to create a general dynamic policing simulation 

framework that has the potential to study and, ideally, optimize dynamic policing strategies 

via the prediction-led policing structure. In dynamic policing, the decision strategy in each 

decision stage might be different in response to the crime environment. Here, the decision 

stage can be defined as the time scale or frequency of updating dynamic policing decisions. 

The general structure of the dynamic policing simulation framework is discussed in this 

section. The framework comprises three modules: decision strategy, predictive policing, 

and simulation, which are shown with three solid circles in Figure 3-5. The arrows indicate, 

what information is passed back and forth to each module. Three modules are discussed 

separately in the following subsections. 
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Figure 3-4 Dynamic policing simulation framework. 

 

3.2.1 Decision Strategy Module 

The decision strategy module makes decisions on police operations, such as intervention 

strategies and patrol allocation strategies, using available resources. The decisions are 

dynamically dependent on the past information on police decisions and the criminal 

environment, and the current state of the policing system. Example decisions include the 

dynamic allocation of patrol officers across beats, hot spot policing, CCTV surveillance, 

body worn cameras, community watch, special signage, home security campaigns, etc. As 

discussed in Section 1.2, constraints of the system must be considered when conducting 

decision-making.  The decision strategy module needs to incorporate these and makes 

decision within the available resources. 

Consider the case of patrol officer allocation strategies. The primary constraint in 

this case is the number of available patrol officers.  This can be further constrained by the 

preferences of the officers for specific beats, days and/or shifts.  Since the policing system 
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is dynamic, the decision strategy module evolves dynamic policing decisions with time. For 

dynamic allocation, the number of patrol officers allocated to different beats, days, and 

shifts could vary depending on the state of the criminal environment.  This allocation could 

vary at whatever time scale is deemed appropriate, e.g., weekly, monthly, or seasonally.  

Consider the case of hot spot policing.  Since hot spots can vary in magnitude, time, and 

location, it could be appropriate for the police to implement a DPU to move around the 

region, specifically patrolling hot spots.  One decision pertains to how many officers are 

needed for form a DPU, and the other decision controls how the DPU conducts patrolling 

of hot spots.  Constraints on DPUs would need to balance resources with other police 

activities, including both staffing and budgetary limitations. These two cases of dynamic 

policing decisions are executed for the APD case study in Chapter 5.  However, these are 

only two examples, and the framework is intended to encompass any form of dynamic 

policing strategies. 

Hot spot policing has been studied in the literature, as discussed in Section 2.3.5.  

Deployment of DPUs to crime hot spots for hot spot policing following hot spot policing 

strategies is made by the decision strategy module. In this case, only hot spots are targeted 

for special intervention to control crime levels. To do this, number of hot spots are identified 

based on crime threshold. Intervention strategy for identified hot spots will be determined 

with the available DPUs. DPUs can monitor hot spots following a directed patrol or POP 

strategy, and crime will be probabilistically reduced by the estimated crime reduction factor 

r, as shown in Figure 3-5.  

 

 

 

 



29 

 

Figure 3-5 Hot spot policing parameterization. 

An Example of Directed Patrol: 

In this example, shown in Figure 3-6, six hot spots (H1, H2, H3, H4, H5, H6) have been 

identified, and a DU is randomly rotated across those hot spots. The length of stay at each 

hot spot is varied from 10 to 20 minutes following a uniform distribution. After a complete 

rotation over the six hot spots, represented by shaded boxes, the DU begins a new rotation. 

In the figure, the DU starts patrolling at H2 and spends 15 minutes there, then it 

moves to H3, H6, H4, H1, H5 and spends 15, 20, 15, 20, 15 minutes at each these, 

respectively. The travel time from one hot spot to another hot spot is assumed to be 5 

minutes. When the first rotation is completed, the next rotation randomly starts with H3. At 

the end of each decision stage, the total DU stay time in each hot spot is calculated and 

based on this, crime levels will be reduced by the probabilistically-specified crime reduction 

factor, r. 
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Figure 3-6 Example of hot spot policing intervention following directed patrol strategy. 

The decision strategy module could also seek to optimize decisions, for example, 

minimize predicted crime, or minimize waiting time for calls, or to balance officers’ 

utilization, etc. Currently, there are no optimization tools available to conduct such 

optimization for dynamic policing.  One vision for the framework is to enable the 

development of such optimization tools. The optimization could be constructed using 

methods from dynamic programming [168-170], multi-objective optimization [171, 172], 

etc. to dynamically evolve optimized decision over time.  However, much research is still 

needed to understand how these methods can be used to formulate appropriate and 

practical optimization algorithms for policing. 

 

3.2.2 Predictive Policing Module 

The predictive policing module must work appropriate within a dynamic system.  Hence, it 

is proposed that this module predicts crime using a state transition model [173-176]. State 

transition models are used to evolve dynamic systems over time.  For the dynamic policing 

framework, it is important for the predictive policing module to take into account the 

decision strategy, such as police patrol allocation. The decision strategy module depends 
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on the predictive policing module to predict crime.  If the crime prediction is constructed 

independently of the decision, then there the link between police operations and crime 

prevention is lost (refer to Section 3.1).  Hence, the predictive policing module must utilize 

the past history of the system and possible decisions to predict future crime.  

The challenge here is creating a structure that enables an appropriate predictive 

policing model for dynamic policing. All predictive policing models that do not involve a 

decision strategy would be inappropriate, and that encompasses most of the predictive 

policing literature.  However, the literature does offer a few appropriate models.  One 

example is the predictive model by Deadman and Pyle [9] that incorporates the size of the 

patrol force.  This predictive policing model is employed in Chapter 5 to demonstrate the 

dynamic policing simulation framework for the APD case study. Another example of an 

appropriate prediction model was presented by Jang et al. [142]. For a Dallas case study, 

they incorporated actions of DUs, such as, the number of days DUs were dispatched, the 

number of stops by DUs, etc.  However, more research is needed on incorporating actual 

actions, allocations, interventions, or other decisions into predictive policing, so as to build 

the link between police operations and crime. 

 

3.2.3 Simulation Module 

The purpose of the simulation module is to study the performance of dynamic strategies 

within the dynamic policing system by actually integrating specific processes of the real 

system. The simulation module needs predicted crime and the dynamic decision strategy 

to evolve the system over time. The structural components and the constraints discussed 

in Section 1.2 can also be addressed in the simulation module. The simulation module can 

incorporate a variety of decision strategies separately or in combination.  For example, the 

simulation could study both regular patrol officer allocation and DPUs separately or 
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together to evaluate their performance. The simulation module has the capability to study 

“what-if” scenarios. As part of these studies, the constraints should be the inputs of the 

simulation module, so that modifications to police resources can be explored. 

One primary structure for police operations is the 911 call structure, for which a 

call comes in, an operator takes information from the caller, the case is placed in a queue 

based on priority, a police unit is dispatched, the unit arrives on the scene, additional units 

could be dispatched, and finally, the call is cleared.  DES (discrete-event simulation) is 

appropriate for this structure because it can represent the specific events that occur.  With 

regard to police operations, DES can modify the number of patrol officers allocated to 

beats, days, and shifts, can allocate some officers to DPUS, and can modify rules for 

dispatching and monitoring hot spots.  Another type of simulation model is an agent-based 

simulation.  This could allow the study of interactions between different entities (agents) in 

the policing system, such as how criminals at hot spots will react to higher police presence. 

This type of simulation will be studied in future work. 

To build the DES model to simulate the policing system, the components 

discussed in Section 2.4 must be constructed. The simulation is initialized with the decision 

made by the decision strategy module and predicted crime from the predictive policing 

module. The system states for the policing system can be officers’ state: busy or idle, call 

queue status: empty or not-empty, etc. The unit of the simulation time can be varied 

depending on how the model has been constructed, e.g., the system can be monitored 

every second or every minute or every hour, etc. The events of the policing system include 

call-arrival events, service completion events, etc., that change the system state upon 

occurrence. For example, if a call comes in, it may change the queue status or an officer’s 

status. The statistical counters that store statistical information could be number of calls 

cleared, the total delay of calls in queues, etc. The event list contains the list of the next 
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event times when each event will occur. This event list is used by the timing routine to 

determine what would be the next event. Each of the next event times involve uncertainties 

following probability distributions. For example, the time when the next call arrives is 

determined by generating random numbers following a probability distribution (commonly 

an exponential distribution). The policing system can also be simulated the dispatching rule 

that determines how officers will be dispatched.  As long as events can be modeled with 

discrete triggers, DES can incorporate them.  

 

3.2.4 Interactions among Three Modules 

First, appropriate data are needed to build predictive policing models that link decisions 

with crime.  The process starts with an initial decision on a police action/intervention from 

the decision strategy module. The police action/intervention is sent to the predictive 

policing module, along with the past history and current state of the system, and the 

predictive policing sends predicted crime back to the decision strategy. The decisions and 

predicted crime can iterate back and forth to potentially optimize decisions, as indicated by 

“1” in Figure 3-4. The decision strategy is then sent to the simulation module to evaluate 

through loop 2. After evaluation, the simulation module sends performance metrics back 

to the decision strategy. The decision strategy will ultimately combine what information 

from loop 1 and loop 2 in order to identify an improved decision strategy. 
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Chapter 4  

CASE STUDY 

This chapter discusses a preliminary DES model with a case study of the city of Arlington, 

Texas. This preliminary model is built in WITNESS simulation software to represent the 

basic structure of the APD 911 call system, and it also provides a graphical animation of 

the simulation of the system. Section 4.1 introduces the Arlington, Texas police area, the 

policing system, and the available APD data. Section 4.2 discusses the three modules of 

the framework from the perspective of this particular case study, and the preliminary 

WITNESS simulation model is presented in Section 4.2.3 with a scenario analysis. 

 

 4.1 System Set-up and APD Data 

4.4.1 Arlington Police Service Area 

The Arlington, Texas police service area is shown in Figure A-1.  It is divided into four 

districts: North, South, East, and West. Each district is also subdivided into eight beats. 

The four districts each have their own characteristics. North contains the entertainment 

district: Six Flags over Texas, which is a roller coaster park; Hurricane Harbor, which is a 

big water park.; the baseball stadium for the Texas Rangers; and a brand new stadium for 

the Dallas Cowboys football team. Hence, a distinct characteristic of North is the population 

of visitors to these attractions. South is the commercial district with many large shopping 

areas, such as the Parks Mall and the Arlington Highlands Lifestyle Center. The East 

district has industrial zones, such as the General Motors assembly plant. Finally, the West 

district is mostly residential area and generally quiet. Hot spots are most prevalent in North 

because of the tourism area, and can occur in South because of the shopping areas. By 

contrast, the West district generally has the lowest crime. 
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4.4.2 Shift Schedule 

APD follows two different working shift schedules: 8-hr shift and 10-hr shift. There 

are six different shifts (Day_1, Day_2, Eve_1, Eve_2, Mid_1, Mid_2) in the 8-hr shift 

schedule. On the other hand, four different shifts (A, B, C, D) in the 10-hr shift schedule.  

In Figure 4-1, Start time and End time of each shift is shown. The active shift in the current 

simulation is determined from these START and END times. Each day is also divided into 

three patrol periods as Mid (12am – 8am), Day (8am – 4pm), and Eve (4pm – 12am) to 

predict crime per patrol period using the predictive policing model discussed in Chapter 5.  

 

Figure 4-1 Shift schedules followed by APD. 
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4.4.3 Call Receiving and Dispatching System 

 

Figure 4-2 911 call receiving and dispatching system at district level. 

Figure 4-2 shows how the 911 call receiving and dispatching system works, based on the 

information provided by APD. When a citizen makes a call, it enters into a 911 call center. 

The 911 operator collects relevant information to provide the proper services needed. 

Based on the collected information, the call is assigned one of four priority levels: E, 1, 2 

and 3, where “E” represents emergency, which is the highest priority level and priority 3 

has the lowest priority level. Then the call is sent to the corresponding queue to get service. 

The dispatcher of the district where the incident occurred assigns the closest available 

Police Unit (PU) using the geographic information system. Here, a PU represents one on-

duty patrol officer in a car. The four districts work independently, i.e., officers can be 
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dispatched to the calls of their corresponding districts only. This is how PUs in the current 

active shifts take care of the calls in the queues in their district, using the priority level and 

First-In-First-Out (FIFO) basis. Higher priority calls always require a faster response. 

At the beat level, PUs are usually dispatched to their corresponding beat calls. For 

an emergency call, if the corresponding beat officer is not available, then the closest 

available beat officer is dispatched to that call and considered as a cross-beat call. In the 

WITNESS simulation cross-district calls are not allowed. Since the call center activities do 

not affect police deployment, the call centers are not considered as elements in the 

simulation model. 

 

4.4.4 APD Data 

Calls for Service (CFS) data from the years 2011 and 2012 have been provided by APD. 

Included in the 2011 data are 349,923 CFS events and included in the 2012 data are 

360,824 CFS events. Each CFS is categorized into one of four priority levels (E, 1, 2, and 

3), based on the type of crime. Each CFS has corresponding beat, district, date/time, 

response time, priority, GIS coordinate, etc., information in the dataset. 

 

4.2 Implementation of the Framework 

4.2.1 Decision Strategy Module 

At this point, as there is no decision strategy module that is able to handle the complexity 

of the system; a fixed decision strategy with regular patrol officers at the district level has 

been used. This allocation decision is used as input to the WITNESS model to evaluate. 

There is no hot spot policing or any other policing component considered. Table 4-1 

presents how many officers were allocated to each district in each shift schedule for the 8-

hr shift. For example, 9 officers were working in North in the Day_1 shift. Here, a total of 
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61 officers were working in each district in different shifts each day, so the total officer-

hours was 488 (= 61*8) per day per district, and the total officer-hours per week per district 

was 3416 (= 488*7). If each officer works for 40 hours per week, then the average number 

of officers per week is 85.4 (3416/40). It was assumed that the same officers were working 

for the month, so, the average number of officers per district per month was 85.4 ≈ 86. 

Table 4-1 Daily patrol officer-shift allocation for 8-hr shift at district level. 

 Shift 

District Day_1 Day_2 Eve_1 Eve_2 Mid_1 Mid_2 

North 9 10 12 11 9 10 

South 9 10 12 11 9 10 

East 9 10 12 11 9 10 

West 9 10 12 11 9 10 

 

 

4.2.2 Predictive Policing Module 

There was no predictive policing model fitted while the WITNESS model was being 

developed. Hence, the number of calls from the actual 2011 APD data was used by the 

simulation instead of predicted calls from a predictive policing model. Table 4-2 shows the 

number of actual calls per district per priority per period for January and July 2011. 

Table 4-2 Number of calls per district per priority per patrol period. 

   Number of Calls 

District Priority Period January July 

North 

E 

Mid 16 16 

Day 10 12 

Eve 21 16 

1 

Mid 563 772 

Day 673 818 

Eve 1020 1385 
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2 

Mid 124 143 

Day 345 365 

Eve 360 398 

3 

Mid 572 691 

Day 1668 1957 

Eve 1875 1794 

South 

E 

Mid 10 9 

Day 16 8 

Eve 20 19 

1 

Mid 418 526 

Day 587 645 

Eve 923 1077 

2 

Mid 131 180 

Day 406 349 

Eve 444 426 

3 

Mid 503 581 

Day 1524 2044 

Eve 1126 1310 

East 

E 

Mid 15 36 

Day 10 19 

Eve 30 38 

1 

Mid 910 876 

Day 641 553 

Eve 1025 1203 

2 

Mid 97 142 

Day 261 229 

Eve 287 305 

3 

Mid 460 566 

Day 1307 1180 

Eve 1472 1463 

West E 
Mid 12 11 

Day 16 14 
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Eve 22 20 

1 

Mid 545 694 

Day 561 674 

Eve 887 1124 

2 

Mid 119 133 

Day 318 354 

Eve 340 376 

3 

Mid 782 748 

Day 1800 1756 

Eve 1650 1981 

 

 

4.2.3 Simulation Module 

WITNESS (http://www.lanner.com/) is a discrete-event simulation tool that has been used 

to model manufacturing and business processes in 2D and also in 3D visualization. As 

preliminary work for this dissertation research, a simple WITNESS model was constructed 

to build an understanding of the policing system’s dynamic behavior. WITNESS simulation 

models have been developed at the district level with 8-hr shift and 10-hr shift. This 

WITNESS model is not integrated with the other two modules. Hence, inputs from other 

two modules are fed into the simulation model manually.   In 8-hr shift model, six eight-

hour shifts in Figure 4-1 are named as Day_1 (6am – 2pm), Day_2 (7am – 3pm), Eve_1 

(2pm – 10pm), Eve_2 (3pm – 11pm), Mid_1 (10pm – 6am), and Mid_2 (11pm – 7am) and 

in 10-hr shift model, four ten-hour shifts are named as A (6am – 3pm), B (11am – 9pm), C 

(4pm – 2am), and D (9pm – 7am). 

 

 

http://www.lanner.com/
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4.2.3.1 Simulation Assumptions 

The WITNESS simulation models have been evolved under the following assumptions: 

1) Calls arrivals assume a Poisson process. Hence, call interarrival times are 

assumed to follow an exponential distribution.  Preliminary analysis has 

conducted to verify the exponential distribution assumption for call interarrival 

data per priority per period for different months.  See analysis n Appendix B. 

In this analysis, different distributions could be better fit for different priority-

period combination. However, overall, the assumption of the exponential 

distribution was reasonable. 

2) Service time is the sum of travel time and response time. Response time is 

defined as the length of time (in minutes) that the primary unit took to respond 

to the call, from arrival on the scene until the primary unit was released back 

into service. Since all police units in active shifts are responsible for clearing 

calls within their district, travel times are very low and not significant. Only 

response times are considered as service times.  

3) All police units are assumed identical, with the same skill and same service 

time distributions. Only one officer is dispatched to a call. 

 

4.2.3.2 WITNESS Model for 8-hr Shift 

The model is built based on the dispatch rule described in Section 4.4.3. In the 

available data, it is observed that call interarrival times vary by month and by three different 

patrol periods of a day. Mean interarrival times in minutes per district per priority per period 

are used as input parameters of the exponential distributions that generate call arrival 

times. Table 4-4 shows the mean interarrival times per district per priority per period for 

January and July 2011, which are derived from the call data shown in Table 4-2. It can be 
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seen from these two tables that average crime rates (number of CFS per minute) are higher 

in the evening and in July, as summer has higher crime incidents than any other season. 

On the other hand, CFS service times are not significantly varied by districts and patrol 

periods, but do vary by priority level. Hence, service times for different priority levels are 

the model inputs to determine PUs’ service times. Table 4-3 shows fixed response times 

per priority call obtained from the 2011 data that are used as service times in the model. 

Table 4-3 Fixed response times per priority call. 

Priority Response Time (min) 

E 6.87 

1 9.2 

2 25 

3 43.5 

 

In Appendix B, a screenshot of the full WITNESS model with the 8-hr shift is shown 

in Figure B-9, and a North district model is shown in Figure B-10. Here, CFS_N_E 

represents CFS of North with priority E, CFS_Q_N represents call center queue for all 

types of CFS in North, CR_N represents the call center in North, Q_N_E represents the 

queue of CFS_N_E before getting service, and PUs_N_Day_1 represents police units of 

North working in shift Day_1. Figure B-10 shows that 9 police units are working in shift 

Day_1 in North. All the notations in the model can be described in similar fashion. Since 

call centers do not take much time, they do not have impact on officers’ allocation. Hence, 

the statistics of the call centers queues and call centers have been ignored in results 

analysis. Model input parameters are not interdependent. CFS data from 2011 is used to 

calculate mean interarrival times and service times to demonstrate the simulation model. 
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Table 4-4 Mean interarrival times of calls in January and July, 2011. 

   

Mean interarrival  

time (in minute) 

District Priority Period January July 

North 

E 

Mid 930 930 

Day 1488 1240 

Eve 708.5714 930 

1 

Mid 26.42984 19.27461 

Day 22.10996 18.19071 

Eve 14.58824 10.74368 

2 

Mid 120 104.0559 

Day 43.13043 40.76712 

Eve 41.33333 37.38693 

3 

Mid 26.01399 21.53401 

Day 8.920863 7.603475 

Eve 7.936 8.294314 

South 

E 

Mid 1488 1653.333 

Day 930 1860 

Eve 744 783.1579 

1 

Mid 35.4067 28.28897 

Day 25.21295 23.06977 

Eve 16.03467 13.81616 

2 

Mid 113.5878 82.66667 

Day 36.65025 42.6361 

Eve 33.51351 34.92958 

3 

Mid 29.5825 25.61102 

Day 9.76378 7.279843 

Eve 13.21492 11.35878 

East 
E 

Mid 992 413.3333 

Day 1488 783.1579 

Eve 496 391.5789 

1 Mid 16.35165 16.9863 
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Day 23.21373 26.90778 

Eve 14.51707 12.36908 

2 

Mid 153.4021 104.7887 

Day 57.01149 64.97817 

Eve 51.84669 48.78689 

3 

Mid 32.34783 26.28975 

Day 11.38485 12.61017 

Eve 10.1087 10.17088 

West 

E 

Mid 1240 1352.727 

Day 930 1062.857 

Eve 676.3636 744 

1 

Mid 27.30275 21.44092 

Day 26.52406 22.07715 

Eve 16.77565 13.23843 

2 

Mid 125.042 111.8797 

Day 46.79245 42.0339 

Eve 43.76471 39.57447 

3 

Mid 19.02813 19.89305 

Day 8.266667 8.473804 

Eve 9.018182 7.511358 

 

The simulation is based on a M/D/S queuing model. Consider North in Figure B-

10 as an example. CFS of different priorities are arriving into the model according to a 

Poisson process with corresponding mean interarrival times as shown in Table 4-4. They 

will wait in queue CFS_Q_N, if CR_N is busy, otherwise the CFS will go through CR_N 

and will be sent to the queues (Q_N_E, Q_N_1, Q_N_2, or Q_N_3) according to the priority 

levels to obtain service from PUs of the active shift, determined from Start times and End 

times of the shifts. If the simulation time is within 6am to 2pm of a day, shift Day_1 will be 

activated, and the PUs in shift Day_1 will take care of the CFS with corresponding service 

times from the queues based on FIFO. CFS_N_E will get service first, then CFS_N_1, 
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CFS_N_2, and CFS_N_3 subject to the availability of PUs. Overtime is considered if any 

PU needs additional time for clearing the call after its corresponding shift has ended. Only 

the district PUs can be dispatched to corresponding district calls. Cross-district calls are 

not allowed in this model. Description of the WITNESS model with the 10-hr shift can be 

found in the paper [177]. 

 

4.2.3.3 Scenario Analysis 

To understand the impact of the patrol officers’ allocation, the model was run for the 

simulation time of one month with multiple replications using the available CFS data of 

2011. In this scenario analysis, call rates of January and July were considered to see the 

impact on the 8-hour shift allocation. January and July represent winter and summer 

seasons, respectively, and January has lower crime rates compared to July crime rates. 

The performance of the system is monitored every minute in the WITNESS model.  

From the simulation run with crime rates of January and July for the 8-hour shift, 

the average number of calls in queues (Avg size) and average amount of time that calls 

spent in queues (Avg Time) were compared in Table 4-5 for all priorities and districts. In 

the table, it is observed that in almost all cases Avg Size and Avg Time for July are greater 

than those for January, as crime rates in July are higher than crime rates in January. 

Table 4-5 Average Size and Average Time of the queues in January and July, 2011. 

 Avg Size 
Avg Time 

(minute) 

Name January July January July 

Q_N_E 0.01 0.01 14.95 14.36 

Q_N_1 0.14 0.21 2.81 3.09 

Q_N_2 0.01 0.02 0.71 0.83 

Q_N_3 0.03 0.04 0.34 0.41 
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Q_S_E 0.02 0.01 16.63 17.51 

Q_S_1 0.11 0.12 2.47 2.5 

Q_S_2 0.02 0.02 0.81 0.82 

Q_S_3 0.01 0.02 0.21 0.22 

Q_E_E 0 0.01 3.85 3.24 

Q_E_1 0.1 0.12 1.7 2.05 

Q_E_2 0.01 0.01 0.72 0.73 

Q_E_3 0.02 0.02 0.3 0.32 

Q_W_E 0.02 0.02 19.58 16.49 

Q_W_1 0.09 0.11 1.93 2.07 

Q_W_2 0.01 0.01 0.53 0.5 

Q_W_3 0.01 0.02 0.15 0.19 

 

 

 

Figure 4-3 Average utilization of PUs by on shift time for January 2011. 
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Figure 4-4 Average utilization of PUs by on shift time for July 2011. 

The shaded region in Figure 4-3 and 4-4 represents the average utilization of on-

shift officers. The area of the shaded region in Figure 4-4 is higher than the area of the 

shaded region in Figure 4-3. Since call rates are higher in July compared to January, 

percentage of busy time (% Busy) of police units is higher in July than in January. 
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Chapter 5  

IMPLEMENTATION OF THE FRAMEWORK AND COMPUTATIONAL STUDIES 

Computational studies of different scenarios are conducted through the implementation of 

the developed framework. Since the main focus of this dissertation is to build the simulation 

module and demonstrate an integration with the other two modules, a DES model has been 

built and coded in MATLAB for this purpose. This chapter illustrates how the simulation 

module works with other two modules in the framework with some real and hypothetical 

data. The framework is demonstrated based on APD data from 2011 and 2012 and on the 

system set-up discussed in Section 4.1. Both district level and beat level allocation 

decisions are studied and effects on the crime levels are investigated. Crime count is 

considered as the measure of crime level. Also DPUs are employed for hot spot policing. 

The framework can provide analytical support to a police department for dynamic 

decision-making instead of the current annual static decisions. However, if the decision 

strategy is too dynamic, then it will disrupt the semblance of workload stability.  In the 

framework, the time scale for the dynamic nature of decisions is flexible.  It could be weekly, 

monthly, or seasonally. Weekly could be hard to manage for the police department, so, 

monthly and seasonal could be more reasonable time scales. All the scenarios presented 

in this chapter are based on monthly allocations and crime trajectories for different priorities 

and different locations for the year of 2012. “What-if” analyses for different scenarios is 

discussed in different sections. In the baseline scenario, a sample allocation provided by 

APD with no DPU is employed for the 8-hr shift. Alteration of the baseline by moving some 

officers from one location to another location, from one shift to another shift, hot spot 

policing with DPU deployment and by changing the shift schedules to 10-hr shift are applied 

for other “what-if” scenario analyses. 
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The MATLAB code was executed for each scenario on a desktop computer with 

an Intel(R) Xenon(R) CPU E3-1285 v6 processor at 4.10 GHz and 32 GB memory. On 

average, it takes about 65 hours (≈ 2.7 days) to complete each scenario with 300 

replications and a 28-week warm-up simulation initialization period. 

 

5.1 Framework Modules 

5.1.1 Decision Strategy Module 

The decision strategy module makes decision on how many available patrol officers will be 

deployed per beat per shift for a month. The total number of available officers is a main 

constraint along with a budget constraint. For hot spots, the intervention strategy and 

allocation of DUs to hot spots is another decision for this module. Since a decision strategy 

module is not currently available to conduct optimal decisions, hypothetical allocation data 

for the decision strategy module is used for the APD case study and passed on to the 

simulation module. A sample daily patrol-shift allocation for North has been provided by 

APD. The same allocation is used for other districts and corresponding beats for all months 

of a year. District and beat patrol-shift allocations are shown in Tables 5-1 and 5-2, 

respectively, as a base allocation. As discussed in Section 4.2.1, about 86 available patrol 

officers are working per district per month in this allocation strategy. According to Table 5-

1; 19 officers are working in Day, 23 officers are working in Eve, and 19 officers are working 

in Mid. A total of 61 (= 19+23+19) patrol-shifts are working per district in same manner. 

Hence, 61 officer-shifts are distributed by about 31%, 38%, 31% to Day, Eve, and Mid, 

respectively. Based on this distribution, the total set of 86 officers per month is distributed 

to each patrol period, which corresponds to approximately 26, 32, and 26 officers per 

month to Day, Eve, and Mid, respectively. This allocation of officers is sent to the predictive 

policing module to predict crime count per district per priority per patrol period. This 
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connection can be seen in Figure 3-4 as the outward arrow of the decision strategy module 

in loop 1. 

Table 5-1 Daily patrol-shift allocation per district per patrol period for the 8-hr shift. 

 Period 

 Day Eve Mid 

North 19 23 19 

West 19 23 19 

East 19 23 19 

South 19 23 19 

 

Table 5-2 Daily patrol-shift allocation per beat per shift for the 8-hr shift. 

  Shift 

District Beat Day_1 Day_2 Eve_1 Eve_2 Mid_1 Mid_2 

North 

210 1 1 1 1 1 1 

220 1 1 2 1 1 1 

230 1 1 1 1 1 1 

240 1 2 2 2 1 2 

250 1 1 2 2 1 1 

260 1 1 1 1 1 1 

270 2 2 2 2 2 2 

280 1 1 1 1 1 1 

West 

310 1 1 1 1 1 1 

320 1 1 2 1 1 1 

330 1 1 1 1 1 1 

340 1 2 2 2 1 2 

350 1 1 2 2 1 1 

360 1 1 1 1 1 1 

370 2 2 2 2 2 2 

380 1 1 1 1 1 1 

East 

410 1 1 1 1 1 1 

420 1 1 2 1 1 1 

430 1 1 1 1 1 1 

440 1 2 2 2 1 2 

450 1 1 2 2 1 1 

460 1 1 1 1 1 1 
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470 2 2 2 2 2 2 

480 1 1 1 1 1 1 

South 

510 1 1 1 1 1 1 

520 1 1 2 1 1 1 

530 1 1 1 1 1 1 

540 1 2 2 2 1 2 

550 1 1 2 2 1 1 

560 1 1 1 1 1 1 

570 2 2 2 2 2 2 

580 1 1 1 1 1 1 

 

For hot spot policing, a beat is considered as a hot beat if the total crime count for 

a given month is equal or more than the crime threshold. Here, the crime threshold used 

is 150. A DU is deployed to hot beats based on the availability. It is assumed that crimes 

are affected only in hot beats for DU intervention, and crime in other beats is not affected. 

The directed patrol intervention strategy discussed in Section 3.2.1 is followed, with the 

exception that a DU can stay at the current hot beat for next move. For the next move of a 

DU, the next hot beat is selected at random using a discrete uniform distribution. In this 

case study, the DU stay time at each hot beat is chosen by a continuous uniform distribution 

with minimum and maximum stay times of 14 and 16 minutes, respectively. Decisions on 

regular patrol officer and DU intervention for hot beats are sent to the simulation module. 

This connection can be seen in Figure 3-4 through the outgoing arrow of loop 2. 

 

5.1.2 Predictive Policing Module 

The predictive policing module predicts crime counts per district per priority per period for 

a month using a state transition model. For this purpose, a state transition model that 

relates crime with the number of officers is needed, as discussed in Section 3.2.2. To build 

a proper state transition model for the dynamic policing framework, Deadman and Pyle’s 

equation [9] shown in equation 5.1, was used as a state transition model. 
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                                     (5.1) 

where, 

Crimet = Predicted crime rate at month t, 

Crimet - 1 = Crime rate at month t-1, 

Crimet - 2 = Crime rate at month t-2, 

Et = Predicted unemployment count at month t, 

Et – 1 = Unemployment count at month t-1, 

Cont = Predicted conviction rate at month t, 

Cont – 1 = Conviction rate at month t-1, 

Polt = Number of police officers at month t, 

Polt – 1 = Number of police officers at month t-1, 

β = Coefficients to be estimated, 

   = Intercept. 

The above state transition model is estimated for each district-priority-period 

combination using 2011 APD crime data, unemployment data 

(https://fred.stlouisfed.org/search?st=unemployment+of+Dallas+fort+worth), conviction 

rate data (www.txcourts.gov/media/885306/Annual-Statistical-Report-FY-2011.pdf), 

and artificial police allocations due to the unavailability of actual APD allocation data. A 

total of 48 models were constructed for 48 district-priority-period combinations. These 

are given in Table C-1. Unemployment count, conviction rate, and the artificial police 

allocations are given in Table 5-3, Table 5-4, and Table 5-5, respectively. 

 

 

 

https://fred.stlouisfed.org/search?st=unemployment+of+Dallas+fort+worth
https://fred.stlouisfed.org/search?st=unemployment+of+Dallas+fort+worth
https://fred.stlouisfed.org/search?st=unemployment+of+Dallas+fort+worth
http://www.txcourts.gov/media/885306/Annual-Statistical-Report-FY-2011.pdf
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Table 5-3 Unemployment count per month. 

Month Year 2011 Year 2012 

January  15921 14047 

February 15261 13986 

March 15113 13058 

April 14437 12397 

May 14662 13050 

June 16251 14179 

July 15999 14196 

August 15701 13908 

September 15580 12355 

October 14892 12232 

November 13886 11726 

December 13458 11997 

 

Table 5-4 Conviction rate per month. 

Month Year 2011 Year 2012 

January  63% 66% 

February 64% 69% 

March 68% 68% 

April 67% 70% 

May 70% 71% 

June 69% 69% 

July 68% 70% 

August 65% 68% 

September 68% 68% 

October 69% 69% 

November 69% 69% 

December 68% 72% 

 

Table 5-5 Artificial police allocation data. 

Month Mid Day Eve 

January  25 20 16 

February 16 18 12 

March 14 13 18 
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April 14 17 10 

May 12 11 14 

June 10 19 15 

July 8 13 20 

August 10 10 23 

September 9 16 17 

October 14 21 21 

November 15 15 9 

December 25 20 16 

 

The state transition model in equation 5.1 predicts crime rate. The crime rate is 

the reported crime count per thousand population. The predicted crime rates are 

converted to crime counts by multiplying with population in thousands of the 

corresponding district given in Table 5-6. To predict crime rate for a simulated month, 

crime rates for November and December 2011 are used as initial points. 

Table 5-6 Population of each district in thousand. 

 District Population 

North 40.569 

West 81.309 

East 93.633 

South 159.794 

Although predicted crime counts per district per priority per patrol period can be 

obtained from the above discussed approach, predicted crime counts per beat per priority 

per patrol period are needed for the simulation input to produce simulated crime counts at 

beat levels. To distribute district crime counts over corresponding beats, the percentage of 

respective district total crime counts for each beat from the previous month is used. For 

example, to distribute the predicted crime count of each district over the corresponding 

district beats for the next month, the percentage of respective district total crime counts for 

each beat was used from December 2011, as an initialization. Once the simulated crime 

count for each beat in a simulated month is obtained based on the calculated beat crime, 
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the district total crime is calculated and the percentage of district total crime counts for each 

beat is updated. Then this updated percentage of district total crime counts is used to 

determine the distributed crime count for each beat in the next month. This approach is 

followed by each priority and by each patrol period.  

As an example, from the December 2011 crime data, crime count for each beat 

was obtained from the data set. Total district crime count can be calculated from beat crime 

counts for each district, and the percentage of respective district total crime counts for each 

beat is calculated by beat crime counts. Table 5-7 shows the calculated percentage of 

respective district total crime counts for each beat, which is used to distribute predicted 

district crime counts to each corresponding beat in the next month. In Table 5-4, the total 

crime count for North is calculated by summing up all the beat crime in North, which is 912. 

The percentage of North crime for beat 210 can be calculated as (79*100/912), which is 

8.66. The percentage of West crime for beat 370 can be calculated as (108*100/914), 

which is 11.82. Similarly, the percentage of district total crime for each beat can be 

calculated. 

Table 5-7 Initialize using December 2011. 

District                     

North 

Beat 210 220 230 240 250 260 270 280 Total 

# Crime 79 104 87 126 93 132 168 123 912 

% Total 8.66 11.40 9.54 13.82 10.20 14.47 18.42 13.49   

South 

Beat 510 520 530 540 550 560 570 580   

# Crime 87 86 90 292 114 102 73 108 952 

% Total 9.14 9.03 9.45 30.67 11.97 10.71 7.67 11.34   

East 

Beat 410 420 430 440 450 460 470 480   

# Crime 117 103 97 127 133 80 75 87 819 

% Total 14.29 12.58 11.84 15.51 16.24 9.77 9.16 10.62   

West 

Beat 310 320 330 340 350 360 370 380   

# Crime 96 132 103 106 117 126 108 126 914 

% Total 10.50 14.44 11.27 11.60 12.80 13.79 11.82 13.79   
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In Table 5-8, the crime counts for North, South, East, and West are predicted as 

850, 901, 758, and 998, respectively, for the next month. These district level crime counts 

are distributed into beats by the percentage of respective district total crime counts 

obtained from Table 5-7. For example, the crime count for beat 550 can be calculated as 

(901*11.97/100) = 107.85. All the calculated values are rounded down for implementation 

in the simulation. That means the predicted crime counts for beat 550 in the simulation is 

107. Since the numbers are rounded down, there is a crime count discrepancy. This crime 

count discrepancy is added to the beat that has the maximum percentage of district total 

crime. After predicting crime counts, they are sent to the simulation module to simulate 

crime following Poisson process.  This connection can be seen in Figure 3-4 through the 

outgoing arrow in loop 3. 

Table 5-8 Predicted crime count of each district is distributed to corresponding beats 

using percentage of district total crime counts from December 2011 for the next month. 

District                     

North 

Beat 210 220 230 240 250 260 270 280 Total 

# Crime 73 96 81 117 86 123 160 114 850 

% Total 8.66 11.40 9.54 13.82 10.20 14.47 18.42 13.49   

South 

Beat 510 520 530 540 550 560 570 580   

# Crime 82 81 85 279 107 96 69 102 901 

% Total 9.14 9.03 9.45 30.67 11.97 10.71 7.67 11.34   

East 

Beat 410 420 430 440 450 460 470 480   

# Crime 108 95 89 117 126 74 69 80 758 

% Total 14.29 12.58 11.84 15.51 16.24 9.77 9.16 10.62   

West 

Beat 310 320 330 340 350 360 370 380   

# Crime 104 144 112 115 127 142 117 137 998 

% Total 10.50 14.44 11.27 11.60 12.80 13.79 11.82 13.79   
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5.1.3 Simulation Module 

The simulation module, which is the main focus, simulates crime for the next month based 

on the predicted crime from the predictive policing module. Simulated beat crime counts 

are shown in “# Crime” rows in Table 5-9. From these simulated beat crimes, the total 

district crimes are recalculated and the percentage of district total crime for each beat is 

updated and used in the following month. The “% Total” rows in Table 5-9 are the updated 

percentages of district total crime count. The simulation module sends these simulated (or 

realized) crimes back to the predictive policing module to predict crimes for the following 

month.  This connection can be seen in Figure 3-4 through loop 3. 

Table 5-9 Simulate next month’s crime and update percentage of district total crime 

counts for each beat. 

District                     

North 

Beat 210 220 230 240 250 260 270 280 Total 

# Crime 72 93 75 115 82 120 192 110 859 

% Total 8.38 10.83 8.73 13.39 9.55 13.97 22.35 12.81  

South 

Beat 510 520 530 540 550 560 570 580   

# Crime 80 75 80 310 104 90 70 99 908 

% Total 8.81 8.26 8.81 34.14 11.45 9.91 7.71 10.90  

East 

Beat 410 420 430 440 450 460 470 480   

# Crime 103 89 83 110 165 70 65 75 760 

% Total 13.55 11.71 10.92 14.47 21.71 9.21 8.55 9.87  

West 

Beat 310 320 330 340 350 360 370 380   

# Crime 99 178 107 111 123 133 114 133 998 

% Total 9.92 17.84 10.72 11.12 12.32 13.33 11.42 13.33  

 

For the hot spot policing decision made by the decision strategy module, the 

simulation module simulates the DUs rotation over hot beats. Crime count is adjusted by 

the crime reduction factor following a uniform distribution with a minimum reduction of 0.06 

per hour and maximum reduction of 0.13 per hour. The predicted crime counts for hot beats 
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are adjusted, and the total percentage of reduction are calculated. The original predicted 

crime counts are also reduced by these percentages for the following months. 

The simulation also evaluates the allocation of officers from the decision strategy 

module based on some service rules and probability distributions that capture the 

uncertainty of the system. Service rules are: 

a) All four districts work independently, 

b) Officers are dispatched based on call priorities, 

c) For the same priority, calls are handled by First-In-First-Out (FIFO) basis, 

d) Beat calls are served by corresponding beat officers, 

e) If beat officers are busy, the highest priority calls can be served by the 

closest available beat officers in the corresponding district. 

f) If any call is being served and requires longer time than the remaining time 

of the current shift, then the additional time is treated as overtime. 

The following probability distributions are embedded in the simulation to evolve the 

system stochastically: 

a) Exponential distributions are fitted to call interarrival times. 

b) Service time per priority is assumed to be exponential. 

c) Travel time is estimated following a normal distribution truncated at 0. 

d) Additional calls are added for each crime calls following a Poisson process 

with mean 6. Note: This is based on the number of calls in the 2011 APD 

data for the same crime. 

The simulation is assumed to start at midnight. The system is monitored every 

minute. The simulation clock advances following the next-event time advance mechanism. 

Crime calls are assumed to follow a Poisson arrival process, as discussed in Section 

4.2.3.1. The mean interarrival time per beat per priority per period per month is obtained 
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from corresponding predicted crime count. This mean interarrival time is used as the 

parameter of the exponential distribution used to generate each crime call arrival. The 

service time (equivalent to the response time as in Section 4.2.2) per priority call is fitted 

to the exponential distribution, and the response times in Table 4-3 are used as mean 

service times for the parameter input of the exponential distributions. Travel time is 

estimated using a truncated normal distribution and is only considered for cross-beat calls. 

Mean travel times in minutes per priority from the centroid of one beat to the centroid of 

other beats were obtained using Google Maps, shown in Table C-2, and the standard 

deviation is assumed to be 2 minutes in all cases. From the data, it is observed that total 

911 calls are 7 times the number of crimes. For this reason, only crime calls are considered 

for crime prediction and additional calls are added using a Poisson distribution with mean 

of six (6) for each crime arrival in the simulation. 

The following important components have been built in the simulation model: 

Simulation State Variables: 

State variables are created that represent the system state at a particular time. 

The number of officers in current active shifts, officer status, number of calls in queues, 

number of cross-beat calls, total realized calls, current active shifts, DU current hot beat, 

total DU stay time per hot beat, etc., are system state variables. These state variables are 

updated whenever an event occurs. 

Simulation Clock: 

A simulation clock has been created to keep track of the simulation run time. At 

any point, this clock tells how much time the system has been executing. The measurement 

unit of the clock is considered in minutes. 
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Simulation Event List: 

An event list is created that contains when the next event will occur for each type 

of event. There are six events have been created in the simulation model: arrival event, 

service completion event, shift change event, DU state change event, warm-up event, and 

end simulation event. This event list is updated whenever an event occurs. 

In an arrival event, calls of different priorities of different periods for each beat 

arrive following an exponential distribution. At the beginning, call arrival times are initialized 

for all priorities, for all periods, for all beats with the mean time of the first arrival for each 

type of call. Whenever a call arrival is occurred, the next arrival time of a call is generated. 

Then it will check the availability of officers according to service rules. If no officer is 

available, then the call will be added to the corresponding queue; otherwise, the service 

completion time of this call is scheduled and the corresponding officer is switched to busy. 

In this event, variables affected by the arrival are updated. 

In the service completion event, a scheduled completed call is cleared, and the 

corresponding queues are checked. If the queues are empty, an officer will become idle; 

otherwise, subtract 1 from the number in the respective call queue, and a service 

completion is then scheduled for this call. If there is no call in the system, then there is no 

service scheduled, and the service completion event is eliminated from consideration. To 

do this, initialize all service completion times to infinity. Variables of the system affected by 

this event are also updated. 

A shift change event determines the active shifts at current simulation time and the 

time of next shift change. The number of officers (obtained from the decision strategy 

module) are updated for shift change. For new officers, the queue is checked to schedule 

the service completion time. If the queues are empty, then the officers will remain idle. This 

event also updates related variables of the system. 
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A DU state change event determines the next DU state change time, what the next 

hot beat will be, and the total stay time per hot beat. The total stay time per hot beat impacts 

crime via the crime reduction factor.  Necessary variable updates also occur with this event. 

Every simulation requires an initialization period (or warm-up) to reach a stable 

simulation status.  The actual recorded simulation run begins once the initialization period 

is completed.  Simulation results can be viewed to determine the appropriate length of the 

initialization period. In this case study, warm-up initialization period is 28 weeks. 

End simulation event stores the simulation end time. Whenever the system 

reaches this event, the simulation will be terminated, and the necessary output will be 

generated and passed to the decision strategy module. For each month, the simulation run 

time is the total time in minutes for a given month. For January, the simulation run time was 

31*24*60 = 44640 minutes. The simulation end time is the summation of warm-up period 

and simulation run time, which for January was 326880 (= 28*7*24*60 + 44640) minutes. 

Statistical Counters: 

There are several statistical counters have been created that are used to calculate 

system performance at the end of the simulation. For example, simulation clock, number 

of simulated calls, total delay time for each queue, total busy time of officers, total overtime, 

number of cross-beat calls, etc. These statistical counters are updated as the system 

evolves. 

Initialization Routine: 

An initialization routine has been created to initialize the simulation at the start. At 

the beginning, the simulation is initialized with predicted crime counts from the predictive 

policing module, and the daily allocation decision from the decision strategy module. Other 

variables, such as state variables and statistical counters, are also initialized by this routine. 
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Timing Routine: 

The timing routine in this case study reads the event list and determines which of 

the six events will occur next. Then it advances the simulation clock to that next time and 

updates following the next-event time advance mechanism, discussed in Section 2.4.2. 

This routine is essential to guide the simulation. 

Event Routine:  

This is the component that updates the system state variables when an event 

occurs. Since there are six events in the model, six event routines were created. Whenever 

an event occurs following the timing routine, the corresponding event routine updates the 

relevant system variables. For example, if an arrival event occurs, then the arrival routine 

updates queues status, PU status, etc. 

Library Routine: 

The library routine generates random numbers following probability distributions. 

In this model, predefined functions are called. For example, the exprnd MATLAB function 

is called to generate the next arrival time of a crime call. 

Report Generator: 

A subprogram has been created that generates the output of the simulation at the 

end of the simulation time. It computes performance measures from the statistical counters 

and exports them to external files. Here, all the results are exported to MS Excel files for 

each month. 

Main Program: 

The main simulation program has been created to control and coordinate all the 

subprograms. It also checks the stopping criteria and stops the simulation. Since the 

simulation evaluates monthly allocation, one stopping criterion is the total minutes in a 
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month. After each month, it invokes a report generator to generate simulation output for 

that month. In this case study, the system is simulated for a year.  

After the simulation run for each month, the performance output of allocation and 

simulated crime counts are generated and stored in external files. For each month, the 

following output is generated: 

 average simulated or realized crime counts per beat per priority per period, 

 average number of calls in queue per beat per priority per period, 

 average waiting time of a call in queue per beat per priority per period, 

 average utilization of officers within working shifts per beat, 

 average total overtime in minute per beat per shift, 

 average number of cross-beat calls. 

At the end of each month, average realized crime counts are passed to the 

predictive policing module and the performance of the allocation is passed to the decision 

strategy module. 

 

5.2 Baseline Simulation 

Baseline is defined by the simulation scenario with regular patrol officer allocation using 

the 8-hr shift as in Table 5-1 and Table 5-2 to produce crime trajectories for a simulated 

year. No hot spot policing or any other intervention is applied to the baseline simulation. 

 

5.2.1 Warm-up Period Determination 

To determine the length of time as a warm-up period of the simulation, the average 

simulated utilization of officers per district over weeks using July 2011 crime data were 

examined. Figure 5-1 shows the average simulated utilization of officers per district up to 
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60 weeks. From this figure, it can be seen that after the 28th week, utilization stabilizes for 

each district. Hence, 28 weeks could be a reasonable choice for the warm-up period. 

 

Figure 5-1 Average utilization of officer per district over weeks. 

5.2.2 Convergence Test 

To determine the number of replications, convergence of the average realized crime count 

per district, per priority and per period, to the predicted crime count, per district per priority 

and per period, is tested. Figure 5-2 plots deviations of average simulated crime count from 

the predicted crime count, for each district, for each priority, and for each period, for 

January 2012. This figure shows that the deviations converge to zero, as the number of 

replications increases, and the deviations are quite low after 300 replications with a 

maximum deviation of 2. All the plots of convergence are in Appendix D. 
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Figure 5-2 Deviation of average realized crime count from the predicted crime count for 

number of replications. 

5.2.3 Crime Trajectories 

After running the baseline simulation with a warm-up period of 28 weeks and 300 

replications, the baseline simulation output is obtained. Figures 5-3 to 5-6 show some 

examples of crime trajectories over months in a simulated year. In these figures, line with 

star represents predicted crime trajectory from past prediction using the state transition 

model in equation 5-1. The dashed line with circles represents the predicted crime 

trajectory from average realized crime counts. For example, to get the predicted crime 

count for July on the dashed line, the average of 300 realized crime counts of May and 

June were entered into equation 5-1 after converting into crime rates. Gray lines represent 

the realized trajectories plotted from simulated crime counts per month, generated based 

on dashed line. There are 300 grey lines of realized trajectories for 300 replications. 
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Figure 5-3 Crime trajectories for North, Priority 2, Day. 

 

 

Figure 5-4 Crime trajectories for North, Priority 3, Eve. 
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Figure 5-5 Crime trajectories for East, Priority E, Mid. 

 

 

Figure 5-6 Crime trajectories for South, Priority 2, Mid. 



68 

The above figures are a few examples of different crime patterns of different 

district-priority-day combinations, which means the criminal environment is dependent on 

location, time, and also on crime types. That means different allocations might be effective 

based on different times, locations and crime types. Detailed output of the baseline 

simulation run is attached in Appendix E. For the scenario analyses, priority E calls are not 

considered since priority E calls are very few. 

 

5.3 Simulation Scenario Analysis 

5.3.1 Comparison Between 8-hr Shift and 10-hr Shift 

To study the impact of two different shift schedules, the simulation has been run with the 

8-hr shift and the 10-hr shift for a simulated year. To compare between shifts, the total 

number of officers per month should be equal. For this reason, 84 officers per month per 

district was chosen for this comparison. Tables 5-10 and 5-11 show the daily district and 

beat level allocation for the 8-hr shift schedule; Tables 5-12 and 5-13 show the daily district 

and beat level allocation for the 10-hr shift schedule. 

 

Table 5-10 Daily patrol-shift allocation per district per patrol period for the 8-hr shift. 

 Period 

 Day Eve Mid 

North 18 23 19 

West 18 23 19 

East 18 23 19 

South 18 23 19 
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Table 5-11 Daily patrol-shift allocation per beat per shift for the 8-hr shift. 

  Shift 

District Beat Day_1 Day_2 Eve_1 Eve_2 Mid_1 Mid_2 

North 

210 1 1 1 1 1 1 

220 1 1 2 1 1 1 

230 1 1 1 1 1 1 

240 1 2 2 2 1 2 

250 1 1 2 2 1 1 

260 1 1 1 1 1 1 

270 1 2 2 2 2 2 

280 1 1 1 1 1 1 

West 

310 1 1 1 1 1 1 

320 1 1 2 1 1 1 

330 1 1 1 1 1 1 

340 1 2 2 2 1 2 

350 1 1 2 2 1 1 

360 1 1 1 1 1 1 

370 1 2 2 2 2 2 

380 1 1 1 1 1 1 

East 

410 1 1 1 1 1 1 

420 1 1 2 1 1 1 

430 1 1 1 1 1 1 

440 1 2 2 2 1 2 

450 1 1 2 2 1 1 

460 1 1 1 1 1 1 

470 1 2 2 2 2 2 

480 1 1 1 1 1 1 

South 

510 1 1 1 1 1 1 

520 1 1 2 1 1 1 

530 1 1 1 1 1 1 

540 1 2 2 2 1 2 

550 1 1 2 2 1 1 

560 1 1 1 1 1 1 

570 1 2 2 2 2 2 

580 1 1 1 1 1 1 
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Table 5-12 Daily patrol-shift allocation per district per patrol period for the 10-hr shift. 

 Period 

 Day Eve Mid 

North 15 18 15 

West 15 18 15 

East 15 18 15 

South 15 18 15 

 

Table 5-13 Daily patrol-shift allocation per beat per shift for the 10-hr shift. 

 Shift 

District Beat A B C D 

North 

210 1 1 2 1 

220 1 2 1 1 

230 1 1 2 1 

240 2 2 2 2 

250 1 2 1 2 

260 1 1 1 2 

270 2 2 3 2 

280 1 1 2 1 

West 

310 1 1 2 1 

320 1 2 1 1 

330 1 1 2 1 

340 2 2 2 2 

350 1 2 1 2 

360 1 1 1 2 

370 2 2 3 2 

380 1 1 2 1 

East 

410 1 1 2 1 

420 1 2 1 1 

430 1 1 2 1 

440 2 2 2 2 

450 1 2 1 2 

460 1 1 1 2 

470 2 2 3 2 

480 1 1 2 1 
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South 

510 1 1 2 1 

520 1 2 1 1 

530 1 1 2 1 

540 2 2 2 2 

550 1 2 1 2 

560 1 1 1 2 

570 2 2 3 2 

580 1 1 2 1 

 

After running the simulation, the average simulated utilization of officers and the 

average simulated total overtime of the 10-hr shift and there 8-hr shift were compared. The 

simulated utilization was calculated for officers within working shifts, it did not include 

overtime. Simulation results for both the 8-hr and 10-hr shift are in Appendix F. Figures 5-

7 and 5-8 show two examples of the comparison in terms of average officers’ utilization. In 

January, the utilization in the 8-hr shift is shown to be low compared to the 10-hr shift. In 

February, in some beats, the utilization in the 10-hr shift is lower compared to the 8-hr shift. 

Overall officers in the 8-hr shift have lower utilization. Table 5-14 presents the gain of 

average free time of officers in the 10-hr shift for a simulated year. The negative numbers 

indicate an average loss of days in the 10-hr shift compared to 8-hr shift. On an average, 

the total gain for the entire city is -141.15 days in a simulated year, i.e. officers in the 10-hr 

shift will lose 141.15 days of free time, which is the gain in 8-hr shift. With respect to 

utilization, in the 8-hr shift officers have more free time, which is desirable by the police 

department to get officers involved in other tasks in their free time, such as in building 

community relationships. Since 336 (= 84*4) officers are working per month for the entire 

city, the average time gained per officer in the 8-hr shift is (141.15/336 ≈) 0.42 days or 10.1 

hours in a simulated year, which seems not to be a significant difference. 
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Figure 5-7 Average simulated utilization per beat in January. 

 

 

Figure 5-8 Average simulated utilization per beat in February. 
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 Table 5-14 Average total free time (in days) gain in the 10-hr shift in a simulated year. 

Beat Day 

210 0.31 

220 -12.21 

230 0.85 

240 -1.92 

250 -5.99 

260 2.00 

270 -1.21 

280 1.01 

310 -6.83 

320 -12.28 

330 -9.68 

340 -5.50 

350 -7.02 

360 -3.78 

370 -4.80 

380 -8.72 

410 2.50 

420 -12.80 

430 2.10 

440 -0.93 

450 -7.28 

460 1.23 

470 -1.26 

480 2.35 

510 -6.48 

520 -10.31 

530 -5.26 

540 -4.22 

550 -11.94 

560 -6.45 

570 -3.65 

580 -2.98 

Total = -141.15 
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Figure 5-9 Average simulated total overtime (in minutes) per beat in January. 

 

Figure 5-10 Average simulated total overtime (in minutes) per beat in January. 
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Figures 5-9 and 5-10 show examples of the comparison between the 8-hr shift and 

the 10-hr shift in terms of average total overtime per beat. Figures show that overtime is 

higher in the 8-hr shift compared to the 10-hr shift. Table 5-15 presents how much 

additional average total overtime was incurred in the 8-hr shift compared to the 10-hr shift 

for a simulated year. From this table, it can be seen that additional overtime of 7473.84 

hours is incurred in the 8-hr shift compared to the 10-hr shift in a simulated year.  The 

average total overtime per officer for a simulated year was (7473.84/336 ≈) 22.24 hours 

incurred in the 8-hr shift, which might be significant. 

Table 5-15 Additional average total overtime in 8-hr shift compared to the 10-hr shift. 

Beat Minute Hour 

210 9838.56 163.9759 

220 11275.71 187.9284 

230 10181.83 169.6972 

240 13777.49 229.6248 

250 12113.54 201.8923 

260 11515.61 191.9268 

270 17469.43 291.1571 

280 11219.71 186.9951 

310 13386.93 223.1155 

320 17853.42 297.557 

330 13237.07 220.6178 

340 20423.66 340.3943 

350 23634.85 393.9142 

360 15031.05 250.5174 

370 20858.76 347.646 

380 14096.22 234.9369 

410 11190.37 186.5061 

420 11892.44 198.2073 

430 10260.28 171.0047 

440 15311.30 255.1883 

450 21689.20 361.4867 

460 9134.03 152.2338 

470 9997.61 166.6268 
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480 9997.05 166.6174 

510 10278.32 171.3053 

520 9889.00 164.8167 

530 10323.38 172.0563 

540 32473.99 541.2332 

550 15977.17 266.2862 

560 12653.37 210.8895 

570 7737.33 128.9555 

580 13711.55 228.5258 

Total =  7473.84 

From the above discussion and results, it can be said that the 10-hr shift is efficient 

in terms saving overtime, but the 8-hr shift is slightly better in terms of utilization. Usually, 

police officers prefer the 10-hr shift, so that they have three days off in a week. Ultimately, 

police management will make the decision of shift schedule. The simulated results might 

help them in decision-making. 

 

5.3.2 Move 10 officers from East-Mid to North-Mid 

To study how a different allocation decision could impact the criminal environment and the 

performance of the decision strategy, 10 officers were moved from East-Mid to North-Mid 

in September through the rest of the year. Before September, the allocation remained the 

same as the baseline. The month September and the period Mid were selected because, 

in most cases, changes of crime counts are very high in September and the Mid time 

period. The new allocation that is effective from September is shown in Tables 5-16 and 5-

17, and the highlighted cells indicate changes in the allocation. 

Table 5-16 New daily patrol-shift allocation per district per patrol period for the 8-hr shift 

from September. 

 Period 

 Day Eve Mid 

North 19 23 29 

West 19 23 19 
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East 19 23 9 

South 19 23 19 

 

Table 5-17 New daily patrol-shift allocation per beat per shift for the 8-hr shift from 

September. 

  Shift 

District Beat Day_1 Day_2 Eve_1 Eve_2 Mid_1 Mid_2 

North 

210 1 1 1 1 2 1 

220 1 1 2 1 2 1 

230 1 1 1 1 2 1 

240 1 2 2 2 2 3 

250 1 1 2 2 1 1 

260 1 1 1 1 2 1 

270 2 2 2 2 4 3 

280 1 1 1 1 1 1 

West 

310 1 1 1 1 1 1 

320 1 1 2 1 1 1 

330 1 1 1 1 1 1 

340 1 2 2 2 1 2 

350 1 1 2 2 1 1 

360 1 1 1 1 1 1 

370 2 2 2 2 2 2 

380 1 1 1 1 1 1 

East 

410 1 1 1 1 0 1 

420 1 1 2 1 0 1 

430 1 1 1 1 0 1 

440 1 2 2 2 0 1 

450 1 1 2 2 1 1 

460 1 1 1 1 0 1 

470 2 2 2 2 0 1 

480 1 1 1 1 0 1 

South 

510 1 1 1 1 1 1 

520 1 1 2 1 1 1 

530 1 1 1 1 1 1 

540 1 2 2 2 1 2 

550 1 1 2 2 1 1 

560 1 1 1 1 1 1 
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570 2 2 2 2 2 2 

580 1 1 1 1 1 1 

 

5.3.2.1 Impacts on the Criminal Environment 

Figures 5-11 to 5-16 show changes in crime counts from the baseline allocation for different 

priorities and for North and East.  From the figure, it is seen that the criminal environment 

starts changing from September due to the new allocation decision that is effective from 

September. Although there is a slight increase in crime shown in Figure 5-12 for priority 1 

in east in September, it is decreasing in North by a significant amount in Figure 5-11. 

Overall, priority 1 crime decreases using the new strategy. The opposite scenario can be 

seen in Figures 5-13 and 5-14. Priority 2 crime is decreasing in North by some amount, 

while in East, it is increasing by a significant amount. For priority 3 in Figures 5-15 and 5-

16, crime goes down in North in September and October, but in November and December 

it goes up from the original predicted crime counts, while in East, priority 3 crime is 

consistently increasing. Overall the new strategy makes higher priority crimes low and 

lower priority crimes high. 

The trend of the crime change looks different in Figure 5-15. This shape is 

dependent on the allocation decision and the predictive policing model. Some trends like 

this may not quite make sense because the prediction model was not trained on the correct 

data. To fit the model, an artificial size of the police force varied from 8 to 25. However, in 

this scenario of the APD case study, the number of officers is more than 25.   This means 

this decision strategy is extrapolating from the original data range, causing the prediction 

model to be less reliable. This is why, the predictive model will potentially need to be 

updated with new data. 
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Figure 5-11 Crime count change in the new allocation for North for Priority 1. 

 

 

Figure 5-12 Crime count change in the new allocation for East for Priority 1. 
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Figure 5-13 Crime count change in the new allocation for North for Priority 2. 

 

Figure 5-14 Crime count change in the new allocation for East for Priority 2. 



81 

 

 

Figure 5-15 Crime count change in the new allocation for North for Priority 3. 

 

Figure 5-16 Crime count change in the new allocation for East for Priority 3. 
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5.3.2.2 Impacts on Performance 

Figures 5-17 to 5-20 shows the overall officers’ utilization change per beat in North and 

East from September to December. Since the crime level goes down and the number of 

officer is increased in North, the utilization goes down in all beats of North. On the other 

hand, higher crimes and lower numbers of officer cause higher utilization in East. 

 

Figure 5-17 Overall utilization change per beat in North and East in September. 
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Figure 5-18 Overall utilization change per beat in North and East in October. 

 

 

Figure 5-19 Overall utilization change per beat in North and East in November. 
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Figure 5-20 Overall utilization change per beat in North and East in December. 

On an average, officers’ utilization is reduced by about five percent (5%) per beat 

in North for each month from September to December. In East, utilization is increased by 

about 9% in September and October and about 7% and 6% in November and December, 

respectively. 

The following figures compare the waiting times of a call between the baseline 

allocation and the altered allocation. Figures 5-21 to 5-32 present waiting times per priority, 

per beat (in North and East), and per month (from September to December) for patrol 

period Mid. 
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Figure 5-21 Waiting times of priority 1 call for two allocation strategies in September. 

 

Figure 5-22 Waiting times of priority 1 call for two allocation strategies in October. 
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Figure 5-23 Waiting times of priority 1 call for two allocation strategies in November. 

 

Figure 5-24 Waiting times of priority 1 call for two allocation strategies in December. 
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Figure 5-25 Waiting times of priority 2 call for two allocation strategies in September. 

 

Figure 5-26 Waiting times of priority 2 call for two allocation strategies in October. 
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Figure 5-27 Waiting times of priority 2 call for two allocation strategies in November. 

 

Figure 5-28 Waiting times of priority 2 call for two allocation strategies in December. 
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Figure 5-29 Waiting times of priority 3 call for two allocation strategies in September. 

 

Figure 5-30 Waiting times of priority 3 call for two allocation strategies in October. 
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Figure 5-31 Waiting times of priority 3 call for two allocation strategies in November. 

 

Figure 5-32 Waiting times of priority 3 call for two allocation strategies in December. 
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The above figures show that the waiting times of a call per beat in North decreased 

for the altered strategy compared to the baseline strategy and increased in East. Although 

there is some increase of priority 3 calls in North in November and December, waiting times 

still decrease because of additional officers. There are some points missing in the plots. 

This happens when there is no average realized calls in those corresponding beats. Hence, 

there no waiting time occurred. For example, in Figure 5-21, the square boxes in beats 

410, 440, and 450 are missing because there was no realized priority 1 calls in those beats 

in the baseline scenario. However, when the number of officers is reduced from East-Mid, 

priority 1 calls increased in September, as shown in Figure 5-12. That is why stars are 

shown for those beats. 

In summary, the performance of the new altered strategy could be considered 

better than the baseline strategy. If a lower number of higher priority calls is desirable with 

some increase of lower priority calls in East, then the new strategy might be a better option. 

 

5.3.3 Deployment of DUs for Hot Beats 

To study the impact of hot spot policing, two DUs have been deployed for eight hours per 

day for hot beats, in addition to the baseline allocation. The beats that have total predicted 

crime counts, regardless of priority, equal or higher than the threshold of 150 are 

considered as hot beats. Beats can be hot beats for some months and not other months 

since it depends on exceeding the threshold. All the results are given in Appendix G. The 

impacts of DU intervention are explained with beats 540 and 260, where 540 is identified 

as a hot beat at the beginning of the year, and 260 is identified in the middle of the year. 
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5.3.3.1 Impacts on the Criminal Environment 

Figures 5-33 and 5-34 show how the total predicted crime counts change each month for 

beats 540 and 260, respectively. Beat 540 is identified as hot beat in January since the 

total predicted crime counts is 312. The crime prediction goes down to 296 due to the DU 

deployment. DUs continue to patrol beat 540 and keep predicted crime counts decreasing 

until May. In May, the predicted crime count drops to 147, which is lower than the threshold. 

Hence, beat 540 is no longer a hot beat, and DUs do not patrol beat 540 in May. For this 

reason, crime starts increasing in June and again it is considered as a hot beat and DUs 

again patrol this beat. Similar patterns happen in the months of October and November. 

 

 

Figure 5-33 Effects of DU deployment on total crime count per month for hot beat 540. 
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Figure 5-34 Effects of DU deployment on total crime count per month for beat 260. 

Beat 260 is not a hot beat from January to April. In May, its predicted crime count 

reaches beyond the threshold, and Beat 260 is now considered a hot beat. DUs start 

rotating hot beats, including beat 260 in May. Crime decreases from 154 to 150 in beat 

260. Predicted crime count continues to decrease in the following months and drops below 

the threshold in October. In October, DUs are withdrawn from beat 260 as it is no longer a 

hot beat. Again crime count starts increasing due to the absence of DUs, and it becomes 

a hot beat in November. Then crime goes down in December for DU deployment in 

November. 

 

5.3.3.2 Impacts on Performance 

Figure 5-35 compares the officers’ utilization per month between the baseline allocation 

and DU intervention for beat 540. The figure shows that utilization decreased as crime 

counts decreased from the original baseline prediction. Whenever crime starts increasing 

the utilization starts increasing. 
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Figure 5-35 Effects of DU deployment on officers’ utilization per month for hot beat 540. 

 

Figure 5-36 Effects of DU deployment on call waiting time per month for hot beat 540. 
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Figure 5-36 presents the comparison of average waiting time of a call for beat 540. 

This waiting time is a call waiting time in a queue regardless of priorities. Figure 5-36 shows 

how the average waiting time of a call is decreasing and increasing per month with 

predicted crime counts. The trends of waiting time should match with the trend of utilization. 

The trends of Figure 5-35 and 5-36 are same for beat 540. 

In summary, DU deployment impacts predicted crime counts in hot beats, as well 

as the performance of the allocation. If some hot beats experience very low crime counts 

for DU deployment and officers’ idle time is too high, then regular patrol officers can be 

reallocated from those hot beats to other beats, considering other performance measures 

for balanced allocation. 
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Chapter 6  

CONCLUDING REMARKS AND FUTURE WORK 

6.1 Conclusions 

This dissertation developed a dynamic policing simulation framework as a novel approach 

to study dynamic policing strategies through an iterative process. The framework defines 

three modules: decision strategy module, predictive policing module, and simulation 

module. The framework is demonstrated with a case study based on the Arlington, TX 

Police Department.  To implement the framework, a DES model was developed for the 911 

call and deployment structure. An initial predictive model from the literature was fitted using 

actual crime data, unemployment, and conviction rate data, but with the artificial patrol 

data.  A sample patrol-shift allocation provided by APD and artificial DU deployment for hot 

spot policing were used in the decision strategy module. 

In the case study demonstration, the allocation per month for a simulated year was 

studied. In a shift comparison, the 10-hr shift showed effectiveness over the 8-hr shift for 

saving overtime, but for officers’ utilization, the 8-hr shift is slightly better. The second 

scenario showed the impacts of different patrol allocations on predicted crimes and on 

performance. The third scenario provided very interesting results of hot spot policing. DUs 

helped hot beats by reducing crime count. Whenever DUs were withdrawn after the hot 

beat cooled off, crime started increasing. 

The developed framework has the flexibility to study many different police 

intervention strategies. In this dissertation, a monthly decision strategy time scale was 

studied, but the framework has the ability to study allocation decisions for any time scale. 

It could be quarterly, seasonally, or semi-annually, etc. With the help of “what-if” scenario 

analysis, police departments can obtain guidance to achieve more effective policing under 

limited resources via dynamic strategies. 
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There are many studies found in the literature that seek to measure the 

effectiveness of different policing strategies. Most used experimental design 

implementations that are costly and require significant effort. Although the published results 

of such experiments have promising results, they are very specific to time, location, and 

particular strategies. The results cannot be easily generalized. It is hoped that the 

framework in this dissertation will encourage new directions for policing to fulfill the 

prediction-led policing concept via dynamic policing strategies.  The simulation approach 

has the capability to study dynamic policing strategies for any time range with low cost and 

without any required real world implementation. 

 

6.2 Future Work 

Additional aspects of APD processes should be considered in future case study 

development. In the simulation, additional calls have been generated using a Poisson 

distribution. To add additional calls to each crime, a specific distribution needs to be 

explored by analyzing crime and call data. Currently, each call is treated separately and 

officers are dispatched separately to each call, even if calls arrive at the same place at the 

same time. More likely, the same officer can handle calls that arrive within a space range 

(quarter mile or half mile, etc.) or within a time limit (may be 5 minutes, 10 minutes, etc.); 

no additional officer will be dispatched. More accurate dispatch rules for call arrivals need 

to be explored. In the simulation, additional study is also needed to find distributions that 

more closely match that of call arrivals, response times, travel times, etc. 

Criminal behavior in response to policing actions is not considered in the current 

simulation. This aspect can be better represented by an agent-based simulation. 

Integration of an agent-based simulation with the current discrete-event simulation would 
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be a significant improvement to the present simulation framework.  Additional data will be 

needed to inform an agent-based simulation model. 

The quality of the results of the simulation are completely data-driven and 

dependent on the performance of the predictive policing model. Data on police allocations 

and actions is needed to improve the predictive policing model. The predictive policing 

module predicts crime using a state transition model. Building state transition models from 

data is an area of current research. Most existing predictive policing models in the literature 

are inappropriate. Some of them use uncontrollable factors to predict crime and some are 

too crime specific. The appropriate state transition model must relate crime with police 

operations.  The development of appropriate state transition models for dynamic policing 

is an important area for future research. 

The current state transition model that has been used in the case study predicts 

crime rate per district, per priority, per period. The predicted crime rates were then 

distributed into the beat levels using an algorithm discussed in Section 5.1.2, and crime 

rates were converted into crime counts as simulation inputs. For this reason, some 

information was lost because of the fractions. The inability to predict crime for multiple 

months in advance is a limitation of the current model. Another limitation of the current 

predictive model is that it did not consider DPUs for hot spot policing. If a hot spot policing 

component is added to the predictive policing model, then the crime prediction would be 

more accurate. To overcome these limitations, a state transition model that can predict 

crime count per beat per priority per period for any month of the year needs to be developed 

for the case study. The future predictive policing model should have two components: 

regular policing and hot spot policing. 

The predictive policing model in the case study considers the number of police 

officers to predict crime. It only considers police presence. However, criminals might 
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respond differently to different policing actions, such as number of stops, number of 

citations, number of arrests, etc. An agent-based simulation may better to study criminal 

behavior in response to policing actions. Incorporating criminal behavior in crime prediction 

would be future consideration. 

The decision strategy module that can handle the complexity of the system is also 

needed. Since decisions on allocation are dynamically changing with time and location, 

and decisions are dependent on crime levels and performance criteria, a dynamic 

programming or multi-objective optimization could be developed for the decision strategy 

module.  Overall, the dynamic policing simulation framework has the potential to bring 

together methods from statistics, analytics, and operations research to improve policing. 
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Appendix A 
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Figure A-1 Arlington, Texas police service areas, 2011. 
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Table A-1 List of Possible State Variables for State Transition of Predictive Policing 

Model. 

Category State Variables 

Temporal - Season (Winter, Spring, Summer, Fall) 
- Months of year 
- Weeks of month 
- Days of week 
- Major holidays 
- Weekend 
- Holiday 
- Non-holiday 
- School closed days 
- Lagged crime rate t-1 

Weather - Daily mean temperature 
- Temperature-humidity index 
- Wind speed 
- Humidity 
- Sun light hours 
- Precipitation 
- Percentage of sky cover 

Demographic - Population density 
- Age, sex of victims and offenders 
- Proportion of 17-24 age 
- Percentage of young male population (15-17 age) 
- Percent Black 

- Percent Latino 

- Racial / ethnic heterogeneity 

- Percent single parent households 

- Percent occupied units 

- Percent owners 
- Mean educational attainment 
- Proportion of community with no education 
- Presence of ex-combatants 
- Presence of returned refugees 
- Internally displaced persons per capita 
- Presence of seasonal labors and migrants per capita 
- Number of tribes 
- Number of males 
- Number of widowed 
- Number of divorced / divorce rate 
- Percentage of persons in ethnic minority groups 

- Membership in social, religious and cultural groups 
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- Number of prisoners 

- Poverty level 

- Crime levels 

- Conviction rate 

- Median income 

- Real minimum wage 

- Count of owner occupied households 
- Median rent charged for all housing units that are rented 
- Consumer price index 
- Unemployment 
- Gini coefficient (Income inequality index) 
- Percentage of non-white 
- Median value of all housing units 
- GDP 
- Consumer’s expenditure 
- Average asset wealth 
- Average household quality 
- Household with high disposable income (%) 
- Intra-communal standard deviation of average asset wealth 
- Intra-communal standard deviation of average household quality 
- Proportion of residents describing local leaders as “corrupt” 
- Proportion of residents describing the police and courts as “corrupt” 
- Proportion of residents reporting a burglary, armed robbery, or 

assault in the previous year 
- Proportion of residents reporting an ongoing land conflict in the 

previous year 

Geographic data - The distance to the nearest college or university from the crime 
location 

- The distance to the nearest K_12 school 
- The distance to the nearest interstate highway 
- The distance to the nearest usable road 
- The distance to the nearest small business 
- Proximity to bus stop (Units within a 330 ft radius of a bus stop are 

coded 1, and all others are coded 0) 

- Proximity to major thoroughfare (1 for areas within a two block (1,000 

ft) of major roads, 0 for all others) 

- Proximity to likely offenders (Greater than 500 ft and less than 1,500 

ft away from the residence of an arrested burglar coded as 1, 0 for 

athers) 

- Distance (logged) to US-Mexico border (miles) 

- Distance (logged) to US-Canada border (miles) 

- Distance (logged) to major port (miles) 

 

Crime type 

characteristics 

- 911 call type in number (Domestic, drugs, public disorder, shots 
fired, truancy, vice, weapons) 

- Offence crime type (Criminal mischief, disorderly conduct, liquor law 
violation, prostitution, public drunkenness, simple assault, trespass) 

- Drugs at arrest 
- Availability of handguns 
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- Stolen property features (Alcohol, cigarettes, food staffs, antiques, 
drugs, cadrs,..etc.) 

- Location of entry (Wall, adjoining property, roof, window,…etc.) 
- Entry methods and behavior (Smash, Cut, Duplicate key, Drill, 

Force.etc.) 
- Type of dwelling (Old, Terrace, Bungalow, Flat … etc.) 
- Search behavior (Untidy, Downstairs only, Many rooms.. etc.) 
- Location of exit (Wall, Adjoining property, Exit same as entry.. etc.) 
- Alarm/Phone (Cut phone, Tamper with alarm, Alarm activated) 
- Bogus official crime (Social service, Home help, Gardener..etc.) 
- Land use (1 for residential, 0 for all others) 
- Housing tenure (1 for renter occupied, 0 for owner occupied) 
- Vacant unit (1 for vacant unit, 0 for occupied) 
- Substandard housing (1 if it had a reported housing code violation, 

0 if not) 
- Nuisance violation (1 if it had a reported nuisance violation, 0 if not) 
- Street lighting (1 for dark areas, 0 for illuminated areas) 
- Corner lots served (1 for corner lot, 0 for noncorner lot) 
- Wooded areas and vacant lots (1 for areas adjacent to a wooded 

area or vacant lot, 0 for all other areas) 
- Felony arrest rate 
- Total misdemeanor arrests 

Others - Number of police officers 
- Police workload (# of diff. crimes per full time sworn officer) 
- Presence of a police station or magistrate 
- Strength of cell network coverage 
- Strength of radio reception 
- Vehicle density (per mile2 in 1,000s) 
- Household with no vehicles (%) 
- Adult male property offender pool (Arrest rate per 1,000 population) 
- Auto/parts dealer and repair establishment (# per 1,000 vehicles) 
- Multiunit housing (% of housing with 5or more units) 
- MVT clearance rate (%) 
- MVT specialized unit (1 or 0) 
- Stolen vehicle tracking system (1 or 0) 
- License plate reader (1 or 0) 
- Droughts and floods 
- Insects and other pest infestations 
- Livestock diseases 
- Human diseases 
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Appendix B
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Figure B-1 Q-Q plots for CFS interarrival time for South_Priority_E for February 2011. 

 

Figure B-2 Q-Q plots for CFS interarrival time for South_Priority_1 for February 2011. 
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Figure B-3 Q-Q plots for CFS interarrival time for South_Priority_2 for February 2011. 

 

Figure B-4 Q-Q plots for CFS interarrival time for South_Priority_3 for February 2011. 
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Figure B-5 Q-Q plots for CFS interarrival time for South_Priority_E for November 2011. 

 

Figure B-6 Q-Q plots for CFS interarrival time for South_Priority_1 for November 2011. 
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Figure B-7 Q-Q plots for CFS interarrival time for South_Priority_3 for November 2011. 

 

Figure B-8 Q-Q plots for CFS interarrival time for South_Priority_3 for November 2011. 
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Figure B-9 Screenshot of the WITNESS discrete-event simulation model for 8-hr shift. 
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Figure B-10 Screenshot of North in the WITNESS discrete-event simulation model for 8-hr shift.
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Appendix C 



 

 

1
1
3 

Table C-1 Estimated coefficients using 2011 APD data for state transition models. 

District Priority Period   
1  2  3  4  5  6  7  8  

north 

E 

Mid 0.005848425 1.637649 -0.6376485 -1.16E-05 5.78E-06 0.0538477 0.09151173 -0.001018051 -0.000250473 

Day 0.01972274 2.127591 -1.127591 -9.74E-06 9.89E-06 -0.3841408 0.3457018 -0.000600939 0.000861898 

Eve 0.05729144 2.141277 -1.141277 8.55E-06 -9.21E-06 0.4627658 -0.5251798 -0.001391311 0.00105984 

1 

Mid 4.980752 2.575749 -1.575749 4.46E-05 -0.000233 -2.460113 -0.2140557 -0.03298505 0.00684844 

Day 2.722401 2.735696 -1.735696 6.52E-05 -6.41E-05 -1.096101 -3.208585 -0.004976255 0.0157968 

Eve 1.937012 2.453592 -1.453592 
1.85E-05 

-7.67E-05 -0.2236686 -1.584619 0.02316207 -0.01382309 

2 

Mid -0.8834884 2.214865 -1.214865 -5.44E-05 7.12E-05 1.150833 -0.3063839 -0.0112963 0.01575005 

Day 0.00579803 1.996851 -0.996851 7.32E-05 -7.31E-05 6.528754 -6.540238 0.01448416 -0.01441683 

Eve -1.092241 2.451561 -1.451561 2.25E-05 -4.21E-05 3.417421 -1.455673 0.0005985 0.003277457 

3 

Mid -0.4965161 2.489034 -1.489034 0.000162393 -0.000148 0.4665154 -0.1841521 -0.006929129 0.01492347 

Day 6.054433 2.811649 -1.811649 0.000980631 -0.001242 1.763548 -6.091959 -0.05717221 0.1191944 

Eve -3.813984 1.837026 -0.8370258 0.000823805 -0.000753 -6.565836 10.74806 -0.00468084 -0.001384678 

west E 

Mid 0.05825104 2.518333 -1.518333 -3.45E-06 3.575841e-08 -0.041137 0.04218849 4.62E-05 -0.000654543 

Day 0.0208341 2.204875 -1.204875 4.11E-07 9.33E-08 0.0446452 -0.0946328 0.000619114 -0.00026143 



 

 

1
1
4 

Eve 0.09095164 2.45115 -1.45115 2.51E-06 -6.23E-08 -0.0851633 -0.0868045 -0.000554363 -0.000154555 

1 

Mid 2.26306 2.884485 -1.884485 0.000136787 -0.000169 -2.683248 0.1078198 -0.01374878 0.01226369 

Day 0.1446205 2.397843 -1.397843 -1.49E-05 1.41E-06 1.704607 -1.567558 0.00651581 -0.009228162 

Eve -0.1000551 2.790938 -1.790938 3.78E-05 -4.58E-05 0.5105003 -0.1478818 -0.001619734 -0.000387895 

2 

Mid -0.1032029 2.326541 -1.326541 1.46E-05 -1.77E-05 -0.2131945 0.4633441 -8.17E-05 -0.001525903 

Day 0.01187746 1.990259 -0.990259 -1.55E-05 1.55E-05 1.070032 -1.088573 -0.000715426 0.000807885 

Eve 0.2959049 2.746641 -1.74664 -1.38E-06 3.14E-05 -0.2760008 -0.7212403 -0.001186386 -0.003463068 

3 

Mid 0.8607281 2.515759 -1.515759 5.71E-05 -6.84E-05 -3.070888 2.108967 -0.01325723 0.01206944 

Day 0.8373208 2.588487 -1.588487 7.39E-05 -9.93E-05 -3.861233 2.659508 -0.008855314 0.0344702 

Eve 7.67959 2.750096 -1.750096 0.000307518 -0.000352 -6.327212 -4.244712 0.001666311 0.008232842 

east 

E 

Mid -0.3102376 1.569671 -0.569671 1.53E-05 -8.89E-06 0.3897667 -0.0880999 4.54E-05 0.000721005 

Day 0.01659674 2.479313 -1.479313 4.32E-06 -6.56E-06 -0.0905072 0.11866 -0.001093806 0.000999986 

Eve 0.03252187 2.695197 -1.695197 -7.20E-06 7.32E-06 -0.0620397 0.01611063 1.84E-05 -0.000216557 

1 

Mid -1.554293 1.705933 -0.7059333 0.000120711 -7.49E-05 -2.501291 3.649352 -0.01501006 0.02090348 

Day -2.39561 3.175423 -2.175423 -4.95E-05 7.08E-05 0.8053574 1.877077 0.001706414 0.01503856 

Eve 1.370333 2.847279 -1.847279 1.66E-05 -3.81E-05 -1.205161 -0.2921437 -0.005660173 0.003573624 



 

 

1
1
5 

2 

Mid 0.158764 2.760377 -1.760377 3.52E-06 -1.15E-05 0.0299496 -0.0541242 -0.001671055 -0.000120663 

Day -0.08441471 2.33857 -1.33857 3.52E-05 -3.50E-05 1.34558 -1.216876 0.003341676 -0.003668952 

Eve 0.02102286 2.881483 -1.881483 1.19E-05 -1.85E-05 0.2876297 -0.2325833 -0.000836927 0.003686722 

3 

Mid -0.2641827 2.091981 -1.091981 5.07E-05 -5.04E-05 -3.026571 3.39007 -0.0282666 0.02938911 

Day -3.121932 2.922843 -1.922843 5.90E-05 -0.000107 0.9205362 3.974661 -0.005890083 0.04265546 

Eve 0.9578783 1.856811 -0.8568114 
-

0.000117532 
9.60E-05 -0.2312839 -0.8108195 0.004743397 -4.17E-05 

south 

E 

Mid -0.07807211 2.620824 -1.620824 2.32E-07 2.33E-06 0.03841 0.01218421 -1.11E-05 0.000413719 

Day 
-

0.009301924 
2.572328 -1.572328 -2.66E-06 3.68E-06 0.0503001 -0.0556023 6.73E-05 -0.000220356 

Eve -0.02990495 2.906043 -1.906043 -2.12E-06 4.84E-06 0.0383468 -0.046466 -0.000506692 0.000159748 

1 

Mid 0.5109175 2.48979 -1.48979 -3.17E-06 -5.14E-06 -0.5480895 -0.0291329 -0.005654139 0.005914306 

Day -2.397704 3.537432 -2.537432 -3.92E-05 0.000114 0.6382959 1.119269 0.00179368 0.002817747 

Eve 0.1087267 2.371075 -1.371075 -2.04E-05 2.68E-05 0.593551 -0.8603106 0.000646456 -0.002458498 

2 

Mid -1.019049 0.8870392 0.1129608 3.12E-05 1.07E-05 0.4801856 -0.043445 1.36E-05 0.007168049 

Day -0.6230177 2.65575 -1.65575 7.71E-06 -7.57E+00 0.252978 0.6707496 0.000132758 -0.000583642 

Eve 0.1248052 2.581449 -1.581449 -3.45E-06 1.06E-05 -0.201261 -0.1040038 -0.000924663 -0.000550981 

3 Mid 0.1210597 2.450595 -1.450595 2.79E-05 -3.03E-05 -0.8615817 0.7242629 -0.007028482 0.007754466 



 

 

1
1
6 

Day 0.882179 2.513845 -1.513845 4.24E-05 -5.94E-05 -3.758727 2.664518 -0.01656108 0.02343457 

Eve 0.3117349 2.343863 -1.343863 2.27E-05 -4.27E-05 0.4166705 -0.5559529 -0.002694624 0.007794482 

 

Table C-2 Mean travel time in minutes from one beat to other beats using Google Maps. 

Beat 210 220 230 240 250 260 270 280 310 320 330 340 350 360 370 380 410 420 430 440 450 460 470 480 510 520 530 540 550 560 570 580 

210 - 10 8 5 7 8 9 13 17 23 9 14 17 10 16 16 13 14 11 14 13 17 18 17 20 26 23 22 21 20 26 20 

220 10 - 12 11 15 16 14 16 25 30 15 23 30 21 26 30 21 25 22 21 25 26 26 24 33 38 36 29 35 26 30 27 

230 8 12 - 6 8 12 6 8 20 23 11 15 21 13 16 19 9 10 14 12 9 15 12 11 15 20 19 13 16 15 20 15 

240 5 11 6 - 7 10 8 9 19 22 10 14 19 11 15 16 11 12 12 11 12 15 16 15 20 22 23 18 19 18 24 19 

250 7 15 8 7 - 4 5 10 17 20 5 11 17 6 9 12 9 14 7 9 12 13 14 15 16 21 19 13 16 19 20 19 

260 8 16 12 10 4 - 7 10 18 17 8 11 16 6 7 9 7 12 5 7 10 10 13 13 13 19 16 11 14 17 17 18 

270 9 14 6 8 5 7 - 6 19 20 10 12 19 11 13 14 6 9 10 7 9 11 13 11 15 21 19 14 16 15 20 15 

280 13 16 8 9 10 10 6 - 18 18 12 16 16 14 14 15 6 7 13 9 6 13 10 8 13 19 17 10 13 12 18 12 

310 17 25 20 19 17 18 19 18 - 8 14 8 6 14 12 11 18 17 15 19 16 15 16 16 8 11 15 11 14 15 17 17 

320 23 30 23 22 20 17 20 18 8 - 18 12 7 16 13 10 18 16 15 18 15 14 15 16 7 7 11 11 13 15 14 16 

330 9 15 11 10 5 8 10 12 14 18 - 9 15 7 10 14 13 15 9 13 15 15 17 17 15 21 21 16 19 21 23 22 

340 14 23 15 14 11 11 12 16 8 12 9 - 9 8 8 12 16 18 10 14 16 14 16 16 12 15 18 14 17 19 21 21 

350 17 30 21 19 17 16 19 16 6 7 15 9 - 13 11 9 16 15 14 16 13 12 13 14 7 9 12 9 12 14 15 16 

360 10 21 13 11 6 6 11 14 14 16 7 8 13 - 4 8 11 13 4 7 10 9 11 12 10 16 15 10 13 16 16 19 

370 16 26 16 15 9 7 13 14 12 13 10 8 11 4 - 6 12 13 5 8 10 7 9 10 8 14 11 8 11 14 15 15 

380 16 30 19 16 12 9 14 15 11 10 14 12 9 8 6 - 14 13 6 11 12 8 10 12 5 12 9 7 10 11 13 13 

410 13 21 9 11 9 7 6 6 18 18 13 16 16 11 12 14 - 6 10 6 6 11 10 10 13 18 17 10 12 12 19 12 



 

 

1
1
7 

420 14 25 10 12 14 12 9 7 17 16 15 18 15 13 13 13 6 - 12 7 4 12 9 8 12 17 15 9 12 11 17 11 

430 11 22 14 12 7 5 10 13 15 15 9 10 14 4 5 6 10 12 - 7 10 8 10 10 10 16 13 9 13 14 15 17 

440 14 21 12 11 9 7 7 9 19 18 13 14 16 7 8 11 6 7 7 - 4 7 7 8 13 18 17 11 13 12 19 14 

450 13 25 9 12 12 10 9 6 16 15 15 16 13 10 10 12 6 4 10 4 - 9 7 6 11 17 15 9 12 11 16 11 

460 17 26 15 15 13 10 11 13 15 14 15 14 12 9 7 8 11 12 8 7 9 - 5 8 9 14 13 7 9 9 14 12 

470 18 26 12 16 14 13 13 10 16 15 17 16 13 11 9 10 10 9 10 7 7 5 - 3 10 16 14 8 9 6 15 11 

480 17 24 11 15 15 13 11 8 16 16 17 16 14 12 10 12 10 8 10 8 6 8 3 - 11 16 16 9 10 8 17 11 

510 20 33 15 20 16 13 15 13 8 7 15 12 7 10 8 5 13 12 10 13 11 9 10 11 - 7 7 6 9 10 11 13 

520 26 38 20 22 21 19 21 19 11 7 21 15 9 16 14 12 18 17 16 18 17 14 16 16 7 - 7 12 12 16 9 12 

530 23 36 19 23 19 16 19 17 15 11 21 18 12 15 11 9 17 15 13 17 15 13 14 16 7 7 - 9 7 10 6 9 

540 22 29 13 18 13 11 14 10 11 11 16 14 9 10 8 7 10 9 9 11 9 7 8 9 6 12 9 - 7 8 10 11 

550 21 35 16 19 16 14 16 13 14 13 19 17 12 13 11 10 12 12 13 13 12 9 9 10 9 12 7 7 - 5 7 6 

560 20 26 15 18 19 17 15 12 15 15 21 19 14 16 14 11 12 11 14 12 11 9 6 8 10 16 10 8 5 - 12 8 

570 26 30 20 24 20 17 20 18 17 14 23 21 15 16 15 13 19 17 15 19 16 14 15 17 11 9 6 10 7 12 - 7 

580 20 27 15 19 19 18 15 12 17 16 22 21 16 19 15 13 12 11 17 14 11 12 11 11 13 12 9 11 6 8 7 - 



 

118 

Appendix D



 

119 

 

 

 

 

 

 

 

 



 

120 

 

 

 

 

 

 

 

 

 



 

121 

 

 

 

 

 

 

 

 

 

 

 



 

122 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

123 

 

 

 

 

 

 

 

 

 

 

 

 



 

124 

 

 

 

 

 

 

 

 

 

 

 



 

125 

 

 

 

 

 

 

 

 

 

 

 

 



 

126 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

127 

 

 

 

 

 

 

 

 

Appendix E 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

128 

Table E-1 Predicted crime count per month of a simulated year from past prediction. 

District Priority Period Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

north 

E 

Mid 2 2 2 3 4 4 4 4 5 6 7 8 

Day 2 2 3 4 5 6 7 9 12 15 19 23 

Eve 2 1 0 0 0 0 0 0 0 0 0 1 

1 

Mid 97 113 138 183 265 403 618 956 1488 2339 3693 5842 

Day 101 105 109 114 121 132 150 179 226 307 445 683 

Eve 185 227 291 390 541 766 1096 1578 2282 3313 4819 7017 

2 

Mid 9 1 0 1 1 0 0 1 6 12 20 30 

Day 60 71 77 86 100 112 127 136 140 146 150 163 

Eve 50 58 70 93 134 197 293 433 637 938 1379 2028 

3 

Mid 58 39 6 0 0 9 25 49 76 116 173 261 

Day 59 0 0 10 94 320 752 1541 2935 5499 10166 18682 

Eve 225 213 171 101 55 57 54 46 0 0 0 0 

west 

E 

Mid 0 0 0 0 0 0 0 0 0 0 0 0 

Day 3 4 5 6 7 8 9 10 11 12 13 14 

Eve 3 2 0 0 0 0 0 0 0 0 0 0 

1 

Mid 69 88 117 165 263 464 841 1551 2875 5374 10083 18960 

Day 102 113 128 153 190 239 309 404 539 731 1002 1387 

Eve 159 203 278 411 652 1087 1866 3259 5748 10206 18189 32489 

2 

Mid 27 32 37 42 49 60 74 92 113 140 175 221 

Day 51 53 55 60 65 67 70 72 76 81 87 95 

Eve 57 63 67 66 53 20 0 0 0 0 0 0 

3 

Mid 73 70 65 52 35 20 0 0 0 0 1 0 

Day 183 181 187 201 238 321 461 698 1078 1694 2685 4267 

Eve 271 345 455 631 946 1521 2521 4264 7283 12572 21821 38006 

east 

E 

Mid 2 2 0 0 1 3 5 6 4 2 0 0 

Day 0 0 0 0 1 4 9 17 28 45 71 110 

Eve 6 7 9 13 19 28 43 69 114 190 319 537 

1 

Mid 99 89 73 44 22 21 18 18 0 0 0 0 

Day 69 29 0 0 4 16 50 133 325 745 1664 3666 

Eve 148 149 149 148 147 147 144 137 122 97 52 0 

2 

Mid 20 27 39 60 98 166 285 494 861 1508 2648 4656 

Day 36 41 43 46 54 66 83 103 125 155 194 251 

Eve 33 29 23 15 5 0 0 2 7 20 48 106 

3 
Mid 39 14 0 0 2 17 32 54 71 87 103 114 

Day 91 39 0 0 43 170 441 989 2057 4140 8177 15981 
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Eve 215 226 250 285 314 331 349 371 412 457 509 559 

south 

E 

Mid 3 5 8 13 21 34 55 89 144 232 374 603 

Day 3 5 8 13 20 30 46 71 111 174 273 428 

Eve 2 0 0 0 0 0 0 0 0 0 0 0 

1 

Mid 63 62 62 63 65 69 74 82 96 119 156 212 

Day 108 113 122 128 115 59 0 0 0 0 0 0 

Eve 155 156 155 153 143 118 80 22 0 0 0 0 

2 

Mid 21 22 17 10 6 6 9 9 1 0 0 0 

Day 0 0 0 0 0 0 0 0 0 0 0 0 

Eve 62 64 65 63 54 35 2 0 0 0 0 0 

3 

Mid 66 65 62 54 45 41 35 29 15 0 0 0 

Day 258 272 296 323 368 458 591 803 1118 1597 2327 3425 

Eve 160 153 148 152 174 217 283 377 507 696 962 1338 

 

Table E-2 Predicted crime count per month of a simulated year from past average 

realized crime counts. 

District Priority Period Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

north 

E 

Mid 2 2 2 3 4 4 4 4 5 6 7 8 

Day 2 2 3 4 5 6 7 9 12 15 19 23 

Eve 2 1 0 0 0 0 0 0 0 0 0 1 

1 

Mid 97 113 138 185 269 411 627 964 1477 2269 3460 5201 

Day 101 105 109 114 121 132 152 180 227 303 441 673 

Eve 185 222 284 383 524 734 1031 1462 2075 2910 4026 5490 

2 

Mid 9 1 0 1 1 0 0 1 6 12 20 30 

Day 60 71 77 86 100 112 127 134 137 142 145 157 

Eve 50 58 70 93 134 197 290 425 618 899 1298 1867 

3 

Mid 58 39 6 0 0 9 25 49 76 114 170 256 

Day 59 0 0 10 94 317 743 1512 2829 5121 8920 14722 

Eve 225 213 173 102 56 58 55 47 0 0 0 0 

west 

E 

Mid 0 0 0 0 0 0 0 0 0 0 0 0 

Day 3 4 5 6 7 8 9 10 11 12 13 14 

Eve 3 2 0 0 0 0 0 0 0 0 0 0 

1 

Mid 69 88 117 165 266 471 850 1559 2843 5173 9271 15982 

Day 102 113 130 159 196 248 324 424 565 757 1021 1398 

Eve 159 203 278 411 652 1084 1837 3139 5366 9038 14740 22712 

2 Mid 27 32 37 42 49 60 74 92 113 140 175 224 
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Day 51 53 55 60 65 67 70 72 76 81 87 95 

Eve 57 63 67 66 53 20 0 0 0 0 0 0 

3 

Mid 73 73 71 63 53 49 42 35 19 0 0 0 

Day 183 181 187 195 223 296 421 625 947 1477 2295 3550 

Eve 271 345 455 631 941 1508 2460 4062 6635 10686 16609 24286 

east 

E 

Mid 2 2 0 0 1 3 5 6 4 2 0 0 

Day 0 0 0 0 1 4 9 17 28 45 71 108 

Eve 6 7 9 13 19 28 43 69 111 181 299 503 

1 

Mid 99 89 73 44 22 21 18 18 0 0 0 0 

Day 69 29 0 0 4 16 50 133 325 745 1655 3568 

Eve 148 149 149 148 147 150 151 152 152 151 153 154 

2 

Mid 20 27 39 58 94 155 264 447 765 1328 2275 3838 

Day 36 41 43 46 56 70 90 114 141 178 228 298 

Eve 33 29 23 15 5 0 0 2 7 20 48 109 

3 

Mid 39 14 0 0 2 17 32 54 71 87 101 111 

Day 91 39 0 0 43 170 438 974 2001 3924 7343 12854 

Eve 215 222 248 284 311 329 347 363 394 430 476 521 

south 

E 

Mid 3 5 8 13 21 34 55 89 141 226 363 579 

Day 3 5 8 13 20 30 46 71 111 174 270 419 

Eve 2 0 0 0 0 0 0 0 0 0 0 0 

1 

Mid 63 62 62 63 67 70 73 80 95 118 155 211 

Day 108 113 122 128 112 50 0 0 0 0 0 0 

Eve 155 156 157 156 147 123 84 24 0 0 0 0 

2 

Mid 21 22 17 10 6 6 9 9 1 0 0 0 

Day 0 0 0 0 0 0 0 0 0 0 0 0 

Eve 62 64 65 63 54 35 2 0 0 0 0 0 

3 

Mid 66 65 62 54 45 41 35 29 15 0 0 0 

Day 258 267 286 301 326 389 476 609 800 1077 1487 2044 

Eve 160 153 148 150 170 213 276 365 482 655 889 1205 
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Table E-3 Average fraction busy time of officers per beat per month for a simulated year. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 0.12 0.11 0.08 0.08 0.09 0.17 0.27 0.38 0.51 0.62 0.72 0.81 

220 0.13 0.11 0.09 0.09 0.12 0.20 0.32 0.45 0.58 0.67 0.79 0.86 

230 0.13 0.11 0.09 0.09 0.10 0.20 0.29 0.42 0.55 0.64 0.74 0.83 

240 0.12 0.10 0.07 0.08 0.10 0.18 0.29 0.42 0.55 0.65 0.76 0.84 

250 0.11 0.08 0.06 0.06 0.09 0.14 0.23 0.36 0.48 0.58 0.70 0.79 

260 0.21 0.18 0.16 0.14 0.18 0.30 0.43 0.57 0.68 0.77 0.86 0.91 

270 0.16 0.18 0.17 0.19 0.25 0.44 0.61 0.73 0.82 0.89 0.94 0.96 

280 0.18 0.18 0.14 0.13 0.16 0.28 0.38 0.54 0.66 0.75 0.84 0.9 

310 0.20 0.24 0.25 0.29 0.34 0.41 0.50 0.60 0.70 0.82 0.91 0.95 

320 0.28 0.40 0.46 0.55 0.60 0.71 0.78 0.85 0.92 0.96 0.98 0.99 

330 0.20 0.24 0.25 0.31 0.35 0.43 0.52 0.60 0.72 0.83 0.91 0.96 

340 0.13 0.15 0.15 0.19 0.24 0.34 0.42 0.53 0.63 0.75 0.87 0.93 

350 0.20 0.21 0.21 0.27 0.31 0.43 0.52 0.63 0.75 0.85 0.92 0.96 

360 0.27 0.32 0.33 0.36 0.42 0.51 0.58 0.68 0.79 0.88 0.94 0.97 

370 0.11 0.14 0.16 0.18 0.23 0.32 0.40 0.49 0.59 0.71 0.84 0.92 

380 0.26 0.30 0.32 0.37 0.41 0.51 0.59 0.68 0.79 0.88 0.94 0.97 

410 0.18 0.16 0.13 0.13 0.16 0.21 0.31 0.45 0.55 0.66 0.77 0.82 

420 0.14 0.12 0.08 0.09 0.12 0.17 0.25 0.36 0.51 0.61 0.73 0.81 

430 0.14 0.13 0.10 0.12 0.13 0.17 0.24 0.38 0.50 0.60 0.71 0.77 

440 0.13 0.10 0.09 0.09 0.11 0.15 0.23 0.37 0.50 0.61 0.72 0.8 

450 0.20 0.24 0.20 0.26 0.36 0.55 0.72 0.83 0.89 0.92 0.95 0.96 

460 0.14 0.11 0.08 0.10 0.09 0.12 0.18 0.27 0.40 0.51 0.62 0.7 

470 0.06 0.05 0.03 0.04 0.04 0.06 0.09 0.15 0.25 0.37 0.48 0.57 

480 0.14 0.11 0.10 0.10 0.10 0.14 0.21 0.31 0.46 0.55 0.66 0.74 

510 0.15 0.16 0.14 0.13 0.13 0.15 0.16 0.21 0.25 0.32 0.42 0.54 

520 0.13 0.13 0.11 0.11 0.11 0.11 0.12 0.14 0.17 0.22 0.31 0.38 

530 0.15 0.17 0.13 0.14 0.13 0.15 0.15 0.18 0.24 0.29 0.39 0.49 

540 0.35 0.41 0.43 0.47 0.48 0.55 0.60 0.66 0.71 0.73 0.78 0.83 

550 0.15 0.17 0.15 0.14 0.14 0.15 0.18 0.20 0.25 0.31 0.41 0.5 

560 0.18 0.19 0.18 0.15 0.16 0.17 0.17 0.21 0.27 0.34 0.43 0.54 

570 0.07 0.06 0.05 0.06 0.05 0.05 0.05 0.06 0.07 0.10 0.16 0.26 

580 0.20 0.21 0.18 0.18 0.18 0.20 0.20 0.23 0.29 0.35 0.46 0.54 
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Table E-4 Average waiting time (in minutes) of a call in queue per beat per month for 

priority 1 for a simulated year. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 0.55 0.43 0.30 0.21 0.20 0.76 2.02 3.68 5.87 7.12 8.21 8.69 

220 0.34 0.22 0.12 0.10 0.18 0.92 2.23 3.91 5.59 6.48 7.21 7.51 

230 0.58 0.48 0.36 0.22 0.23 1.06 2.18 4.27 6.29 7.33 8.23 8.68 

240 0.04 0.04 0.01 0.01 0.02 0.19 0.85 2.11 3.24 4.01 4.45 4.75 

250 0.20 0.09 0.04 0.03 0.11 0.57 1.53 3.01 4.46 5.58 6.32 6.80 

260 1.32 1.09 0.82 0.48 0.63 1.84 3.97 5.96 7.46 8.25 8.84 8.88 

270 0.06 0.12 0.09 0.09 0.15 0.81 2.16 3.00 3.46 3.75 3.80 3.73 

280 1.10 1.13 0.69 0.41 0.48 1.82 3.27 5.73 7.22 8.03 8.75 8.89 

310 1.37 1.84 1.85 2.63 3.21 4.40 5.29 6.28 6.90 7.72 8.18 8.22 

320 1.51 2.93 3.51 4.55 5.22 6.15 6.63 6.70 6.78 6.75 6.61 6.48 

330 1.26 1.86 1.94 2.85 3.38 4.61 5.61 6.26 7.06 7.89 8.27 8.26 

340 0.08 0.11 0.12 0.24 0.47 1.05 1.69 2.28 2.79 3.26 3.97 4.37 

350 0.84 0.85 0.76 1.18 1.43 2.57 3.38 4.32 5.27 5.95 6.39 6.54 

360 2.08 2.70 2.93 3.54 4.46 5.66 6.12 6.93 7.63 7.99 8.14 8.12 

370 0.01 0.05 0.08 0.14 0.37 0.87 1.32 1.70 2.00 2.36 2.88 3.30 

380 2.08 2.51 2.77 3.69 4.28 5.42 6.30 7.02 7.54 7.93 8.18 8.06 

410 1.06 1.03 0.82 0.93 1.09 1.39 2.75 5.30 5.96 6.58 7.00 6.38 

420 0.42 0.31 0.17 0.21 0.28 0.67 1.39 3.11 4.26 5.06 5.11 4.78 

430 0.68 0.76 0.63 0.78 0.79 1.14 1.85 3.98 5.50 6.29 6.45 6.07 

440 0.07 0.04 0.04 0.05 0.05 0.13 0.44 1.47 2.49 3.09 3.20 2.92 

450 0.74 0.80 0.59 0.97 1.97 4.56 7.34 9.10 5.97 5.57 4.97 4.25 

460 0.76 0.60 0.38 0.56 0.43 0.61 1.21 2.47 4.13 5.48 6.02 5.90 

470 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.08 0.48 1.36 2.12 2.21 

480 0.68 0.47 0.58 0.59 0.58 0.89 1.47 3.16 4.74 5.90 6.22 5.99 

510 0.90 0.89 0.72 0.62 0.72 0.84 0.29 0.55 0.07 0.07 0.17 0.30 

520 0.49 0.49 0.43 0.45 0.46 0.49 0.08 0.08 0.02 0.04 0.08 0.16 

530 0.90 1.00 0.59 0.82 0.72 0.90 0.31 0.54 0.04 0.04 0.09 0.20 

540 0.97 1.37 1.57 1.84 2.20 3.12 1.38 2.09 0.29 0.26 0.33 0.42 

550 0.73 0.82 0.79 0.65 0.63 0.86 0.11 0.10 0.06 0.10 0.19 0.30 

560 1.09 1.17 1.12 0.79 0.98 1.28 0.43 0.52 0.06 0.07 0.15 0.28 

570 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

580 1.35 1.50 1.15 1.13 1.30 1.70 0.60 0.87 0.07 0.09 0.17 0.27 
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Table E-5 Average waiting time (in minutes) of a call in queue per beat per month for 

priority 2 for a simulated year. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 0.42 0.44 0.26 0.19 0.20 0.78 2.03 3.69 5.73 7.06 25.00 8.79 

220 0.33 0.16 0.11 0.09 0.19 0.91 2.18 3.81 5.34 6.50 21.72 7.65 

230 0.58 0.42 0.36 0.22 0.22 1.05 2.18 4.19 6.03 7.17 25.10 8.92 

240 0.05 0.03 0.02 0.01 0.02 0.19 0.84 2.07 3.19 4.05 13.75 4.90 

250 0.14 0.05 0.02 0.02 0.10 0.57 1.50 2.94 4.29 5.26 19.32 6.95 

260 1.31 0.95 0.78 0.48 0.63 1.82 3.91 5.82 6.98 8.34 27.06 9.00 

270 0.06 0.12 0.09 0.10 0.16 0.83 2.16 3.07 3.58 3.85 11.74 3.84 

280 1.15 1.08 0.69 0.42 0.46 1.77 3.18 5.66 6.88 8.21 26.79 9.06 

310 1.37 1.92 1.84 2.64 3.25 4.42 1.45 2.29 3.27 4.47 16.58 5.90 

320 1.54 3.01 3.60 4.63 5.26 6.32 4.01 4.45 4.84 5.19 15.71 5.18 

330 1.25 1.84 1.90 2.85 3.43 4.64 1.69 2.28 3.42 4.66 16.87 5.96 

340 0.09 0.10 0.10 0.25 0.49 0.97 0.30 0.57 1.07 1.76 8.01 3.22 

350 0.79 0.83 0.76 1.14 1.46 2.46 1.62 2.41 3.35 4.34 14.93 5.33 

360 2.20 2.72 2.96 3.56 4.44 5.66 2.12 3.14 4.29 5.08 17.20 5.97 

370 0.02 0.05 0.08 0.14 0.38 0.90 0.09 0.19 0.44 0.93 5.07 2.24 

380 2.16 2.58 2.85 3.70 4.27 5.55 2.32 3.25 4.19 5.09 17.12 5.96 

410 1.04 1.04 0.68 1.01 0.14 0.56 1.74 3.74 5.89 8.49 29.97 9.84 

420 0.38 0.33 0.12 0.19 0.14 0.39 1.22 2.79 4.59 6.56 22.99 8.05 

430 0.65 0.79 0.65 0.73 0.09 0.36 1.25 3.19 5.13 7.66 26.97 9.31 

440 0.06 0.04 0.05 0.07 0.01 0.06 0.31 1.39 2.64 3.86 14.07 4.94 

450 0.81 0.88 0.64 1.06 1.98 3.50 6.12 9.08 9.75 9.52 27.04 8.36 

460 0.76 0.60 0.49 0.61 0.07 0.18 0.76 2.10 4.05 6.44 23.14 8.53 

470 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.08 0.47 1.38 6.74 2.58 

480 0.71 0.51 0.53 0.54 0.06 0.30 0.90 2.39 4.53 6.98 25.09 8.86 

510 0.39 0.37 0.25 0.18 0.21 0.31 0.00 0.00 0.00 0.00 0.00 0.00 

520 0.12 0.12 0.04 0.03 0.03 0.02 0.00 0.00 0.00 0.00 0.00 0.00 

530 0.38 0.43 0.24 0.23 0.26 0.39 0.00 0.00 0.00 0.00 0.00 0.00 

540 0.36 0.44 0.49 0.59 0.65 1.04 1.42 0.29 0.32 0.00 0.00 0.00 

550 0.17 0.12 0.14 0.02 0.03 0.02 0.00 0.00 0.00 0.00 0.00 0.00 

560 0.54 0.48 0.51 0.23 0.34 0.37 0.00 0.00 0.00 0.00 0.00 0.00 

570 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

580 0.58 0.60 0.48 0.38 0.40 0.63 0.00 0.00 0.00 0.00 0.00 0.00 
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Table E-6 Average waiting time (in minutes) of a call in queue per beat per month for 

priority 3 for a simulated year. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 0.55 0.45 0.25 0.18 0.21 0.77 2.01 3.81 5.03 6.03 6.67 7.05 

220 0.34 0.20 0.09 0.10 0.18 0.92 2.28 4.05 5.10 5.76 6.26 6.45 

230 0.58 0.48 0.35 0.20 0.24 1.07 2.27 4.38 5.18 6.13 6.69 7.01 

240 0.05 0.04 0.01 0.01 0.02 0.21 0.87 2.14 3.01 3.62 3.94 4.13 

250 0.19 0.09 0.02 0.02 0.11 0.58 1.51 3.06 4.37 5.32 5.94 6.28 

260 1.36 1.04 0.74 0.45 0.64 1.93 4.01 6.13 6.08 6.67 7.13 7.08 

270 0.07 0.13 0.09 0.10 0.16 0.86 2.22 3.11 2.85 3.06 3.08 2.99 

280 1.10 1.12 0.65 0.42 0.48 1.82 3.39 5.97 5.95 6.54 7.03 7.11 

310 1.39 1.84 1.88 2.66 3.29 4.41 5.37 6.35 6.98 6.77 6.95 6.90 

320 1.58 3.03 3.55 4.66 5.27 6.31 6.74 6.83 6.92 5.43 5.26 5.12 

330 1.24 1.87 1.95 2.88 3.49 4.63 5.68 6.34 7.16 6.91 7.08 6.96 

340 0.08 0.10 0.11 0.25 0.49 1.07 1.75 2.32 2.84 2.92 3.40 3.65 

350 0.86 0.85 0.76 1.20 1.44 2.63 3.44 4.47 5.39 4.91 5.17 5.22 

360 2.19 2.74 2.98 3.63 4.46 5.68 6.20 7.06 7.76 6.91 6.88 6.78 

370 0.01 0.05 0.09 0.14 0.37 0.90 1.36 1.74 2.07 2.22 2.61 2.85 

380 2.14 2.52 2.80 3.75 4.32 5.49 6.39 7.13 7.68 6.85 6.91 6.73 

410 1.07 1.01 0.75 0.87 1.06 1.46 2.74 5.23 7.15 8.60 10.02 9.92 

420 0.44 0.30 0.15 0.17 0.26 0.64 1.47 3.08 5.16 6.69 7.81 8.12 

430 0.70 0.79 0.63 0.74 0.79 1.05 1.93 4.11 6.34 7.83 9.16 9.43 

440 0.06 0.04 0.04 0.05 0.05 0.11 0.41 1.52 2.87 3.90 4.80 5.01 

450 0.78 0.87 0.37 0.64 2.02 4.61 7.38 9.16 9.85 9.60 9.10 8.43 

460 0.76 0.59 0.38 0.53 0.43 0.67 1.21 2.66 4.59 6.49 7.96 8.58 

470 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.08 0.49 1.39 2.25 2.58 

480 0.73 0.49 0.55 0.54 0.49 0.74 1.48 3.22 5.55 7.08 8.30 9.00 

510 0.87 0.89 0.77 0.62 0.67 0.89 0.94 1.64 1.91 2.86 4.25 6.19 

520 0.52 0.49 0.46 0.44 0.52 0.50 0.57 0.78 1.15 1.66 2.78 3.63 

530 0.88 0.97 0.63 0.86 0.75 1.00 1.01 1.51 2.61 3.21 5.13 6.75 

540 0.99 1.40 1.61 1.90 2.23 3.15 4.23 5.32 6.42 6.73 7.25 7.48 

550 0.73 0.81 0.80 0.65 0.56 0.86 1.21 1.43 2.04 2.49 3.54 4.53 

560 1.06 1.11 1.14 0.83 0.99 1.26 1.37 1.97 2.88 4.10 5.67 7.70 

570 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.13 0.40 

580 1.38 1.47 1.13 1.15 1.29 1.71 1.69 2.34 3.37 4.55 6.79 8.22 
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Table E-7 Average total overtime (in minutes) per beat per month for a simulated year. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 1354.82 917.08 724.67 620.58 752.22 1250.20 1998.58 2618.12 3066.38 3510.15 3691.01 4041.307 

220 1797.40 1308.29 1005.73 875.07 1030.86 1736.37 2520.26 3271.60 3663.71 4024.87 4198.98 4452.393 

230 1339.63 950.52 802.86 606.83 807.36 1471.02 2083.45 2824.18 3200.64 3599.60 3753.83 4041.173 

240 2463.44 1786.54 1316.26 1128.33 1373.72 2324.37 3529.64 4670.31 5273.45 5973.54 6176.17 6607.993 

250 1773.90 1275.69 949.87 737.55 1055.87 1414.80 2235.34 2997.81 3512.08 4067.43 4356.31 4792.707 

260 2009.91 1473.21 1192.09 940.11 1203.71 1924.34 2755.67 3345.88 3570.89 3844.50 3936.02 3996.573 

270 3564.36 3180.94 3025.19 2737.82 3520.37 5584.75 7244.51 7876.87 7756.16 8220.56 7873.64 7889.547 

280 1764.06 1456.04 1099.22 823.06 1067.53 1844.68 2464.87 3213.41 3496.89 3869.74 3902.00 3999.993 

310 2138.69 2256.21 2320.90 2499.32 2851.25 3074.50 3488.99 3838.24 3839.52 4159.00 3992.03 3988.42 

320 3259.30 4019.23 4679.38 4959.87 5238.86 5338.23 5635.41 5301.40 4764.45 4620.47 4143.71 4131.16 

330 2091.66 2267.26 2369.14 2661.40 2882.85 3193.70 3659.74 3826.32 3928.11 4173.65 4029.24 3995.96 

340 2875.12 2963.40 3204.14 3629.96 4238.45 5087.35 5918.79 6556.35 6729.88 7113.21 6976.66 7008.45 

350 2997.05 2998.50 3180.57 3845.00 4338.05 5129.86 5806.67 6047.03 6088.79 6093.13 5723.62 5553.99 

360 2651.10 2764.03 2938.07 2982.02 3310.26 3563.28 3810.48 4106.20 4108.87 4146.39 3903.42 3872.61 

370 2935.38 3296.68 3805.59 3884.55 4593.12 5534.01 6435.53 7184.33 7610.40 8240.72 8256.08 8494.41 

380 2670.67 2608.35 2919.17 3051.72 3257.49 3553.63 3894.27 4046.25 4034.80 4164.83 3865.20 3897.597 

410 1852.56 1422.06 1259.45 1272.04 1641.25 2067.41 2960.56 3856.98 4131.05 4647.89 4900.19 5005.343 

420 1978.78 1574.66 1219.23 1347.81 1757.48 2194.11 2870.37 3583.26 4220.30 4744.37 4885.89 5145.887 

430 1499.05 1258.57 1056.13 1161.88 1444.42 1840.31 2500.07 3369.29 3940.44 4430.57 4678.67 4750.723 

440 2692.52 1933.77 1994.56 2009.76 2413.41 2946.86 4336.68 5654.73 6449.83 7395.08 7608.67 8074.647 

450 2904.56 3293.37 3096.91 3641.81 4780.78 5949.59 7043.51 7728.71 7615.71 7804.75 7322.47 7173.053 

460 1458.64 1059.00 821.77 1016.10 1080.03 1387.45 2001.87 2735.74 3300.57 3948.07 4185.43 4507.897 

470 1551.14 1290.94 933.78 1029.32 1253.85 1596.76 2525.75 3732.98 5028.69 6533.80 7375.53 8099.96 

480 1511.02 1022.57 981.40 1008.34 1145.53 1578.46 2283.68 2951.73 3631.49 4196.05 4353.96 4622.437 

510 1697.84 1675.30 1541.34 1402.29 1507.74 1546.42 1641.42 2107.54 2152.54 2630.87 3027.69 3826.913 

520 1850.99 1700.45 1536.12 1447.09 1581.25 1564.06 1718.06 1996.71 2204.85 2818.36 3468.47 4005.47 

530 1806.10 1719.03 1511.91 1557.21 1546.03 1666.26 1827.73 2100.06 2460.34 2823.01 3332.88 3853.327 

540 5748.55 5808.18 6397.52 6467.37 6902.91 7602.06 8504.92 9124.77 9304.31 9438.81 9376.04 9796.66 

550 2307.76 2206.90 2221.47 2018.04 2212.47 2220.85 2709.98 2866.29 3322.25 4022.09 4630.39 5493.303 

560 1947.67 1829.17 1906.82 1613.34 1772.96 1909.25 1972.40 2354.87 2607.58 3124.60 3568.30 4209.037 

570 1881.48 1682.77 1577.61 1681.13 1346.75 1609.84 1643.03 1923.68 2156.17 2790.65 3574.84 4706.01 

580 2107.64 2100.41 1919.38 1861.07 1985.02 2176.70 2173.14 2542.11 2859.49 3373.88 3860.54 4397.263 
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Table F-1 Average fraction busy time of officers per beat per month for 8-hr shift. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 0.12 0.10 0.07 0.08 0.09 0.17 0.25 0.37 0.51 0.60 0.71 0.80 

220 0.13 0.12 0.08 0.08 0.11 0.18 0.30 0.44 0.54 0.67 0.77 0.85 

230 0.13 0.11 0.09 0.09 0.10 0.17 0.28 0.42 0.53 0.64 0.74 0.82 

240 0.12 0.10 0.08 0.07 0.10 0.17 0.27 0.40 0.53 0.64 0.75 0.83 

250 0.10 0.09 0.07 0.07 0.08 0.14 0.23 0.36 0.47 0.58 0.70 0.79 

260 0.21 0.18 0.14 0.14 0.17 0.28 0.42 0.55 0.67 0.75 0.85 0.90 

270 0.17 0.19 0.19 0.21 0.28 0.46 0.62 0.73 0.83 0.89 0.94 0.96 

280 0.18 0.17 0.14 0.13 0.16 0.29 0.40 0.52 0.65 0.74 0.84 0.90 

310 0.20 0.22 0.25 0.29 0.33 0.40 0.47 0.57 0.67 0.78 0.88 0.94 

320 0.29 0.39 0.44 0.53 0.59 0.67 0.74 0.83 0.91 0.95 0.97 0.98 

330 0.20 0.24 0.25 0.28 0.34 0.40 0.48 0.57 0.69 0.80 0.90 0.95 

340 0.13 0.15 0.15 0.19 0.24 0.32 0.40 0.50 0.61 0.73 0.84 0.92 

350 0.20 0.20 0.22 0.27 0.30 0.41 0.50 0.59 0.71 0.82 0.90 0.95 

360 0.27 0.30 0.31 0.36 0.40 0.47 0.55 0.63 0.76 0.85 0.92 0.96 

370 0.12 0.14 0.16 0.18 0.23 0.31 0.38 0.48 0.58 0.70 0.83 0.90 

380 0.26 0.30 0.33 0.36 0.40 0.47 0.54 0.64 0.75 0.85 0.92 0.96 

410 0.17 0.15 0.13 0.14 0.15 0.22 0.32 0.44 0.58 0.69 0.80 0.87 

420 0.14 0.11 0.10 0.09 0.10 0.16 0.24 0.37 0.51 0.63 0.77 0.85 

430 0.14 0.13 0.11 0.12 0.12 0.16 0.24 0.34 0.48 0.59 0.71 0.79 

440 0.12 0.10 0.09 0.09 0.12 0.16 0.23 0.37 0.51 0.63 0.75 0.84 

450 0.20 0.22 0.21 0.25 0.37 0.56 0.72 0.84 0.91 0.93 0.96 0.97 

460 0.13 0.10 0.08 0.08 0.09 0.14 0.18 0.28 0.40 0.52 0.64 0.74 

470 0.06 0.05 0.04 0.04 0.04 0.06 0.08 0.14 0.25 0.36 0.49 0.59 

480 0.15 0.11 0.09 0.11 0.11 0.17 0.24 0.35 0.48 0.58 0.70 0.79 

510 0.16 0.15 0.14 0.14 0.11 0.14 0.15 0.18 0.25 0.30 0.41 0.51 

520 0.13 0.13 0.11 0.11 0.09 0.10 0.11 0.12 0.15 0.19 0.27 0.35 

530 0.16 0.16 0.15 0.13 0.13 0.13 0.13 0.15 0.19 0.25 0.34 0.42 

540 0.35 0.41 0.42 0.46 0.47 0.52 0.59 0.65 0.70 0.73 0.78 0.83 

550 0.16 0.17 0.15 0.14 0.12 0.15 0.16 0.18 0.23 0.31 0.41 0.51 

560 0.17 0.19 0.17 0.17 0.15 0.15 0.17 0.22 0.26 0.32 0.42 0.52 

570 0.07 0.07 0.06 0.06 0.04 0.04 0.05 0.06 0.07 0.10 0.15 0.22 

580 0.20 0.21 0.18 0.19 0.17 0.18 0.20 0.23 0.29 0.34 0.46 0.52 
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Table F-2 Average fraction busy time of officers per beat per month for 10-hr shift. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 0.12 0.10 0.07 0.08 0.09 0.18 0.26 0.38 0.49 0.59 0.71 0.79 

220 0.17 0.15 0.10 0.10 0.13 0.22 0.33 0.48 0.61 0.71 0.80 0.88 

230 0.13 0.10 0.09 0.09 0.11 0.19 0.28 0.41 0.53 0.62 0.73 0.81 

240 0.12 0.10 0.08 0.07 0.11 0.17 0.28 0.41 0.53 0.65 0.76 0.84 

250 0.12 0.10 0.08 0.07 0.11 0.18 0.26 0.37 0.50 0.59 0.71 0.80 

260 0.22 0.18 0.15 0.14 0.17 0.30 0.42 0.54 0.64 0.73 0.83 0.89 

270 0.17 0.18 0.18 0.20 0.28 0.47 0.62 0.75 0.84 0.90 0.95 0.97 

280 0.18 0.17 0.13 0.12 0.17 0.28 0.40 0.54 0.64 0.74 0.84 0.89 

310 0.21 0.23 0.24 0.27 0.32 0.42 0.51 0.61 0.73 0.83 0.91 0.95 

320 0.34 0.43 0.50 0.58 0.64 0.73 0.79 0.86 0.93 0.96 0.98 0.99 

330 0.21 0.24 0.25 0.31 0.34 0.43 0.53 0.63 0.75 0.84 0.92 0.96 

340 0.14 0.16 0.17 0.21 0.25 0.34 0.43 0.52 0.64 0.75 0.86 0.92 

350 0.23 0.25 0.25 0.30 0.34 0.42 0.51 0.60 0.72 0.82 0.91 0.95 

360 0.28 0.31 0.30 0.37 0.42 0.49 0.56 0.67 0.76 0.86 0.93 0.96 

370 0.13 0.14 0.16 0.19 0.22 0.31 0.40 0.51 0.62 0.74 0.86 0.92 

380 0.27 0.32 0.31 0.35 0.43 0.51 0.58 0.70 0.81 0.88 0.94 0.97 

410 0.17 0.13 0.10 0.12 0.15 0.22 0.34 0.47 0.59 0.67 0.77 0.84 

420 0.17 0.13 0.11 0.12 0.13 0.21 0.28 0.42 0.58 0.68 0.78 0.86 

430 0.14 0.10 0.08 0.09 0.11 0.18 0.25 0.37 0.49 0.59 0.70 0.76 

440 0.13 0.10 0.09 0.09 0.10 0.16 0.25 0.37 0.52 0.63 0.75 0.83 

450 0.23 0.25 0.24 0.29 0.39 0.59 0.75 0.85 0.91 0.94 0.96 0.97 

460 0.13 0.10 0.07 0.08 0.09 0.13 0.18 0.30 0.41 0.51 0.62 0.70 

470 0.06 0.05 0.03 0.04 0.04 0.06 0.10 0.15 0.25 0.37 0.49 0.59 

480 0.15 0.10 0.09 0.09 0.11 0.16 0.24 0.36 0.48 0.60 0.68 0.75 

510 0.17 0.17 0.17 0.15 0.15 0.15 0.17 0.20 0.26 0.32 0.41 0.53 

520 0.15 0.16 0.14 0.12 0.12 0.12 0.13 0.16 0.17 0.22 0.31 0.38 

530 0.17 0.18 0.15 0.15 0.14 0.15 0.15 0.16 0.21 0.27 0.35 0.44 

540 0.36 0.41 0.44 0.47 0.47 0.53 0.60 0.66 0.71 0.74 0.80 0.85 

550 0.18 0.19 0.17 0.17 0.15 0.16 0.19 0.22 0.27 0.36 0.45 0.57 

560 0.19 0.20 0.19 0.18 0.16 0.18 0.19 0.22 0.29 0.35 0.43 0.53 

570 0.08 0.07 0.06 0.06 0.05 0.06 0.06 0.07 0.09 0.12 0.17 0.25 

580 0.21 0.24 0.20 0.19 0.17 0.19 0.21 0.24 0.30 0.35 0.44 0.52 
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Table F-3 Average total free time gain (day) of officer in 10_hr shift for a simulated year. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 -0.05 0.08 0.04 0.16 -0.05 -0.31 -0.24 -0.48 0.32 0.41 0.21 0.23 

220 -1.08 -0.84 -0.53 -0.57 -0.62 -1.21 -1.14 -1.39 -1.82 -1.12 -0.99 -0.89 

230 -0.07 0.16 0.05 -0.05 -0.15 -0.53 -0.22 0.30 0.12 0.57 0.37 0.28 

240 -0.27 -0.05 0.13 -0.05 -0.28 -0.25 -0.28 -0.25 -0.03 -0.27 -0.27 -0.05 

250 -0.57 -0.45 -0.43 -0.17 -0.69 -1.00 -0.81 -0.38 -0.74 -0.33 -0.12 -0.30 

260 -0.18 0.02 -0.35 0.17 0.12 -0.55 -0.03 0.57 0.69 0.57 0.52 0.46 

270 -0.18 0.18 0.35 0.36 0.06 -0.29 -0.18 -0.66 -0.35 -0.28 -0.15 -0.08 

280 0.02 -0.05 0.40 0.32 -0.18 0.16 -0.06 -0.43 0.31 0.29 0.11 0.11 

310 -0.24 -0.48 0.41 0.47 0.31 -0.64 -0.95 -1.35 -1.74 -1.35 -0.87 -0.38 

320 -1.54 -1.09 -1.68 -1.75 -1.39 -1.52 -1.29 -0.99 -0.56 -0.25 -0.13 -0.09 

330 -0.26 -0.07 -0.04 -0.85 0.08 -0.85 -1.53 -1.87 -1.91 -1.39 -0.66 -0.33 

340 -0.22 -0.16 -0.41 -0.45 -0.24 -0.35 -0.79 -0.80 -0.80 -0.61 -0.48 -0.19 

350 -0.89 -1.33 -0.91 -0.74 -1.23 -0.51 -0.29 -0.45 -0.16 -0.16 -0.18 -0.18 

360 -0.33 -0.24 0.27 -0.11 -0.47 -0.71 -0.47 -1.01 -0.06 -0.36 -0.18 -0.11 

370 -0.17 -0.23 0.25 -0.13 0.33 0.29 -0.50 -0.71 -1.17 -1.29 -0.98 -0.48 

380 -0.27 -0.51 0.44 0.07 -0.72 -1.19 -1.40 -1.79 -1.70 -0.87 -0.48 -0.30 

410 -0.02 0.61 0.73 0.66 0.19 0.02 -0.76 -1.08 -0.45 0.74 0.99 0.85 

420 -0.96 -0.58 -0.48 -0.68 -0.86 -1.49 -1.52 -1.54 -2.14 -1.67 -0.34 -0.53 

430 0.00 0.80 1.02 0.85 0.33 -0.76 -0.49 -0.86 -0.23 0.05 0.32 1.07 

440 -0.27 -0.01 0.02 -0.07 0.58 -0.09 -0.67 -0.23 -0.51 -0.15 0.14 0.35 

450 -0.79 -0.93 -0.89 -1.04 -0.79 -1.16 -0.83 -0.17 -0.14 -0.26 -0.16 -0.12 

460 -0.16 -0.03 0.25 0.19 0.11 0.38 -0.20 -0.65 -0.18 0.13 0.37 1.03 

470 -0.05 -0.05 0.04 -0.11 -0.03 0.11 -0.42 -0.34 -0.06 -0.39 -0.12 0.17 

480 -0.18 0.34 0.12 0.50 0.24 0.12 0.16 -0.31 0.03 -0.52 0.68 1.17 

510 -0.50 -0.56 -0.87 -0.30 -1.15 -0.54 -0.51 -0.52 -0.44 -0.58 0.02 -0.54 

520 -0.74 -0.75 -0.89 -0.56 -0.79 -0.41 -0.73 -1.28 -0.84 -1.02 -1.16 -1.14 

530 -0.52 -0.60 0.13 -0.48 -0.41 -0.59 -0.73 -0.05 -0.62 -0.58 -0.42 -0.40 

540 -0.48 -0.05 -0.47 -0.41 -0.02 -0.54 -0.37 -0.17 -0.31 -0.39 -0.44 -0.57 

550 -0.67 -0.67 -0.67 -0.85 -0.64 -0.39 -0.78 -1.26 -1.22 -1.56 -1.39 -1.83 

560 -0.53 -0.29 -0.64 -0.57 -0.34 -0.77 -0.66 -0.02 -0.80 -1.12 -0.33 -0.37 

570 -0.13 0.00 -0.09 -0.04 -0.24 -0.34 -0.24 -0.27 -0.45 -0.48 -0.57 -0.82 

580 -0.44 -0.84 -0.64 -0.20 -0.12 -0.29 -0.31 -0.13 -0.24 -0.44 0.62 0.04 
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Table F-4 Average total overtime (in minutes) per beat per month for 8-hr shift. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 1342.73 945.45 629.90 579.94 715.48 1265.89 1932.96 2526.59 2934.58 3541.97 3657.39 4006.85 

220 1750.89 1446.83 1001.33 784.15 994.41 1555.43 2312.78 3144.03 3440.38 4067.61 4159.90 4429.12 

230 1357.25 971.52 772.67 618.11 747.77 1274.76 1997.35 2810.67 3147.12 3642.00 3709.17 3989.18 

240 2331.78 1890.72 1438.60 1036.76 1356.37 2220.42 3341.90 4534.43 5163.92 5829.77 6153.76 6492.52 

250 1736.77 1302.52 1021.21 741.72 905.14 1441.75 2196.58 3068.09 3530.71 4087.48 4378.02 4773.37 

260 1966.15 1422.94 1081.06 953.21 1146.71 1803.99 2683.41 3289.82 3486.41 3811.96 3831.09 3970.18 

270 3458.92 3256.95 3031.68 2673.58 3263.83 4665.24 6128.25 6624.86 6664.55 6818.62 6581.91 6565.02 

280 1744.42 1343.91 1087.52 864.62 1184.77 1902.17 2585.41 3145.50 3472.04 3779.86 3817.72 3929.94 

310 2104.26 2047.99 2351.83 2483.43 2651.31 2872.20 3321.92 3472.84 3628.80 3978.02 3797.90 3929.40 

320 3400.47 3919.87 4511.64 4775.39 5145.59 4997.13 5101.55 4993.97 4573.04 4513.86 4028.16 3971.31 

330 2183.85 2292.99 2430.11 2442.06 2769.03 2776.31 3244.36 3521.55 3655.30 3954.65 3888.97 3839.53 

340 2798.97 2963.99 3112.62 3549.39 4250.64 4673.21 5617.06 5987.31 6411.48 6792.61 6601.04 6706.30 

350 3165.03 2950.01 3485.62 3737.53 4343.60 5028.90 5496.70 5689.07 5754.00 5974.49 5514.16 5407.00 

360 2647.45 2638.10 2840.70 2856.53 3053.14 3158.76 3524.94 3747.24 3884.53 3907.03 3755.37 3752.54 

370 2776.00 2876.25 3724.38 3673.25 4376.70 4810.88 5487.32 6224.32 6450.33 7022.52 6957.72 7163.72 

380 2599.11 2589.38 2928.03 2825.16 3070.97 3286.05 3542.14 3778.16 3703.72 3974.51 3735.36 3736.93 

410 1760.15 1270.27 1278.96 1291.28 1545.97 2184.31 2977.58 3728.24 4292.52 4881.31 4882.78 5024.60 

420 1908.68 1404.53 1428.94 1323.28 1556.89 2100.35 2807.52 3569.64 4185.49 4789.74 5064.44 5205.41 

430 1525.54 1192.57 1094.34 1173.41 1296.16 1711.57 2412.63 3214.97 3789.09 4344.23 4499.96 4806.18 

440 2537.24 1926.31 2014.51 1856.95 2606.20 3118.61 4291.56 5588.77 6467.69 7408.84 7688.30 8039.22 

450 2889.39 2920.70 3192.76 3513.30 4838.69 6097.54 7228.27 7619.94 7575.25 7562.06 6799.92 6289.03 

460 1436.01 966.71 852.39 894.42 1046.10 1525.01 1938.00 2744.78 3326.11 3909.02 4227.84 4534.81 

470 1538.80 1039.17 914.08 987.83 1075.33 1580.36 2048.80 2979.73 4090.21 5089.52 6306.09 7008.18 

480 1628.37 1079.17 958.33 1053.88 1224.95 1814.30 2521.20 3147.54 3767.69 4301.44 4540.00 4675.31 

510 1744.27 1597.63 1581.98 1560.27 1342.01 1509.82 1663.76 1828.48 2153.27 2415.04 2982.18 3573.02 

520 1728.98 1681.84 1629.94 1481.31 1353.82 1484.74 1617.83 1807.48 2075.27 2458.72 3069.45 3742.54 

530 1753.08 1624.77 1738.87 1509.32 1529.98 1605.83 1563.07 1773.47 2042.53 2589.56 2903.01 3453.07 

540 5639.56 5971.02 6354.92 6535.85 7048.41 7420.76 8486.10 9219.89 9259.71 9374.78 9376.41 9842.07 

550 2365.62 2382.12 2197.69 2111.19 2040.62 2133.04 2577.81 2762.52 3212.88 3980.58 4657.45 5614.31 

560 1894.81 1924.32 1924.96 1804.83 1794.31 1768.80 1956.46 2357.44 2558.70 3023.68 3472.05 4024.03 

570 1717.96 1603.91 1340.45 1354.34 1092.02 1043.88 1332.21 1493.76 1721.38 2306.49 2750.58 3458.50 

580 2121.75 2127.43 2047.73 1958.10 1955.83 2024.21 2216.88 2533.38 2905.33 3204.36 3822.31 4202.50 
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Table F-5 Average total overtime (in minutes) per beat per month for 10-hr shift. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 890.49 632.77 414.61 327.62 370.71 677.06 1012.72 1381.27 1659.38 2053.56 2267.78 2553.19 

220 1280.97 959.06 611.55 474.93 600.07 917.43 1336.53 1837.68 2002.67 2420.62 2563.85 2805.79 

230 892.70 603.19 479.45 386.78 422.59 702.40 1078.34 1514.06 1778.19 2154.34 2230.32 2613.39 

240 1651.83 1182.02 763.47 576.44 846.71 1367.08 2163.61 2965.25 3476.96 4094.31 4270.41 4655.39 

250 1100.87 863.58 595.42 406.14 504.83 819.10 1169.53 1629.23 1942.51 2455.55 2605.19 2977.89 

260 1298.43 904.28 634.62 509.48 583.07 1012.28 1492.49 1803.38 2085.00 2421.52 2475.46 2711.31 

270 2413.08 2044.63 1837.44 1542.94 2006.44 3175.61 4268.72 4750.54 4835.92 5201.19 5096.56 5090.90 

280 1163.21 973.02 598.19 457.36 611.33 986.43 1454.87 1819.30 2042.45 2297.92 2500.31 2733.81 

310 1271.05 1393.49 1405.64 1479.82 1598.00 1730.83 1984.97 2182.62 2366.11 2601.10 2579.31 2660.03 

320 2283.66 2645.48 3030.61 3256.09 3464.27 3469.05 3421.30 3326.96 3107.22 2922.42 2599.66 2551.85 

330 1432.19 1357.73 1471.55 1614.43 1593.30 1746.55 2034.51 2261.08 2369.12 2605.93 2613.83 2661.43 

340 1814.44 1943.95 2121.74 2258.04 2574.52 2823.63 3468.83 3832.45 4168.45 4660.58 4629.78 4744.56 

350 1990.19 1941.97 1965.35 2245.94 2489.62 2696.62 2987.58 3233.92 3297.06 3484.75 3310.51 3267.74 

360 1678.54 1622.63 1632.54 1787.46 1891.93 1891.91 2059.68 2290.89 2380.39 2546.16 2470.79 2482.37 

370 1866.20 1896.79 2271.92 2422.33 2584.19 2885.64 3465.59 3946.21 4300.50 4877.64 4989.84 5177.78 

380 1649.45 1756.30 1717.58 1741.43 1906.26 2077.70 2142.68 2420.88 2479.85 2705.27 2514.97 2560.94 

410 1088.38 733.61 696.52 769.31 1018.51 1348.15 1895.49 2500.51 2957.82 3381.64 3643.37 3894.31 

420 1261.55 946.17 914.71 927.14 1052.97 1519.98 1721.93 2319.76 2757.63 3163.53 3239.80 3627.32 

430 972.32 647.51 561.57 601.41 807.60 1138.02 1519.46 1972.94 2511.14 2975.98 3423.32 3669.12 

440 1702.41 1175.34 1127.63 1169.00 1406.69 2005.83 2994.51 3888.19 4785.82 5645.76 6010.11 6321.60 

450 1887.58 1890.60 1979.31 2127.36 2941.57 3856.54 4748.25 5159.78 5221.22 5308.54 4946.98 4769.91 

460 915.48 600.79 483.94 527.65 622.69 871.90 1175.97 1750.61 2131.72 2690.87 3032.90 3462.66 

470 984.03 708.14 602.93 721.39 769.14 929.39 1427.29 1962.02 2749.94 3782.50 4599.55 5424.17 

480 1092.52 679.39 669.90 632.66 806.39 1057.21 1413.31 1966.82 2398.83 3077.68 3259.12 3661.28 

510 1147.15 1049.11 1080.94 880.06 922.07 899.88 918.55 990.75 1123.75 1287.19 1486.48 1887.49 

520 1070.56 1064.48 990.55 859.80 847.37 840.46 984.08 1183.73 1123.80 1418.14 1763.94 2096.02 

530 1125.51 1101.76 924.35 898.02 926.14 928.84 986.13 984.62 1136.62 1369.52 1530.87 1850.80 

540 4158.74 4048.88 4518.58 4690.23 4682.47 5079.16 5655.88 5910.02 5797.93 5726.27 5728.73 6058.61 

550 1464.08 1455.79 1240.47 1300.50 1131.36 1192.37 1365.30 1562.37 1769.12 2153.66 2460.89 2962.78 

560 1151.06 1203.27 1169.36 1073.80 978.95 1065.40 1120.01 1205.09 1359.77 1610.63 1787.29 2126.39 

570 1167.50 1045.62 930.81 864.38 828.12 849.88 824.97 906.54 1074.02 1383.71 1593.56 2009.06 

580 1321.11 1386.88 1290.51 1172.71 1067.11 1081.32 1290.07 1326.47 1540.11 1733.11 1943.31 2255.55 
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Table F-6 Additional total overtime (in minutes) incurred in 8-hr shift compared to 10-hr 

shift. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 452.24 312.68 215.29 252.32 344.77 588.83 920.24 1145.32 1275.20 1488.41 1389.62 1453.66 

220 469.92 487.78 389.78 309.22 394.34 638.00 976.25 1306.35 1437.71 1647.00 1596.05 1623.33 

230 464.55 368.33 293.22 231.33 325.19 572.36 919.02 1296.61 1368.93 1487.67 1478.86 1375.79 

240 679.96 708.70 675.14 460.33 509.67 853.34 1178.29 1569.18 1686.96 1735.47 1883.36 1837.13 

250 635.91 438.94 425.79 335.58 400.32 622.66 1027.05 1438.86 1588.21 1631.94 1772.84 1795.48 

260 667.73 518.66 446.44 443.74 563.64 791.71 1190.92 1486.44 1401.41 1390.44 1355.63 1258.87 

270 1045.85 1212.32 1194.24 1130.64 1257.39 1489.63 1859.53 1874.32 1828.63 1617.43 1485.36 1474.12 

280 581.21 370.90 489.33 407.27 573.44 915.75 1130.54 1326.21 1429.59 1481.95 1317.42 1196.13 

310 833.21 654.51 946.20 1003.61 1053.31 1141.37 1336.96 1290.22 1262.69 1376.92 1218.59 1269.38 

320 1116.81 1274.39 1481.03 1519.31 1681.33 1528.09 1680.25 1667.01 1465.82 1591.44 1428.51 1419.46 

330 751.66 935.27 958.56 827.63 1175.74 1029.76 1209.85 1260.48 1286.18 1348.73 1275.14 1178.10 

340 984.54 1020.04 990.88 1291.36 1676.12 1849.58 2148.23 2154.86 2243.04 2132.03 1971.26 1961.74 

350 1174.84 1008.04 1520.27 1491.60 1853.98 2332.28 2509.12 2455.16 2456.94 2489.75 2203.65 2139.26 

360 968.92 1015.47 1208.17 1069.08 1161.22 1266.85 1465.27 1456.35 1504.14 1360.87 1284.58 1270.17 

370 909.80 979.47 1452.46 1250.92 1792.51 1925.24 2021.73 2278.11 2149.83 2144.88 1967.88 1985.95 

380 949.66 833.09 1210.45 1083.74 1164.71 1208.35 1399.46 1357.28 1223.88 1269.25 1220.40 1175.99 

410 671.77 536.66 582.44 521.97 527.46 836.17 1082.09 1227.74 1334.71 1499.67 1239.42 1130.30 

420 647.13 458.37 514.23 396.14 503.93 580.37 1085.59 1249.89 1427.87 1626.21 1824.65 1578.09 

430 553.23 545.06 532.77 572.01 488.56 573.55 893.18 1242.03 1277.95 1368.26 1076.65 1137.06 

440 834.83 750.97 886.88 687.95 1199.51 1112.78 1297.06 1700.58 1681.87 1763.08 1678.19 1717.63 

450 1001.81 1030.10 1213.45 1385.94 1897.13 2241.00 2480.02 2460.16 2354.03 2253.53 1852.94 1519.13 

460 520.53 365.92 368.45 366.78 423.42 653.12 762.04 994.17 1194.40 1218.15 1194.94 1072.15 

470 554.77 331.03 311.15 266.44 306.19 650.97 621.51 1017.72 1340.27 1307.02 1706.54 1584.02 

480 535.85 399.78 288.43 421.22 418.56 757.09 1107.90 1180.72 1368.86 1223.76 1280.89 1014.03 

510 597.12 548.52 501.04 680.21 419.94 609.94 745.21 837.73 1029.52 1127.86 1495.71 1685.53 

520 658.42 617.37 639.40 621.51 506.46 644.28 633.75 623.75 951.47 1040.58 1305.52 1646.53 

530 627.57 523.01 814.52 611.31 603.84 676.99 576.94 788.85 905.91 1220.05 1372.14 1602.27 

540 1480.82 1922.15 1836.34 1845.62 2365.94 2341.61 2830.22 3309.88 3461.79 3648.51 3647.68 3783.47 

550 901.55 926.34 957.22 810.70 909.26 940.67 1212.51 1200.16 1443.77 1826.93 2196.57 2651.53 

560 743.75 721.05 755.60 731.04 815.36 703.40 836.45 1152.35 1198.94 1413.05 1684.77 1897.64 

570 550.46 558.30 409.64 489.97 263.90 194.01 507.25 587.22 647.36 922.78 1157.02 1449.45 

580 800.64 740.55 757.22 785.40 888.72 942.89 926.81 1206.91 1365.22 1471.26 1879.00 1946.95 
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Table G-1 Total predicted crime counts per beat per month from average realized crime 

for baseline allocation. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 70 64 64 68 85 123 183 284 437 693 1101 1730 

220 92 87 87 95 121 180 275 425 660 1049 1667 2611 

230 75 69 68 73 96 141 215 333 517 819 1299 2045 

240 113 106 105 115 148 219 331 512 798 1260 1994 3111 

250 81 75 73 78 99 146 223 342 531 840 1331 2086 

260 118 110 110 119 154 229 347 544 845 1338 2112 3295 

270 192 213 252 318 456 723 1152 1828 2865 4510 6972 10380 

280 109 103 103 115 149 219 335 519 809 1282 2030 3170 

310 99 111 129 160 217 324 513 841 1397 2335 3831 6071 

320 178 240 326 456 673 1061 1721 2855 4701 7614 11923 17479 

330 107 118 138 172 239 359 568 931 1542 2566 4204 6648 

340 111 124 144 178 243 361 572 934 1548 2579 4235 6688 

350 123 135 159 200 272 409 649 1066 1774 2950 4819 7569 

360 133 150 178 221 299 451 716 1175 1943 3219 5241 8204 

370 114 129 151 190 260 390 621 1019 1689 2812 4600 7229 

380 133 150 177 221 302 456 727 1197 1981 3289 5358 8373 

410 103 82 71 72 79 103 149 236 398 708 1281 2286 

420 90 71 60 59 65 84 121 189 318 563 1015 1824 

430 84 67 57 56 60 76 108 172 289 513 929 1664 

440 113 94 81 82 88 116 169 269 456 811 1459 2602 

450 160 173 181 208 276 410 653 1101 1904 3378 5954 10079 

460 68 53 44 43 44 55 78 120 200 352 633 1133 

470 65 51 42 41 42 53 74 114 190 335 602 1082 

480 75 57 48 47 51 66 95 148 244 431 776 1394 

510 77 73 68 62 59 56 56 64 80 109 152 214 

520 75 72 68 62 59 56 56 63 78 103 144 203 

530 80 75 73 70 65 63 63 72 91 122 170 240 

540 312 349 395 440 480 526 589 738 970 1342 1896 2673 

550 102 99 97 95 93 89 90 106 134 182 256 362 

560 92 88 84 79 76 72 74 86 109 147 207 292 

570 64 61 59 54 51 47 47 54 65 85 116 162 

580 99 95 91 89 85 82 81 93 118 160 223 312 
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Table G-2 Total predicted crime counts per beat per month from average realized crime 

when 2 DUs are deployed for hot beats. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 70 64 64 68 85 123 180 258 354 429 399 213 

220 92 87 87 95 121 176 240 325 383 353 187 31 

230 75 69 68 73 96 141 204 282 388 477 455 255 

240 113 106 105 115 148 195 254 295 255 124 199 26 

250 81 75 73 78 99 146 209 288 393 478 456 252 

260 118 110 110 119 150 206 271 316 283 145 231 36 

270 181 183 175 153 106 168 63 100 166 12 21 32 

280 109 103 103 115 149 211 284 389 467 441 246 47 

310 99 111 129 159 190 244 288 264 136 230 34 56 

320 166 204 234 236 176 71 119 198 21 36 58 85 

330 107 118 138 168 204 264 314 294 158 26 44 71 

340 111 124 144 169 206 266 318 293 152 23 40 65 

350 123 135 152 173 199 219 191 91 154 21 35 59 

360 133 148 150 157 144 107 171 64 109 180 14 24 

370 114 129 144 162 188 209 181 88 149 249 34 59 

380 133 141 152 163 157 123 201 89 149 16 28 46 

410 103 82 71 72 79 103 149 222 333 520 735 801 

420 90 71 60 59 65 84 121 183 275 424 596 631 

430 84 67 57 56 60 76 108 170 271 419 586 625 

440 113 94 81 82 88 116 172 242 361 485 508 302 

450 149 150 136 155 144 215 181 82 148 19 33 61 

460 68 53 44 43 44 55 78 120 195 325 520 731 

470 65 51 42 41 42 53 74 114 190 318 503 706 

480 75 57 48 47 51 66 95 148 241 381 609 854 

510 77 73 68 62 59 56 56 64 80 109 152 192 

520 75 72 68 62 59 56 56 63 78 103 144 193 

530 80 75 73 70 65 63 63 72 91 122 170 223 

540 296 304 298 247 147 159 52 66 90 129 182 23 

550 102 99 97 95 93 89 90 106 134 170 216 266 

560 92 88 84 79 76 72 74 86 109 147 203 257 

570 64 61 59 54 51 47 47 54 65 85 116 156 

580 99 95 91 89 85 82 81 93 118 160 205 254 
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Table G-3 Average fraction busy time of officers per beat per month for a simulated year 

when two DUs are deployed for hot beats. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 0.12 0.11 0.08 0.08 0.09 0.17 0.27 0.35 0.45 0.50 0.48 0.36 

220 0.13 0.11 0.09 0.09 0.12 0.20 0.28 0.38 0.44 0.42 0.30 0.06 

230 0.13 0.11 0.09 0.09 0.10 0.20 0.28 0.37 0.47 0.51 0.51 0.38 

240 0.12 0.10 0.07 0.08 0.10 0.16 0.23 0.27 0.27 0.16 0.03 0.05 

250 0.11 0.08 0.06 0.06 0.09 0.14 0.22 0.32 0.40 0.45 0.45 0.33 

260 0.21 0.18 0.16 0.14 0.18 0.27 0.36 0.41 0.41 0.28 0.06 0.10 

270 0.16 0.15 0.12 0.10 0.07 0.12 0.05 0.10 0.17 0.02 0.03 0.05 

280 0.18 0.18 0.14 0.13 0.16 0.27 0.36 0.46 0.52 0.51 0.39 0.11 

310 0.20 0.24 0.25 0.29 0.34 0.36 0.38 0.35 0.24 0.05 0.08 0.11 

320 0.28 0.35 0.38 0.36 0.30 0.13 0.22 0.03 0.06 0.09 0.15 0.19 

330 0.20 0.24 0.25 0.31 0.32 0.37 0.38 0.37 0.25 0.04 0.08 0.13 

340 0.13 0.15 0.15 0.19 0.21 0.26 0.30 0.28 0.17 0.02 0.05 0.07 

350 0.20 0.21 0.23 0.23 0.23 0.27 0.21 0.10 0.19 0.03 0.04 0.06 

360 0.27 0.30 0.30 0.30 0.29 0.24 0.33 0.18 0.29 0.06 0.10 0.13 

370 0.11 0.14 0.14 0.16 0.18 0.19 0.16 0.09 0.15 0.02 0.04 0.06 

380 0.26 0.29 0.29 0.29 0.28 0.23 0.32 0.20 0.29 0.05 0.09 0.14 

410 0.18 0.16 0.13 0.13 0.16 0.21 0.31 0.42 0.53 0.57 0.64 0.61 

420 0.14 0.12 0.08 0.09 0.12 0.17 0.25 0.34 0.44 0.53 0.57 0.55 

430 0.14 0.13 0.10 0.12 0.13 0.17 0.24 0.36 0.48 0.54 0.58 0.55 

440 0.13 0.10 0.09 0.09 0.11 0.15 0.25 0.31 0.43 0.47 0.47 0.35 

450 0.20 0.19 0.17 0.21 0.18 0.34 0.31 0.16 0.29 0.05 0.10 0.16 

460 0.14 0.11 0.08 0.10 0.09 0.12 0.18 0.27 0.40 0.49 0.55 0.59 

470 0.06 0.05 0.03 0.04 0.04 0.06 0.09 0.15 0.25 0.33 0.42 0.46 

480 0.14 0.11 0.10 0.10 0.10 0.14 0.21 0.31 0.43 0.52 0.61 0.63 

510 0.15 0.16 0.14 0.13 0.13 0.15 0.16 0.21 0.25 0.32 0.42 0.38 

520 0.13 0.13 0.11 0.11 0.11 0.11 0.12 0.14 0.17 0.22 0.31 0.35 

530 0.15 0.17 0.13 0.14 0.13 0.15 0.15 0.18 0.24 0.29 0.39 0.43 

540 0.35 0.37 0.33 0.29 0.18 0.07 0.08 0.11 0.17 0.20 0.29 0.07 

550 0.15 0.17 0.15 0.14 0.14 0.15 0.18 0.20 0.25 0.30 0.36 0.40 

560 0.18 0.19 0.18 0.15 0.16 0.17 0.17 0.21 0.27 0.34 0.41 0.46 

570 0.07 0.06 0.05 0.06 0.05 0.05 0.05 0.06 0.07 0.10 0.16 0.20 

580 0.20 0.21 0.18 0.18 0.18 0.20 0.20 0.23 0.29 0.35 0.43 0.47 
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Table G-4 Average waiting time (in minutes) of a call in queue per beat per month for 

priority 1 for a simulated year when 2 DUs are deployed for hot beats. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 0.56 0.53 0.28 0.14 0.22 0.56 2.13 3.55 5.06 6.19 6.13 4.83 

220 0.38 0.24 0.16 0.11 0.19 0.81 1.80 3.40 4.29 4.37 2.94 0.00 

230 0.57 0.57 0.36 0.19 0.28 0.81 2.07 3.69 5.49 6.18 6.35 5.05 

240 0.05 0.03 0.01 0.01 0.03 0.14 0.53 0.98 1.18 0.50 0.00 0.00 

250 0.20 0.12 0.04 0.03 0.14 0.53 1.30 2.70 3.87 4.63 4.68 3.48 

260 1.36 1.09 0.78 0.50 0.68 1.72 3.14 4.20 4.60 3.32 0.02 0.87 

270 0.05 0.08 0.04 0.01 0.00 0.02 0.00 0.04 0.23 0.00 0.00 0.00 

280 1.11 1.07 0.57 0.44 0.51 1.64 3.04 4.81 5.97 6.18 4.96 0.69 

310 1.18 1.76 1.72 2.63 3.04 3.74 3.94 3.68 2.30 0.14 0.40 0.60 

320 1.44 2.22 2.59 2.34 1.80 0.41 1.09 0.03 0.08 0.20 0.50 0.77 

330 1.31 1.57 2.17 2.75 2.89 3.82 4.01 3.96 2.25 0.07 0.30 0.82 

340 0.05 0.11 0.12 0.23 0.32 0.63 0.91 0.78 0.24 0.00 0.01 0.02 

350 0.86 0.95 0.95 0.88 0.85 1.09 0.68 0.16 0.56 0.01 0.02 0.05 

360 2.17 2.52 2.76 2.74 2.74 2.21 3.35 1.49 2.73 0.21 0.50 0.83 

370 0.02 0.05 0.05 0.12 0.19 0.26 0.19 0.03 0.17 0.00 0.00 0.01 

380 2.05 2.33 2.36 2.54 2.44 2.12 3.37 1.66 2.73 0.16 0.40 0.99 

410 1.02 0.98 0.88 0.97 0.95 1.59 2.73 4.83 5.81 6.03 6.22 5.74 

420 0.45 0.29 0.20 0.24 0.32 0.51 1.44 2.97 3.86 4.64 4.78 4.55 

430 0.75 0.58 0.74 0.78 0.78 1.35 1.79 3.88 5.36 5.91 5.95 5.58 

440 0.07 0.04 0.03 0.06 0.04 0.11 0.53 1.11 2.15 2.64 2.68 1.95 

450 0.71 0.55 0.40 0.59 0.46 2.19 2.37 0.89 2.53 0.12 0.55 1.32 

460 0.70 0.32 0.41 0.47 0.40 0.76 0.96 2.31 4.29 5.36 5.83 5.55 

470 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.08 0.43 1.07 1.81 2.02 

480 0.80 0.52 0.46 0.61 0.55 0.82 1.43 2.82 4.65 5.72 5.99 5.62 

510 0.75 0.88 0.62 0.68 0.64 0.88 0.28 0.59 0.03 0.05 0.06 0.10 

520 0.47 0.46 0.45 0.47 0.43 0.48 0.06 0.05 0.02 0.03 0.06 0.13 

530 0.83 0.97 0.74 0.85 0.71 0.92 0.31 0.56 0.02 0.06 0.09 0.16 

540 0.94 1.11 0.89 0.74 0.30 0.02 0.00 0.01 0.00 0.00 0.02 0.00 

550 0.77 0.81 0.72 0.70 0.79 0.73 0.05 0.11 0.06 0.10 0.14 0.21 

560 1.02 1.11 1.07 1.07 0.86 1.25 0.57 0.57 0.06 0.06 0.16 0.20 

570 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

580 1.29 1.23 1.26 1.11 1.36 1.52 0.48 0.76 0.08 0.07 0.18 0.18 
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Table G-5 Average waiting time (in minutes) of a call in queue per beat per month for 

priority 2 for a simulated year when 2 DUs are deployed for hot beats. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 0.49 0.45 0.29 0.15 0.23 0.60 2.02 3.46 5.09 6.08 6.10 4.63 

220 0.33 0.17 0.14 0.09 0.19 0.86 1.81 3.32 4.17 4.13 2.73 0.00 

230 0.54 0.53 0.33 0.18 0.25 0.83 2.03 3.69 5.27 6.13 6.45 5.24 

240 0.05 0.03 0.01 0.01 0.02 0.15 0.55 0.91 1.25 0.42 0.00 0.00 

250 0.15 0.07 0.02 0.03 0.13 0.51 1.26 2.72 3.86 4.40 4.62 3.15 

260 1.32 0.97 0.77 0.46 0.70 1.79 3.12 4.09 4.49 3.19 0.01 0.03 

270 0.06 0.08 0.03 0.01 0.00 0.02 0.00 0.03 0.26 0.00 0.00 0.00 

280 1.09 0.94 0.54 0.47 0.50 1.64 3.01 4.67 5.87 6.27 4.65 0.06 

310 1.17 1.74 1.83 2.67 3.28 0.75 0.77 0.45 0.00 0.00 0.00 0.00 

320 1.42 2.31 2.67 2.37 1.98 0.18 0.34 0.00 0.00 0.00 0.00 0.00 

330 1.52 1.68 1.99 2.83 2.86 0.89 0.71 0.63 0.00 0.00 0.00 0.00 

340 0.04 0.11 0.13 0.27 0.32 0.09 0.11 0.07 0.00 0.00 0.00 0.00 

350 0.89 1.02 0.97 0.92 0.78 0.53 0.21 0.00 0.00 0.00 0.00 0.00 

360 2.25 2.62 2.87 2.77 2.55 0.26 0.52 0.00 0.00 0.00 0.00 0.00 

370 0.02 0.05 0.05 0.12 0.18 0.02 0.01 0.00 0.00 0.00 0.00 0.00 

380 2.05 2.40 2.35 2.55 2.45 0.25 0.43 0.00 0.00 0.00 0.00 0.00 

410 0.95 1.03 1.00 0.86 0.12 0.62 1.70 3.49 5.41 6.19 8.18 7.52 

420 0.43 0.31 0.18 0.22 0.12 0.31 1.33 2.72 4.44 5.42 6.05 6.07 

430 0.71 0.56 0.68 0.58 0.07 0.35 1.17 2.98 4.96 5.90 6.63 7.12 

440 0.06 0.04 0.04 0.06 0.01 0.06 0.50 1.00 2.26 2.82 3.01 1.98 

450 0.68 0.59 0.43 0.69 0.48 1.71 2.16 1.00 2.92 0.00 0.01 1.45 

460 0.66 0.34 0.36 0.61 0.06 0.23 0.66 1.92 3.99 5.32 6.35 7.36 

470 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.07 0.43 1.04 1.77 2.20 

480 0.94 0.56 0.47 0.75 0.06 0.32 0.86 2.28 4.46 5.70 6.76 7.79 

510 0.41 0.39 0.25 0.28 0.20 0.31 0.00 0.00 0.00 0.00 0.00 0.00 

520 0.10 0.10 0.08 0.04 0.03 0.08 0.00 0.00 0.00 0.00 0.00 0.00 

530 0.35 0.38 0.27 0.19 0.26 0.28 0.00 0.00 0.00 0.00 0.00 0.00 

540 0.34 0.36 0.25 0.17 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

550 0.08 0.14 0.09 0.02 0.02 0.02 0.00 0.00 0.00 0.00 0.00 0.00 

560 0.52 0.48 0.38 0.19 0.35 0.35 0.00 0.00 0.00 0.00 0.00 0.00 

570 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

580 0.63 0.53 0.43 0.37 0.49 0.53 0.00 0.00 0.00 0.00 0.00 0.00 
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Table G-6 Average waiting time (in minutes) of a call in queue per beat per month for 

priority 3 for a simulated year when 2 DUs are deployed for hot beats. 

Beat Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

210 0.55 0.55 0.27 0.14 0.23 0.58 2.05 3.43 4.41 5.32 5.36 4.29 

220 0.36 0.23 0.10 0.09 0.16 0.85 1.85 3.50 3.97 4.15 2.91 0.28 

230 0.61 0.56 0.33 0.17 0.26 0.83 2.16 3.78 4.64 5.30 5.63 4.57 

240 0.05 0.03 0.01 0.01 0.03 0.15 0.55 0.96 1.13 0.41 0.01 0.05 

250 0.22 0.12 0.02 0.01 0.13 0.53 1.28 2.69 3.86 4.54 4.65 3.65 

260 1.37 1.08 0.72 0.48 0.71 1.73 3.10 4.19 4.03 2.81 0.24 0.70 

270 0.06 0.08 0.04 0.01 0.00 0.03 0.00 0.04 0.20 0.00 0.00 0.01 

280 1.10 1.02 0.50 0.42 0.51 1.74 3.09 4.92 5.03 5.35 4.42 0.76 

310 1.24 1.75 1.83 2.64 3.10 3.79 3.71 3.43 2.20 0.16 0.37 0.61 

320 1.49 2.33 2.72 2.40 1.86 0.44 1.06 0.02 0.06 0.17 0.44 0.65 

330 1.43 1.64 2.22 2.76 2.91 3.90 3.85 3.71 2.14 0.08 0.33 0.79 

340 0.06 0.12 0.11 0.25 0.33 0.65 0.87 0.75 0.21 0.00 0.00 0.02 

350 0.89 1.02 0.97 0.92 0.84 1.17 0.53 0.11 0.44 0.01 0.01 0.03 

360 2.13 2.60 2.73 2.72 2.68 2.22 3.39 1.41 2.59 0.19 0.53 0.74 

370 0.02 0.05 0.05 0.13 0.19 0.26 0.19 0.03 0.16 0.00 0.00 0.01 

380 2.07 2.47 2.46 2.62 2.52 2.16 3.31 1.60 2.57 0.17 0.38 0.98 

410 1.02 1.01 0.89 0.93 0.95 1.58 2.71 4.75 6.89 7.44 8.24 7.62 

420 0.42 0.29 0.16 0.17 0.24 0.52 1.49 2.94 4.70 5.81 6.40 6.08 

430 0.78 0.64 0.63 0.74 0.75 1.24 1.93 3.91 6.18 7.10 7.59 7.06 

440 0.07 0.04 0.03 0.06 0.05 0.12 0.56 1.12 2.37 2.96 3.05 2.04 

450 0.72 0.63 0.26 0.38 0.35 2.10 2.29 0.99 2.83 0.22 0.51 1.24 

460 0.70 0.35 0.38 0.46 0.41 0.83 1.03 2.46 4.73 6.23 7.25 7.39 

470 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.08 0.44 1.09 1.89 2.17 

480 0.85 0.53 0.45 0.60 0.50 0.73 1.42 2.87 5.23 6.72 7.81 7.90 

510 0.74 0.85 0.57 0.65 0.62 0.77 0.99 1.09 1.71 3.13 4.30 4.93 

520 0.48 0.54 0.45 0.46 0.37 0.54 0.62 0.84 1.23 1.65 2.53 3.44 

530 0.87 0.96 0.75 0.84 0.64 0.96 1.13 1.66 2.56 3.30 4.78 6.01 

540 0.98 1.13 0.90 0.74 0.30 0.05 0.05 0.12 0.37 0.56 1.09 0.03 

550 0.77 0.80 0.67 0.72 0.82 0.84 1.16 1.46 2.04 2.63 3.33 3.78 

560 1.06 1.10 1.12 1.05 0.86 1.26 1.41 2.09 2.84 3.76 5.57 6.60 

570 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.03 0.10 0.23 

580 1.43 1.25 1.28 1.14 1.29 1.47 1.64 2.33 3.29 4.37 6.06 6.88 
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