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Abstract

HUMAN ROBOT INTERACTION WITH CLOUD ASSISTED VOICE CONTROL

AND VISION SYSTEM

Ravi Patel, MS

The University of Texas at Arlington, 2018

Supervising Professor: Panos S. Shiakolas

The objective of this research is to investigate a way of interaction between

humans and robots, which is through voice or speech commands. A Biomimetic Ar-

tificial Hand (BAH) is used as a platform to perform grasping tasks using human

voice as an interacting and instructing medium between humans and robots. It is a

hands-free approach of issuing commands to the BAH since it does not require the

user to wear any specialized equipment. Previous research has shown difficulties in

recognizing more than one word, database management for stored voice, and require-

ment of sufficient computing power. National Instruments software LabVIEW and

hardware myRIO are used as the interface between the user and BAH. The concept

of using cloud application services is applied, which is based on using the speech

recognition Application Program Interface (API) by Microsoft which accepts a verbal

command, transfers to the cloud for further processing and returns the command in

string (text) form. This approach reduces the use of local computing power require-

ments and yields fast and accurate speech recognition (SR). A vision system is also

incorporated as a a safety feature to verify the presence of the correct object in the

iv



workspace. The string results returned from the API is further locally processed to

identify the action to perform, object, object identifiers (number, color, size) and

grasping pattern of object from the existing database. Voice command evaluation

performed on the hardware platform with a biomimetic artificial hand indicates that

the proposed interaction modality could be advantageously employed for successfully

instructing or interacting with a robotic device.
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CHAPTER 1

Introduction

Voice control of a machine using natural human voice has been a research goal

for decades given that verbal communication is the most natural way to communicate

amongst humans. This advantage of natural communication among humans has led

to a desire to have this same form of communication between robots and humans.

A robotic system can be controlled using various different modes of interaction such

as glove control [8], remote control using graphic user interface and voice control

robot by issuing voice commands [9] [10]. Various studies have been conducted in

the field of robotics, in order to control a robot with voice commands [5] [6] [7]

(which is the focus of this research). Voice commands allows the user to control the

robotic system without being physically present in the robot workspace. Although the

voice control approach presented in this research could be applied to other research

platforms and applications, a biomimetic artificial hand (BAH), developed at the

MicroManufacturing Medical Automation and Robotics Systems (MARS) Lab at the

University of Texas at Arlington is used as an experimental platform to evaluate the

performance of the research performed for voice control. Moreover, a vision system

is also incorporated as a feature to verify appropriate grasping of objects considered

for this research.

It is a well known fact that disabled people face different challenges and diffi-

culties regarding their physical impairments. The BAH can potentially provide as-

sistance to people with disabilities by improving their capabilities of movement [11].

On this platform, different ways of interacting with the BAH are investigated such as
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glove control and predicting grasping using machine learning, manual control of the

BAH fingers, and voice control of the BAH. There are also some efforts of Human

Robot Interaction (HRI) by monitoring muscle movement and brainwaves using de-

vices such as MindWave in order to actuate an artificial hand and grasp objects [12].

Furthermore, the voice control modality can also be used in a hazardous environment,

which will eliminate the risk of human injury or casualty. Despite having an afford-

able biomimetic artificial hand, it is important to have an easy way to “interact” with

it and accomplish tasks such as grasping objects.

1.1 Human Robot Interaction

Human-Robot Interaction (HRI) is a field of study dedicated to understanding,

designing, and evaluating robotic systems for use by or with humans [13]. HRI makes

it possible to operate in an alien environment where humans cannot access physically.

Sensors on the robot can then replicate human senses and provide data for further

investigations. Humans possess the ability to understand the environment consisting

of semantic entities and higher order relationships which include knowledge about

previous interactions and events [14]. Meanwhile, robots can estimate a metric picture

of the world from sensor information and then determine which sequence of actions

to take [14]. In order to send/receive data and commands, different methods and

approaches are used to interact with a robot.

Remote controlling a robot is still the most common way of interacting with a

robot, but it limits the user commands and range of operation. Gesture control is

also a modality in development [15], such as the Lego NXT robot controlled using a

hand gesture. In a MindWave control module, the system reads and parses the data

coming from MindWave to a valid data values for further programming [10]. Research

at the University of Tokyo, developed a new master hand to control a slave robot for
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telexistence, where the user wears a master hand to control the slave robot [16]. The

National Aeronautics and Space Administrations (NASA) and Defense Advanced Re-

search Projects Agency (DARPA) has investigated telemanipulation and developed a

robotic hand that is controlled by a user wearing a glove, in order to work in a haz-

ardous environment of low earth orbit and planetary exploration [17]. Voice control

modality for robot can also be applicable in reinforced learning of robot behavior as

feedback [18]. Voice assisted robots can also assist in surgery, for instance when a

surgeon needs help with equipment movement. If, during the surgery, the surgeon

finds that the orientation of a camera or telescope is not appropriate, then instead of

using their hands to correct the orientation, they could issue a voice command such

as “move right”, “move left”, etc. to set the orientation of the camera [1].

1.1.1 Biomimetic Artificial Hand and NI LabVIEW

For this research, a BAH was used as a platform for evaluating voice commands.

A 3D model of the right hand was downloaded from the InMoov project, developed

by Gael Lengavin and manufactured and assembled in house [19]. The final working

assembly of the BAH is presented in Figure 1.1. Each finger consists of three joints,

whereas the thumb consists two joints [19] [20]. All the fingers are underactuated and

tendon driven with the help of five servo motors (one servo motor for each finger).

The BAH has a span of 195mm (from outstretched pinky to outstretched thumb) and

a palm height of 212mm (from wrist to tip of middle finger) [21].

National Instruments LabVIEW is used as the programming language for the

platform. LabVIEW is a graphical programming language that allows the user to

have a pictorial view of virtual mechanical and electrical controls and indicators.

Furthermore, the software allows the user to perform mathematical computations in

real-time while interacting with control hardware. It is helpful in applications that
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Figure 1.1. Assembled InMoov prosthetic hand at MARS Lab.

require testing, measuring, and controlling with rapid access to hardware and data

[22]. Among one of the hardware platforms provided by National Instruments is the

myRIO, which is a re-configurable Input/Output micro controller [23]. The myRIO

has an onboard LinuxRT operating system with high clock speed and has relatively

more I/O and GPIO pins than the Raspberry Pi and Arduino. It includes analog

input, analog output, digital input, digital output lines, audio input/output and

wireless connectivity to a computer. The programming and processing is performed

on the host computer (with LabVIEW installed) and then the processed parameters

are transferred to the myRIO. Figure 1.2 represents the relation between hardware

and software setup developed as a part of the previous research on BAH.

1.2 Speech Recognition System

Digital processing of a speech signal algorithm is one of the widely used speech

recognition (SR) approaches. Speech signal identification consists of the process of

converting a speech waveform into a text format that is useful for further processing.
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Figure 1.2. Relationship between current hardware and software with all the control
modalities.

SR is done after capturing voice inputs from the user through a microphone. An

approach to convert speech to text (string) was investigated in order have a useful

format for programming and algorithm. Textual format allows the developed system

to program different desired voice commands in text. A study of different SR systems

was performed before arriving at a final usable approach of cloud service application.

Figure 1.3 presents the concept of converting speech to text on a cloud server. The

textual format returned from the server is analyzed locally to execute desired actions

based on the voice commands.

Figure 1.3. Concept of Speech to Text conversion.

Considering the applications of the BAH in real world applications, the goal was

to develop a system with the least amount of hardware and software complications,

to prevent tedious debugging in the future in case of any system error. The current

system consists of a hardware chassis motor control and data collection from the
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embedded sensors. All modalities that control the BAH utilize some processing power

of the real-time target system (NI myRIO). Moreover, other interacting modalities

are currently being investigated to include into the system. Therefore the developed

environment in LabVIEW uses less hardware and software resources provided by the

RT target.

Different methods proposed by other researchers for SR were studied and consid-

ered for developing a voice control environment in order to provide useful conversion

of the voice commands [1] [2] [5] [24] [25]. Along with the objective of developing

a voice control environment in LabVIEW for BAH, it was desired to have a system

able to recognize a good range of voice commands and also recognize full sentences,

in addition to having a flexible and expandable platform.

1.2.1 Literature Review

Research published in The American Journal of Surgery, voice activated surgi-

cal robotics model voice commands in different statistical methods, which is modeling

a single unit of spoken word and modeling a word as small sequence of sounds called

phones [1]. The modeling and storing of data obtained from the audio signals requires

a large amount of computer memory. This voice data varies with every person’s lan-

guage background, voice levels, and speech accent [2]. Two similar voice commands,

but in different languages, need to be modeled differently in order to be recognized.

The advantage of modeling phones is that the total number of phones are relatively

less compared to model of single unit word. Also, the number of phones remain con-

stant regardless of the words required to model. During SR, the input audio signal is

converted into frames and each frame is then compared to phone models, and a match

score for each comparison is saved in memory. The match score for each word is cal-
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culated by combining the scores from the phones that comprise the word [1]. Figure

1.4 represents the flow diagram for speech recognition using the above procedure.

Figure 1.4. Speech Recognition Process using methodology described in [1].

One can take advantage of this system of modeling words and phones, if there

are a limited number of voice commands to be recognized. The application of this

SR system in the development of desired voice control environment, requires a large

database of modeled voice commands and phones to be developed, which will increase

if one wants to support different languages [1]. Also, comparing the input voice

commands with each single modeled word in the database requires more computing

power from the local hardware host, which will deviate from the objective of a system

that uses less computing power of the RT target.

Another approach investigated for developing a SR system was using the con-

cept of Mel-Frequency Cepstral Coefficient (MFCC) and Dynamic Time Wrapping

(DTW) for producing voice features and comparing them with the voice features of

an input audio signal [2]. MFCC consists of seven steps which are Pre-emphasis,

Framing, Hamming Windowing, Fast Fourier Transform, Mel Filter Bank Process-

ing, Discrete Cosine Transform, Delta Energy and Delta Spectrum as presented in

Figure 1.5. Every step monitors voice features of the input audio signal at different

frequencies. These voice features are then saved to a database as a coefficient matrix.
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The coefficient matrix of input audio signal is then compared with all the matrices

stored in the database in order to recognize speech. DTW is used to compare the

coefficient matrices. The DTW algorithm is based on dynamic programming and

measures the similarity between two time series. The DTW compares two dynamic

patterns and measures their similarity by monitoring the standard deviation between

them [2]. Figure A.2 represents a flow process of the algorithm.

Figure 1.5. Process flow of MFCC algorithm for getting coefficient matrix for an
audio signal [2].

Research from Hebei University of Technology in Tianjin China, a speed control

robot system was presented using MFCC and DTW for SR. SR was performed using

MFCC and DTW techniques where, voice features were extracted using MFCC algo-

rithm and a neural network model is trained based on voice features extracted. The

issued voice command is then compared to an existing patterns in a database using

DTW technique [27]. The SR accuracy test was performed in both normal and noisy

environments. According to their test results, there was 100% accuracy in normal

environments, whereas the noisy environment did affected the SR accuracy distinctly

[27].

In both approaches discussed above [1] [2] requires the creation of a database

of modeled words for recognition, and manage that database as it expands with more

words. Once all of the data for SR of desired words are modeled, a good amount of
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processing power on the local machine is required for search for matching of the model,

phones or coefficient matrices in the database. As the size of database increases, more

memory power is required or else the system will slow down. A large amount of data

is required to create an artificially intelligent system that can perform SR for any

voice command by any person with different speech accents in different languages.

1.3 Cloud Application Services

One of the possible solutions to the difficulties encountered in using the method-

ologies discussed in section 1.2.1 could be alleviated using cloud applications [28].

Rapidly expanding internet resources and wireless networking have the potential to

liberate robots and automation systems from being limited to on-board computa-

tion, memory and software limitation [4]. CAS allow researchers to take advantage

of network applications that provide high level processing with minimal management

effort [29]. This allows researchers to leverage high processing power of services and

received the already performed analysis. An example of a cloud application is the

online word processing capabilities offered by Google Docs. One can easily access a

Microsoft Word document from anywhere in the world without having the Microsoft

Office package installed on a local machine [28]. This is helpful because one does

not have to worry about installing software packages to run documents on their local

machine [30].

Considering as well the scenario of a self driving car which requires an inordinate

amount of sensors in order to sense surrounding environment and then analyze data

for decision making [28]. The Google self driving car exemplifies this idea. It indexes

the maps and images collected and updated by the satellite, street view, and crowd

sourcing from the cloud to facilitate accurate localization [28]. All these network

applications allows the user to perform parallel computing on a machine and on the
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network at same time for faster processing of data. This approach of using cloud

applications in robotics was used for developing an environment in LabVIEW to use

SR services provided by different providers. This is performed by taking advantage

of highly trained advance deep learning neural network models. By using CAS, the

use of local processing power is reduced by performing speech analysis by using the

processing power of the cloud server.

In this research, SR services provided by IBM, Microsoft, and Google were

investigated by developing an environment in LabVIEW. There is no need to develop

a database for SR from this server. This would be inevitable if a SR system was

developed using methodologies discussed in section 1.2.1. As there is no database,

there is no comparison of input audio signal with database. Therefore, the only

processing power required is to compare the input voice to database for SR. SR is

performed using the Microsoft Bing Speech server. The results from Microsoft Bing

Speech were reliable considering the domain of this research, which will be discussed

in later sections.

1.3.1 Literature Review

The first industrial robot that was connected to a web server was in 1994, where

users were allowed to teleoperate a robot via an internet browser [32]. They success-

fully connected IBM SR5427 SCARA arm robot to the web, where the robot accepts

XYZ coordinates and angles in IEEE format and checksums [32]. Robotics and Au-

tomation systems using artificial intelligence have seen a rapid amount of growth in

short time. In the near future, robots using this technology will be serving society,

for families and individuals [3]. It will require a large amount of data in order to

create advance artificial intelligence systems which can generate perception close to

that generated by a human. Considering a service robot, very good amount of seman-
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tic knowledge in order to work independently between humans without supervision

is required. The more data about the surrounding provided to the robot, the more

“smarter” it will respond. Performing computation of all this data on local robotic

hardware might require more computing speed and storage space. But in the case of

a robot with limited dimensions and specifications, allocating more memory for soft-

ware computation is not an option. Doing so might increase the cost of maintaining

the system and managing the data. The concept of “Cloud Computing” will play an

important role in the future for internet computing [3] [28].

Cloud Computing can be viewed as system to compute software and data over

the internet [3] [4] [28]. The computational data and software is stored at data

centers which support highly efficient hardware required for large computing loads.

The concept of Cloud Robotics is based on an idea of Cloud Computing where large

amounts of data and remote software is provided by different open source service

providers for research in robotics and automation. The robots can remotely connect

to the server and collect data whenever needed [3]. For example, in order to get

knowledge of the surrounding, the robot can take pictures of the environment and

upload them to the server, which provides recognition of the pictures sent. In the

scenario of robots working collectively, this approach can help share data centrally

via servers and learn from each other [3]. Figure 1.6 represents the concept of cloud

robotics proposed by Fuji Ren from the University of Tokushima in Japan in 2011,

where different robots share knowledge and feedback developed by each robot to

save computing time used for generating the same results [3]. Cloud Computing

gives robots access to a vast resource of data and information that are beyond the

processing capacity of local database systems, such data is referred to as “Big Data”

[28].
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Figure 1.6. Concept of Cloud Robotics [3].

Cloud applications in robotics benefit robot programming in four ways as men-

tioned by Kehoe [28]:

• Big Data: access of using the global library for images, maps and object data

[34] [35]

• Cloud Computing: parallel computing on demand for statistical analysis, learn-

ing, and motion planning [28] [36].

• Open Source/ Open Access: Sharing information such as codes and data ob-

tained from testing, algorithm and hardware design [4] [37] [38].

• Collective Robot Learning: robot sharing trajectories, control policies and out-

comes [4] [28].

Figure A.3 and A.4 represent the system architecture of object recognition performed

during offline and online phases. In the offline phase, object recognition is performed

by having each object recorded to train the object recognition model. Whereas in

the online phase, object recognition is performed by sending a digital image to the

Google object recognition engine to get the object’s description from the server [4].

12



1.4 Object Recognition System

A vision system for recognizing object was not part of the objective of this

research, but it was included as a feature after an environment was developed in Lab-

VIEW to incorporated different cloud services. The vision system in the proposed

system serves as a safety feature and also provides information of the object to the

voice control system. This vision system uses Computer Vision API from Microsoft

Azure [39]. Considering the development of robots that can effectively perform tasks

such as cleaning tables, re-shelving books and grasping objects; the ability of robots

to recognize and clearly distinguish between different objects is one of the most im-

portant factors for the robot in order to work safely and independently [4]. Errors in

object recognition also raise safety concerns for the user. A vision system provides

an “eye” to a robot in order to understand the surrounding and act appropriately.

Millions of people upload digital images everyday and there are ongoing projects

to automatically classify images to specific categories as per the information in the

image. An artificial neural network based model could be trained using sets of images

that are required to be recognized by the system. Once again considering application

of BAH in the real world as described in section 1.2, microprocessors are limited in

processing power for applying real-time deep learning neural network models. So, the

same concept that was applied to get SR from cloud services is also used to get object

recognition from cloud services in LabVIEW.

1.4.1 Literature Review

Current approach of object recognition makes use of machine learning and ar-

tificial neural networks to categorize image content. A large number of image data

is modeled and categories using different classifiers [40]. To get knowledge about an

object model with a large learning capacity is required for millions of images trained.
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There is method provided for image recognition, where digital images are recognized

based on trained classifiers [41]. Training an image classifier required a collection of

small regions of the image that corresponds to the face of the image and determine

feature vectors for each image classifier. A subset of images is retrieved from the

image classifier based on the distance between feature vectors [41].

1.5 Scope of Study

This research focuses on the development of a Human-Robot Interaction modal-

ity which uses voice as an interacting medium between humans and robots. The de-

velopment of a vision system using CAS is also discussed which adds a safety feature

to the proposed system. A brief explanation on the advantages and applications on

using CAS for speech recognition over using traditional methods is described. The

concept of using cloud applications is demonstrated in this study by using cloud com-

puting services on a robotics platform. The Following is a detailed description of the

content in each chapter.

Chapter 1 provides an introduction to HRI, speech recognition, CAS, and object

recognition, along with examples and applications. Development of a BAH, soft-

ware and required hardware are also introduced. A brief literature and possible

methodologies for developing a speech recognition system is also described.

Chapter 2 discusses how an environment was developed in NI LabVIEW to inte-

grate the cloud applications for speech and object recognition using Microsoft’s

and Google’s Application Programming Interface (API). This chapter also dis-

cusses formating of the JSON result obtained from the API for further pro-

gramming purpose and also different language support that this API offers.

Two modes of controlling BAH named object grasping and individual finger
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control are discussed. It also demonstrates the algorithm developed to identify

the action and object information in voice commands and also access grasping

patterns of the object in a CSV file for object grasping task.

Chapter 3 discusses the methodology used to incorporate a vision system for safety

and used in parallel with the voice control system in detail using the CAS. It

also discusses the concept of using voice and vision system in parallel to each

other for a safe operating environment. Detail description of features offered by

Microsoft Vision API is also presented.

Chapter 4 discusses how the speech recognition system responded to voice com-

mands evaluated with the help of people speaking different English accents. It

also discusses the performance and assumptions of a object recognition system

using a set of different objects in the grasping workspace. Difficulties observed

in speech recognition and approach to avoid difficulties are also discussed. In

this chapter results of operating voice and vision system in parallel are also

discussed in brief.

Chapter 5 summarizes the research work performed on the development of voice

and vision system using CAS on a BAH. This chapter also discusses some of

the recommendations for future research.
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CHAPTER 2

Development of Speech Recognition System Using Cloud Application

Services

Parallel computing for processing voice commands in real-time is currently very

popular. Some commercial sources such as Amazon’s Elastic Compute Cloud [42],

Google’s Compute Engine [43], IBM Watson [44], and Microsoft Azure [39] provide

parallel computing in very affordable and efficient way. As discussed in section 1.3,

an approach of using CAS is considered for SR of voice commands. Therefore, an en-

vironment was developed in LabVIEW in order to interact with the cloud application

service APIs.

In this approach, the speech processing is performed using Microsoft Bing

Speech service on the Microsoft Azure server. On successfully analyzing the speech,

server returns a JSON (Java Script Object Notation) file with speech to text results.

This result is then deciphered in LabVIEW in order to use the text format of the result

provided by Microsoft Bing Speech API. Microsoft Bing Speech is a service provided

by Microsoft Azure, which is a cloud based intelligent service to get text recognition

of an audio file. This provides an easy way to create voice control based applications.

Figure 2.1 represents the flow process of developed voice control system. There are

two modes of interaction with BAH developed using voice commands, namely ob-

ject grasping and individual finger control. Figure A.1 represents the graphic user

interface of SR system developed in LabVIEW using CAS.

The objective of object grasping is to grasp objects with known grasping pattern

which are stored on a local database. This module recognizes which object to grasp
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Figure 2.1. Proposed system architecture for voice control of BAH Using CAS.

from an issued voice command and identifies the grasping pattern from the database.

Figure 2.2 represents different spherical and cylindrical objects which where used

for grasping analysis and creating grasping pattern database as part of research in

the MARS Lab. Certain action verbs such as pick, place, grab, and drop are used

to engage with the objects such as cylinders, spheres, bottles, apples, etc. A voice

command such as “pick up an apple” will identify the action to perform i.e. “pick”

and object to operate on i.e. “apple”.

Figure 2.2. Set of objects used for creating grasping pattern database.
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Whereas the objective of finger control modality is to control the position of

each finger individually using voice commands. An example of voice command for

this mode will be, “close index 27 degree”, which closes the index finger motor by 27

degrees. Figure 2.3 represents the graphical user interface of the finger control mode,

which shows changing values of the finger, issued command in tab “YOU SAID” at

the bottom, countdown timer for recording voice command and “Language” selection

in which the voice command is issued.

Figure 2.3. GUI for the finger control mode.

Figure 2.4. Process flow of getting SR using CAS.
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Figure 2.4 represents the flow process for obtaining SR from the Microsoft Bing

Speech API. Here, a voice command is recorded using a microphone within a specific

time period defined by the user and then saved to the local memory as a “.wav”

file format [45]. The audio is recorded in LabVIEW at a sampling rate of 22050 Hz

with 16 bits per sample. After recording, the program saves the recorded audio as a

physical file at the specified location on the local memory. The maximum length of

audio transcription to text allowed by the Microsoft Bing Speech service is 15 seconds.

The transcription to text of audio with content of more than 15 seconds is a paid

service from Bing Speech, so the audio recording time is restricted to 7 seconds (this

can be changed as required). For this research, a maximum of 15 seconds of audio

content is sufficient for recording voice commands.

Figure 2.5. Path followed to developed an environment in LabVIEW to incorporate
different APIs.

2.1 Microsoft Bing Speech API (Application Program Interface)

In order to develop a voice control system using SR services, a Python program

was developed to get SR of voice commands in LabVIEW using an add-on named

LabPython for integrating LabVIEW and python programming language [46]. This

program used IBM Watson speech-to-text service to receive SR of voice commands
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[44]. But as the control module for BAH was developed on NI LabVIEW, a single

software system was desired in order to avoid software conflicts in future. Figure 2.5

represents the path followed to develop an environment in LabVIEW that allows the

user to integrate different APIs with LabVIEW.

As presented in Figure 2.5, IBM Watson was used as SR engine before using

Microsoft Bing Speech as it requires a lower number of headers to make a successful

API call. But, IBM Watson is a paid service so using the same concept and more

headers, an environment was developed in LabVIEW to get SR from Microsoft Bing

Speech. To get access to Bing Speech API, one needs to create a Microsoft Azure

account and get an API key which is essential for the the package developed sent to

the API. An API key is most essential in order to use the API services. A POST

request method is used to send a web requests to the server, that accepts the data

encoded in the package of request message [47]. LabVIEW provides a helpful feature

of HTTP client in data communication toolbox, which allows the user to send web

requests to servers using functions such as GET, PUT, POST, and POST Multiple.

Figure 2.7 gives a description on POST and add Header SubVI used to make an API

call within LabVIEW.

Figure 2.6. Formating an API package for SR using headers and audio file.
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The Header SubVI is used to add appropriate request headers to the API pack-

age since they are required by the server, as shown in Figure 2.6. All the headers such

as the server host, content type encoded, content length, authorization key, transfer

encoding and content type for audio are required with the audio file in order to get SR

[45]. Values of certain headers remains constant for many users and only the API key

changes. The file location, where the audio file is physically present in the memory,

is added to POST Sub-VI with the URL of API server. Bing Speech Recognition

service allows SR in 29 different languages [48].

Figure 2.7. POST and add header SubVI in the LabVIEW.

2.2 Result in JSON format

The SR API returns a JSON (Java Script Object Notation) file as a result.

JSON (Java Script Object Notation) is an object notation format used for transmit-

ting data over the web that contains different data types such as numerics, strings,

arrays, etc. The JSON result has a stepped structure which contains different at-

tributes and values associated to the attribute. Bing Speech offers two formats of

results for SR based on the information provided in the web request. One format

is “Detailed” and another is “Simple” as shown in Figure 2.8. The simple format

contains recognition status and recognized text in the result, whereas the detailed
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format contains an attribute N-best, which incorporates an array of results based on

the confidence score as represented in Figure 2.8.

Figure 2.8. Types of result format offered by Bing Speech API, Simple(orange) and
Detailed(blue).

Considering the results from the simple format, the recognition status of audio

and conversion to text is show in the “RecognitionStatus” and “DisplayText” fields, as

presented in Figure 2.8. There is a sets of results expected in the “RecognitionStatus”
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Table 2.1. Various types of Recognition Status from the API results

Status Description
Success Recognition is Successful and Text is present

NoMatch Speech detected but no word from the target language
InitialSilenceTimeout Silence in audio and no content

field, as shown in Table 2.1 [49]. The “Offset” field shows the “offset” time in an audio

file and “duration” shows the length of an audio file.

As shown in Figure 2.8, detailed result format contains different sets of infor-

mation available in one recognition, such as confidence, N-best values, Lexical form,

Inverse Text Normalization (ITN), Masked ITN, and Display Text. Each of these

attributes in the JSON result are discussed in detail as follows.

The results of detailed format JSON file contains various elements like confi-

dence, which shows the confidence score calculated by confidence classifier, which

are the trained set of features developed by Microsoft. This confidence classifier dis-

criminates maximally between the correct and incorrect recognition [49]. In essence,

confidence score shows the accuracy of speech to text.

Lexical form shows the conversion of speech-to-text in lexical format if there is

any numeric quantity present in voice commands. For example, if a voice command

“pick up cylinder 7” is issued, it will return “pick up cylinder seven” in the lexical

form (if recognized correctly). It is useful if the user wants a different format of results

for further programming based on the text. One has to be cautious while using lexical

form of representation as profanity is not masked in this type.

Another type of result is ITN, which helps convert text from the canonical

form to numeric form. If a voice command “close middle finger thirty nine degrees”

is issued, ITN will return “close middle finger 39 degrees”. It is an inverse of text

23



normalization. Similar to the lexical form, ITN does not hide profanity in the result

text. But detailed format provides “Masked ITN”, which helps mask profanity in the

result text. At last the “Display” attribute in the JSON result adds a grammatical

sense to the sentence structure, such as punctuation and capitalizing first alphabet,

which helps in reading and understanding text correctly.

As mentioned in the discussion before, LabVIEW i3 JSON tool kit is used

to parse or decipher JSON result and get the content of results. Figure 2.9 gives

information on the JSON sub-VIs and the process to obtain the results from the JSON

file. The “Get Array” Sub-VI in LabVIEW will parse out any array in the JSON

file whereas sub-VI “Get Object Parameter” will parse out the values in the object

attribute. The object parameter can be a string, numeric, integer, etc. The final

output from the JSON VI is shown in string form and used for further programming.

Before parsing the JSON result, the program will check value for attribute

“RecognitionStatus”. If the value of “RecognitionStatus” is “Success” then only the

program will go further and parse the JSON result, otherwise it will return “SAY

COMMAND AGAIN”.

Figure 2.9. JSON Sub-VIs(left) and process flow to get display text(right) out from
the JSON file.
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2.3 String Search Algorithm for Action Verbs and Object Names in the Results

In order to successfully execute voice commands on the BAH, different action

verbs and object names were programmed to the system. A string search algorithm

was developed to identify any action verb or object name in the voice commands.

For example, if a voice command “Pick up cylinder 27” is issued this algorithm will

search for the action verb “Pick” and object name “cylinder 27” in order to search

for the grasping pattern of “cylinder 27” in the database.

Once the string is deciphered from the JSON result, all the alphabets of the

string are formated to lower case in order to make search string operation easy. The

string indicator on the front panel of VI it will display the original results. The

“match regular expression” function from the LabVIEW was used to perform a search

operation on result string.

Figure 2.10. Process flow to search for the action verbs and object names in the string
result.

As shown in Figure 2.10 seven action verbs are used for the search operation

and programming, namely pick, place, drop, grab, release, open, and close. There
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are also four object names used for searching, namely cylinder, sphere, apple, bottle.

Note that the user can add more objects in the database for recognition. After the

action verbs and object names are acquired from the search operation, a string is

concatenated to search for any object identifier such as a number in string result.

Identifiers depend on the object database and can vary according to the algorithm

objective.

2.4 Action Verbs Programming and Database Search for Grasping Pattern of Object

After acquiring action verbs from the search operation, a case structure is pro-

grammed in LabVIEW which activates different case based on action verbs present

in the voice command, as shown in Figure 2.11. For example if action verb “re-

lease” is identified, it will select the case structure “release”, as shown in Figure 2.11.

The same procedure is followed for all the other action verbs such as “pick”, “grab”,

“drop”, etc. The action verbs “release” and “drop” should release the object, action

verbs such as “grab” and “pick” should grasp the object. An array of 0 is passed for

action verbs “release” and “drop” since 0 is the motor angle that opens the fingers in

the hand. For action verbs such as “grab” and “pick”, a database search operation

for the object grasp pattern is performed, as presented in figure 2.11.

Figure 2.12 shows a part of the database (in CSV file format). Each column

has a specific name. The first column (Objects) is pulled out and a search operation

is performed for the object name in the voice command. Once the object name is

located, the rows following to that cell are acquired as an array and displayed as an

array. The grasping pattern values are then send to the myRIO to grasp the object

[21].

The database Sub-VI contains grasping patterns for different test objects used

in this research. Objects were named according to closest shape they resemble such
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Figure 2.11. Programming a case structure for all the action verbs.

as spheres and cylinders. For example cylinder 1, cylinder 2, sphere 1, sphere 2 and

so on [21]. Figure 2.13 represents the search operation performed to identify grasping

patterns from the CSV file.

Figure 2.12. Small portion of the CSV database.
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Figure 2.13. Indexing the values to perform a database search.

2.5 Individual Finger Control Module

As discussed in section 2 this mode of interaction with BAH controls the motion

of each finger individually. This mode follows the same SR algorithm described in

Figure 2.6. The SR results are obtained from the Microsoft Bing Speech API, but

processing varies from object grasping mode as the format of voice commands change.

Unlike commands for object grasping mode which include action verbs such as pick,

place, drop, and release, in this mode action verbs are open, close, and reset finger.

The output of this mode focuses on moving specific finger a specific amount in degrees.

An example of voice command for finger control would be “open middle finger 27

degrees” or “close ring finger 65 degrees”.

After acquiring the speech recognition result, a similar string search operation is

performed, as described in section 2.3, to acquire information the action to be perform

(finger to control and amount to operate). A number search in the text results will

identify any numeric quantity in the voice command. Figure 2.14 outline of process

used to search for specific string in the voice command.

A cascade case structure is programmed in a while loop using the action verbs

as a case control element. After the completion of each loop, the values for finger

angle are retained for the next occurring loop until a “stop” voice command is issued.
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Figure 2.14. Search process for the finger control mode.

There are two parameters that control two different case structures namely action verb

(open, close, reset) and finger identifier (thumb, index, middle, ring, pinky). Action

“open” executes the case structure to open the finger with an amount specified in the

voice command. It returns with voice instructions “Cannot open more” if the finger

is fully open. Similarly action “close” causes the finger to close a specified amount.

Whereas the action “reset”, all the motor angles for each finger are set to zero.

2.6 Additional Language Support and Language Translation

In this research, additional languages are evaluated for SR. The Bing Speech

API provides 29 additional language for expanding the workspace of the developed

system. It was chosen to evaluate the system using Spanish language. A translation

process from Spanish text into English was performed using another CAS, Google

Translate [50]. Figure 2.15 represents the process algorithm to get spoken language

translation to English language. In Figure 2.15 translation of a voice command issued

in Spanish “agarrar el cilindro veinte” to English language “grab cylinder veinte” is

shown. Once the voice command is successfully translated to English, the string

(text) follows the same search process as described in section 2.3. An approach of

using Spanish text and not translating to English can also be applied by performing

search of action verbs and object identifiers in Spanish. A database of objects grasping
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pattern in Spanish would be required in order to search grasping pattern of the object

in Spanish text.

Figure 2.15. LabVIEW GUI using the Google Translate API to translate from Span-
ish(left) to English(right).

Figure 2.16 is a block diagram representation of using Google Cloud Translate

API in the LabVIEW. This follows the same process as it required the use of Microsoft

Bing Speech in LabVIEW. Changes were made in adding headers to API package as

header requirement of Translate API differs from Speech API. The JSON result of

Google Translate API (presented in Figure 2.17) is then deciphered in LabVIEW.

Parsing the JSON result depends on the format in which the attributes are arranged

in one data structure.

30



Figure 2.16. Formating an API package for Google translate using all required head-
ers.

Figure 2.17. JSON result of a Google Translate API call.
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CHAPTER 3

Object Recognition as a Smart Safety Feature to the Voice Control

System

Once an environment was developed to incorporate different APIs in LabVIEW

and parsing the results obtained from APIs. An additional API from Microsoft i.e.

Computer Vision was incorporated in LabVIEW by using NI IMAQ. The MCV service

provides information on image that is sent to the server [51]. This proved as a helpful

feature once incorporated along with the voice control system. MCV allows us to get

information on object to be grasped that is present in the workspace. An assumption

was made while using this vision system, that all the images that are sent to the

server are taken in appropriate lighting on the object and object is appropriately

distinguishable in the image. The vision API performs analysis on the visual content

in the images and returns with information on the image in various forms such as tag,

description, adult face, categories, etc. The API offers recognition in various different

types and Table 3.1 shows types used for this research.

The vision system is used to verify whether the voice command is applicable

on BAH or not. Considering a scenario where a voice command is issued “pick

Table 3.1. Different Recognition type offered by MCV API

Type Description
Tag tag based on scenery and action

Categorize categorize based on visual features
Description generate description based on image content
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up an apple”, and there is a bottle in front of the BAH, then executing the voice

command and applying the grasping pattern of an apple to grasp the bottle, might

apply inappropriate force to the bottle. This situation can result in under grasping of

the object or apply more force then required and may result in damage to either the

BAH or bottle. So, it was important to have a system that can prevent happening of

this kind of disasters.

3.1 Capture Image to Local Memory

NI LabVIEW’s motion and vision toolbox is used to capture image within

LabVIEW and store it in the local memory [52]. Figure A.5 represents the user

interface for vision system with different type of recognitions that can be requested

from the MCV. While the program is running, preview of image is displayed in image

display box shown in figure A.5. Finally the result obtained from MCV API is shown

in Image Recognition box at the bottom of figure A.5.

Logitech HD 720p camera is used to take pictures of object in workspace to be

grasped by the BAH. NI IMAQ is used to interface LabVIEW with external camera to

take pictures of the objects. A while loop helps the program running until a boolean

is pressed which simultaneously take picture and stop the while loop after saving the

image to the local memory. The image stored in the local memory is then send to

the Microsoft Vision API server for recognition. The challenge here was to take the

picture of the object and save it to the local memory with different names every time,

because in some cases LabVIEW might not have permission to overwrite the new

picture file with the previous one. So, a time stamp is used with the file name that

changes file name to that present time and it can be saved automatically.
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3.2 Creating API Package for Microsoft Computer Vision API

There are some sets of prerequisites, for the images that are sent to the server,

specified by Microsoft which are to be fulfilled before requesting the object recognition

service. The API supports image in four formats namely JPEG, PNG, GIF and BMP

with size less than 4 MB (Megabyte). The image dimensions should not exceed 50 x

50 pixels. The HTTP POST call is used in LabVIEW using web toolbox to send web

requests to the Microsoft server as a package that includes image file and required

headers for image recognition. The file location of captured image is attached to the

web request to sent it to the API. The results of this POST web requests sent to the

server are received in a JSON format. Requesting results from the Microsoft Vision

API service using HTTP POST call follows the same structure as shown in Figure

2.6. An API subscription key issued from Microsoft Azure portal is required in order

to complete this web requests. Getting the results out of the JSON format follows

same programming structure as described in SR system development section 2.2.

All the recognition types offered by the Microsoft Vision API has different at-

tributes in the JSON data structure. Figure 3.2 represents the JSON result requested

to the server for recognition type “Description”. Figure 3.2 shows the recognition re-

sults that includes “description”, “captions”, and “metadata” for the image 3.1. An

image caption of “a man in glasses looking at camera” is returned as a result for the

image 3.1 as shown in figure 3.2.
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Figure 3.1. Image sent for recognition to the API with obtained result as 3.2.

3.3 Voice and Vision System in Parallel

The speech and object recognition system developed using Microsoft CAS can

be used in parallel with the vision system, to verify that the voice command issued

for grasping the objects are appropriate and applicable. So, an environment was

developed in LabVIEW that uses both the speech and object recognition service

from Microsoft and compare the results obtained from both the services in order to

further execute the voice commands. Once the recognitions obtained is deciphered in

LabVIEW, the system identifies the object name present in both the speech and object

recognition results. After getting the object information from both the recognitions,

this system will compare the results to check whether the object information has

a match or not. If there is a conflict in the information of object from both the

recognition results, then the system will not execute the voice command. This feature

of object recognition allow the user to avoid damage to either the objects or BAH

because of in appropriate grasping.

Figure 3.3 represents the graphic user interface of voice and vision system run-

ning in parallel. The SR is performed on the left part of figure 3.3 in preferred

language and the object recognition of the image is performed on the right. The

“Object Result” tab on the top left of figure 3.3 represents the object information
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after comparing the results obtained from both the systems, that whether there is a

conflict or not. Whereas the “Output” tab on the top right of figure 3.3 provides de-

scription on the final result. If there is no conflict in the object information obtained

from speech and object recognition, then the system will proceed further and identify

grasping pattern for the object from the database.

Figure 3.4 represents the result of a match in the object information from speech

and object recognition. The “Object Result” tab gives information that the object is

an “Apple” and the “Output” tab describes that “This is apple” and at the extreme

right of the figure 3.4 the grasping pattern for apple is retrieved from the database.

But, In case of conflict in object information between speech and object recognition

as shown in figure 3.5 the system will show “conflict” in “Object Result” tab and

description of actual object present in the workspace in “Output” tab. In the case of

conflict, the voice command “pick up orange” was issued even though there was an

apple present in the workspace. But the vision system identified the object correctly

and restricted the system to get grasping pattern of orange as represented in the

figure 3.5.

The vision system also adds one more feature of providing information of the

object to the voice control system. In this scenario, if an voice command “pick up

object” is issued, with no information on object as shown in figure 3.6. The vision

system will provide the information by identifying the object and will also search

for the grasping pattern of that object in the database. Figure 3.6 exemplifies the

concept where vision system identifies an “apple” in the workspace and then the

search algorithm identifies the grasping pattern of “apple” from the database.
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In combined, the voice and vision system will first search for object information

in the voice command, if it identifies the object information in the voice command then

it will compare this information with the information provided by the vision system

and generate a result. But, if the system does not identify the object information in

the voice commands, then the vision system will provide the information and execute

the task. In this way the vision system serves two purposes, that are safety and

providing information whenever its needed. This makes the combined system (voice

and vision) more safer to operate and smarter to react.
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Figure 3.2. JSON result for recognition type “Description” and for image 3.1.
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Figure 3.3. GUI of Voice and Vision System in parallel.

Figure 3.4. Match in the results of speech and object recognition.
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Figure 3.5. Conflict in the results of speech and object recognition.

Figure 3.6. Results of the object information provided from the vision system.
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CHAPTER 4

Results and Discussion

In this chapter, the results from the proposed experiments of the developed

system will be discussed.

4.1 Speech Recognition Evaluation Results

4.1.1 Speech Recognition Evaluation in English

In this research, the SR of the voice commands was performed using CAS

(Microsoft Bing Speech from Microsoft Azure). As mentioned earlier in section 2.1

the Bing Speech API allows the user to remotely perform SR using Microsoft Servers

and acquire the result in textual format. In order to verify that the system recognizes

voice commands within the workspace of this research, the performance was evaluated

with 8 commands that included a combination of different action verbs, object names

and object identifiers. Figure 4.1 represents the format of test performed with the

help ten individuals that have different English speaking accents. All the individuals

were asked to issue each voice command twice, which results in set of 16 commands

issued per person. An accuracy out of 100 for each command was tabulated as shown

in Table 4.1. For recording an audio in LabVIEW, a Snowball microphone from Blue

was used for recording audio.

In the SR evaluation likert scale, “Accurate (100)” was chosen if the recognized

the spoken word correctly. If the SR recognizes even a single spoken word (out of the

entire command) incorrectly, then the test would be scored as “Partial (50)”. The
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Figure 4.1. Likert scale based sheet developed for SR evaluation.

score of “Failed (0)” was chosen if the system did not recognizes the command.

From the results in Table 4.1, it was concluded that the system responds to the

defined action verbs and object names expected for recognition. However, some diffi-

culties were encountered in recognition of words such as “sphere” and “thumb”. After

further evaluating, it was assumed that this difficulty was because of the rhyming na-

Table 4.1. SR evaluation results performed in English

Sr No. Command Accuracy (of 100)
1 Pick up cylinder 23 87.5
2 Place a green apple 95
3 Hold a coke can 97.5
4 Grab phone and call mom 90
5 Open ring finger 37 degrees 95.8
6 Close index finger 64 percent 90
7 Release all fingers 90
8 Pick up sphere 7 57.5
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ture of the words, but this difficulty in recognition was not persistent. There were

occasions where these rhyming words were recognized correctly. Because of this dif-

ficulty, the accuracy of voice command 8 in Table 4.1 is less compared to the other

voice commands since it contains the word “sphere”. During SR evaluation, in many

occasions the word “sphere” lead to incorrect recognition of other words such as

“spear”, “fear”, and “spare” as presented in Figure 4.2. In order to address this issue

of incorrect recognition an algorithm was developed that converts these 3 incorrect

recognitions into the correct word “sphere”. This same procedure was developed for

the word “thumb” as well. But, this would create complications in future if someone

wants to explicitly use the words “spare”, “spear”, and “fear”. To further address this

issue, it was found that the Microsoft Bing Speech API uses its own Language Under-

standing Intelligent Service (LUIS) to identify the intent of the voice command issued

[53]. The LUIS helps focus the context of the spoken command, which addresses any

words with rhyming nature.

In the case of recognizing the word “sphere”, if a command “Pick up round

sphere 7” is issued, LUIS would interpret the voice command correctly. The word

“round” helps recognize the word “sphere” since the context of both words belong to

a same group (say mathematics). This same approach of using a word with context

helped in recognizing word “thumb” correctly. By issuing the voice command as

“Open thumb finger 54 percent”, it was observed that the extra word “finger” gave

an appropriate context to the sentence, hand helped recognize “thumb” correctly.

The SR system also encountered difficulties while recognizing voice command

that was issued with a fast pace. Some incorrect recognition were obtained at some

occasions when the voice command was issued with fast pace and inappropriate pace

between two different words. Table 4.2 displays the results of incorrect SR due to

improper pause between two distinct words. Expected recognition of the voice com-
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Figure 4.2. Results of incorrect Recognition of words with rhyming nature.

Table 4.2. Incorrect SR due to improper pace between two distinct words in the voice
command

Command Recognition
Grab phone gramophone

Coke can call ken/cocaine
Pen cup pankop

mands were obtained when the voice commands were issued while providing an ap-

propriate pause between two distinct words.

Although the SR system was capable of recognizing words that were used in

workspace, the system was evaluated by issuing some ubiquitous words. An evalu-

ation, consisting in 12 ubiquitous words that are used to grasp different objects in

daily life, was performed on the system. Eight individuals were asked to issue these

commands, 3 times each. This resulted in a set of 24 tests for each word and the

accuracy was calculated out of 100 as shown in Figure 4.3.
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Table 4.3. SR for ubiquitous words from daily life grasping task

Sr No. Words Accuracy (of 100)
1 apple 100
2 orange 100
3 pen 75
4 cup 96
5 glass 92
6 mobile 100
7 cellphone 100
8 laptop 100
9 notebook 100
10 pencil 100
11 earphones 71
12 keys 96

4.1.2 Speech Recognition Evaluation in Spanish

As mentioned earlier, the SR service from Microsoft provides language support

for 29 different languages. To ensure that the developed system in LabVIEW is

capable of expanding in different languages, a evaluation was developed with Spanish

voice commands. Three individuals with Spanish speaking background were asked to

issue this 8 commands, each person twice, as presented in Table 4.4.

The results of SR evaluation in Spanish came out as it was expected with good

recognition accuracy. This ensured that this system is capable of incorporating dif-

ferent languages provided by Microsoft Bing Speech. All 3 SR evaluations performed

ensured that the developed system in LabVIEW using CAS responds well to the voice

commands that could be used in the workspace of controlling the BAH.
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Table 4.4. SR evaluation results performed in Spanish

Sr No. Command Accuracy (of 100)
1 recoger el cilindro veinte 100
2 lanzamiento del cilindro veinte 100
3 agarrar el cilindro veinte 100
4 colocar el cilindro veinte 100
5 dedo anular abierto veintisiete grados 100
6 cerrar el dedo indice veinticuatro por ciento 100
7 suelta todos los dedos 100
8 recoger la esfera siete 83.3

4.2 Object Recognition Evaluation Results

The object recognition feature was evaluated to verify that the MCV provides

information on various objects. In this object recognition evaluation, it was assumed

that there is appropriate lighting while taking picture of the workspace and that the

camera is focusing on the object only. Some of the object recognitions are shown

in Figures 4.3 and 4.4. In all the recognition that the MCV system performed, it

recognized the objects in the workspace as shown in Figures 4.3 and 4.4.

4.3 Evaluation of Voice and Vision System in Parallel

A test was also performed to check the credibility of the dual algorithm de-

veloped to compare the results of voice and vision system in order to avoid damage

because of inappropriate grasping. Figure 4.5 represents the results of the voice com-

mand “pick up a water bottle” issued with the intention to grasp an apple in the

workspace. The system did not executed the grasping pattern of the bottle to grasp

an apple as it was expected. The system which was developed to use voice and vision

in parallel with improved safety, responded consistently when more tests were per-
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Figure 4.3. Object Recognition results using objects that grasped daily.

form with different objects such as an orange, apple, and bottle. This system allows

the user to expand the database in term of including more objects.

As mentioned earlier, a vision system also serves the purpose of providing object

identification if there is no object information present in the voice command. This was

also verified by issuing a voice command “pick up an object” as shown in Figure 3.6.

Although there is no object information in the voice command “pick up n object”,

the algorithm developed then provided the object information and also retrieved

the grasping pattern of object. The developed algorithm responded consistently for

different objects also such as orange and bottle.
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Figure 4.4. Object Recognition results using objects that grasped daily.

Figure 4.5. Results of conflict while using voice and vision system in parallel.
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CHAPTER 5

Conclusions and Recommendations for Future Research

5.1 Conclusions

A research platform was successfully developed to investigate HRI on a BAH

using voice commands. The system developed in LabVIEW using cloud services, cur-

rently has the ability to recognize 29 different languages and translate more than 100

different languages. This developed environment in LabVIEW is capable of incorpo-

rating different APIs, which makes the system expandable. The goal of this research

was to develop a voice control environment with the assistance of vision system for

improving safety in HRI.

An additional feature of object recognition is also investigated along with the

SR module, in order to provide a safe operating environment. The programming

software LabVIEW, handles all the processing including creating an API package,

making a HTTP POST call to the API, displaying the results from the JSON file,

and performing string (text) search operations. Both speech and object recognition

is performed on the Microsoft Azure server.

A string search algorithm was also developed which uses the returned string to

identify the desired action to perform, object information and identifier for objects

(number, color) in the voice commands after the speech recognition is performed. Two

modes of interacting with the BAH were developed, namely issuing voice commands

for grasping task and controlling individual finger position. As voice commands for

both the modes of interaction differ in terms of sentence structure, so the search

algorithm for both modes was developed separately.
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The results from speech and object recognition are returned from the Microsoft

server in a JSON format. Therefore, a JSON deciphering algorithm was developed

to acquire results from the JSON file for further programming. The JSON result

includes a collection of name/value pairs and an array of values, so an algorithm was

developed so that the user can opt between different recognitions provided by the

cloud services.

Grasping of different objects was successfully performed, first using only the

voice control system and then with both the voice control and vision system in parallel.

A test was perform where the issued voice command conflicted with the workspace

environment. In this case, the vision system was capable of returning a warning to

the user and more importantly, not following through with the mechanical activation

of the fingers of the BAH.

5.2 Recommendations for Future Research

Even though recognizing rhyming words is addressed using an extra set of word

to provide context to the voice command, an ANN model specifically for rhyming

words is recommended in order to address incorrect recognition. It is also recom-

mended to expand the object database, by including additional object terms instead

of the limited database of cylinders and spheres.

For this research, it was assumed that using the BAH for grasping objects would

be performed at a uniform relative height to each other. The development of a vision

system can provide information on the position of the object with respect to BAH.

This can further improve grasping in scenarios when the objects are not at a optimal

location to be grasped.

As mentioned earlier that the speech recognition from Microsoft can incorporate

29 different languages, a database in different languages is required to be developed,
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to dynamically perform a search operation and identify the spoken language. A

person with background of different languages could help in incorporating translation

of different languages.

A custom vision system based on Microsoft Computer Vision is recommended

to be developed. A custom deep learning model based on images of objects can

be trained on the Microsoft server in order to acquire higher accuracy in object

recognition.
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APPENDIX A
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Figure A.1. GUI for speech recognition using cloud services with different language
support.
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Figure A.2. Voice Algorithm Flow Process [2].

Figure A.3. System Architecture of offline phase proposed in [4].
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Figure A.4. System Architecture of online phased proposed in [4].

Figure A.5. Graphics interface for object recognition system using Microsoft Com-
puter Vision API.
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