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ABSTRACT

COMMUNICATION-COGNIZANT CONTROL OF MICROGRIDS

SHANKAR ABHINAV, Ph.D.

The University of Texas at Arlington, 2017

Supervising Professor: Ali Davoudi

The increased integration of power electronic devices, advanced software-based con-

trollers, and communication networks has transformed the microgrid from a simple phys-

ical system into a cyber-physical system. In this work, advanced distributed control al-

gorithms and communication network are leveraged to provide a robust control structure

for AC and DC microgrids. Introduction of distributed control and communication net-

works in microgrids presents its own unique challenges, which has not been considered in

existing literature. A noise-resilient distributed controller is proposed for synchronization

of frequency and voltage in AC microgrids. Synchronization in AC microgrids is cast as

an optimization problem, and solved using Alternating Direction Method of Multipliers to

provide a robust distributed controller. An attack resilient controller is also proposed for

AC and DC microgrids, which utilizes trust-based evaluation of neighbors to detect and

mitigate attacks on communication links, sensors, actuators, and controller (hijacking).

A containment based voltage regulator and consensus based load sharing regulator is also

studied, to achieve voltage regulation within a bound and proportional load sharing in a DC

microgrid. Extensive model based simulation for AC microgrid and Hardware-in-the-Loop

verification for DC microgrid have been carried out to study the proposed controllers.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Power distribution systems are undergoing vast transformation, due to a shift in

generation techniques, consumption requirements, and availability of advanced control

paradigms. Integration of renewable energy sources, electronic loads, storage devices, and

electrified transportation warrants the use of power electronic intensive microgrids [1, 2].

These microgrids must have the capability to operate independently of the main grid.

Control hierarchy of power-electronic intensive AC and DC microgrids [3,4] consists

of three levels of control primary, secondary, and tertiary. This control hierarchy is inher-

ited from the control architecture of the legacy grid. The primary control maintains the

inverter/converter output voltage (and frequency in AC microgrids), usually through droop

mechanisms [3, 4]. The secondary control provides the set-points for droop controllers [5]

in the primary layer, to enforce synchronization of voltage (and frequency in AC micro-

grids). The tertiary controller provides the optimal set-point for the secondary controller

by solving market related problems, such as the optimal power flow [6].

Conventionally centralized control has been used for secondary control in micro-

grids [7, 8]. Recent work in secondary control of microgrids has focused on distributed

control [5, 9–19] to improve reliability. These distributed control paradigms intensively

use communication to achieve the global objective of control and stability. Communica-

tion in practice always has noise, especially in the harsh operating conditions of power

networks [20, 21]. The existing secondary distributed control paradigms in microgrid have

assumed an ideal, noise-free communication. The secondary control objective of synchro-
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nization using the existing distributed control protocols [5,13–19], in the presence of noise

cannot be guaranteed [22].

Power distribution networks have always been a target for cyber attack, incidents

such as the Maroochy breach of control [23] and StuxNET worm attack on a nuclear en-

richment facility [24] have well established the vulnerability of the legacy grid. Distributed

control increases reliability of the microgrid due to the absence of a single point of fail-

ure. However, given the absence of a central controller to monitor the entire system, such

distributed solutions are susceptible to cyber attacks, where an attacker can corrupt the in-

formation exchanged by targeting the controller, communication network, or hijacking the

local control. Corrupt data in the system may lead to loss of secondary control regulation

and cause instability across the network. In power systems existing research is centered

around attack detection [25–30]. Attack detection and mitigation techniques are required

that can prevent the attack on one part of the microgrid from causing instability across the

network.

1.2 Outline

In this dissertation, distributed control algorithms and communication network are

leveraged to provide a robust and resilient control structure for AC and DC microgrids.

The dissertation is organized as follows:

1.2.1 Chapter 2: Distributed Noise-Resilient Synchrony of active distribution systems

1.2.1.1 Description

This chapter presents a journal paper accepted for publication in IEEE Transactions

on Smart Grid. It proposes a distributed noise resilient control paradigm for voltage and

frequency synchronization in inverter-based AC microgrids. Effect of noise in communi-
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cation links between inverters on the synchronization process is studied. Distributed least

mean-square is used to estimate the reference set point for secondary control. The proposed

solution is evaluated using a modified IEEE 34-bus feeder system. An upper bound for the

noise-induced deviation is analytically obtained and verified against the simulation results.

1.2.1.2 Individual Contribution

The author was the principal architect of the endeavor. The author identified the

problem, theorized the solution, and executed the solution. Dr. Davoudi supervised the

work and was involved from conceptualization to execution. Dr. Schizas provided in-

sight into distributed estimation techniques and provided valuable input regarding the error

bound derivation. Dr. Lewis provided valuable expertise regarding the distributed control

formulation.

1.2.2 Chapter 3: Optimization-based AC microgrid synchronization

1.2.2.1 Description

This chapter presents a journal paper accepted for publication in IEEE Transactions

on Industrial Informatics. The secondary control synchronization in inverter-based AC

microgrids is cast as an optimization problem solved using Alternating Direction Method of

Multipliers. The control and estimation problem are solved simultaneously. The proposed

solution is evaluated using a modified IEEE 34-bus feeder system. An upper bound for the

noise-induced deviation is analytically obtained and verified against the simulation results.

1.2.2.2 Individual Contribution

The author identified an avenue for a simplified distributed controller that solves an

optimization problem. The author theorized an optimization based secondary controller
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using Alternating Direction Method of Multipliers and executed the solution. Dr. Davoudi

supervised the work and was involved from conceptualization to execution. Dr. Schizas

provided insight into distributed estimation techniques and helped derive the error bound.

Dr. Feresse provided valuable feedback and expertise regarding mean square error mini-

mization in multi-agent systems.

1.2.3 Chapter 4: Synchrony in networked microgrids under attacks

1.2.3.1 Description

This chapter presents a journal paper accepted for publication in IEEE Transactions

on Smart Grid. It proposes an attack-resilient distributed control for synchronization of

inverter-based AC microgrids, by using an observed based control approach. A trust-based

control protocol to mitigate attacks on communication links and hijacking of controllers is

explored. The proposed solution is evaluated using a modified IEEE 34-bus feeder system.

1.2.3.2 Individual Contribution

The author conceptualized the problem, theorized the solution, and executed the so-

lution. Dr. Davoudi supervised the work and was involved from conceptualization to ex-

ecution. Dr. Modares provided insight into resilient distributed control of multi-agent

systems, and provided valuable input regarding the proofs required to show vulnerability

of distributed controllers to attack. Dr. Lewis provided valuable expertise regarding the

distributed control formulation. Dr. Feresse provided valuable feedback and reviewed the

work in detail during a presentation.
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1.2.4 Chapter 4: Resilient cooperative control of DC microgrids

1.2.4.1 Description

This chapter presents a trust-based cooperative current sharing controller, that can

mitigate adverse effects of attacks on communication links and hijacking controllers. The

proposed controller is able to distinguish between attacks and change in loading conditions

occurring naturally. The proposed solution is evaluated using Hardware in the Loop setup

under different types of attack.

1.2.4.2 Individual Contribution

The author conceptualized the problem, theorized the solution, and executed the so-

lution. Dr. Davoudi supervised the work and was involved from conceptualization to ex-

ecution. Dr. Modares provided insight into resilient distributed control of multi-agent

systems.

1.2.5 Chapter 5: Containment-based distributed control of DC microgrids

1.2.5.1 Description

This chapter presents a trust-based cooperative current sharing controller, that can

mitigate adverse effects of attacks on communication links and hijacking controllers. The

proposed controller is able to distinguish between attacks and change in loading conditions

occurring naturally. The proposed solution is evaluated using Hardware in the Loop setup

under different types of attack.
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1.2.5.2 Individual Contribution

The author conceptualized the problem, theorized the solution, and executed the so-

lution. Dr. Davoudi supervised the work and was involved from conceptualization to exe-

cution.
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CHAPTER 2

DISTRIBUTED NOISE-RESILIENT NETWORKED SYNCHRONY OF ACTIVE

DISTRIBUTION SYSTEMS1

Authors: S. Abhinav, I. D. Schizas, F. Lewis, and A. Davoudi.

Reprinted, with permission from all the co-authors.

Journal: IEEE Transactions on Smart Grid (in press),

DOI: 10.1109/TSG.2016.2569602

1Used with permission of the publisher, 2017. In reference to IEEE copyrighted material which
is used with permission in this thesis, the IEEE does not endorse any of the University of Texas
at Arlington’s (UTA) products or services. Internal or personal use of this material is permit-
ted. If interested in reprinting/republishing IEEE copyrighted material for advertising or promo-
tional purposes or for creating new collective works for resale or redistribution, please go to http :
//www.ieee.org/publicationsstandards/publications/rights/rightslink.html to learn how to obtain
a License from RightsLink.
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Abstract

This paper proposes a distributed noise resilient control technique for voltage and fre-

quency synchronization in inverter-based AC microgrids. Existing cooperative control tech-

niques assume ideal communication among inverters. The effect of additive noise in com-

munication links among inverters, and between the reference signal and inverters, on the

synchronization process, is studied. Distributed least mean-square solutions estimate the

reference set points, and a local least mean-square algorithm estimates neighboring inverter

frequencies and voltages. The efficacy of the proposed solution, for an islanded microgrid

test system under the additive noise in reference communication links and links connecting

neighboring inverters, is evaluated for a modified IEEE 34-bus feeder system. An upper bound

for the noise-induced deviation in the consensus parameter is analytically derived and verified

by the simulated testbed.
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secondary control.

NOMENCLATURE

A Adjacency matrix of the communication graph.

L Laplacian matrix of the communication graph.

gi Pinning gain associate with inverter i.

G Diagonal matrix of pinning gains.

xi State vector for dynamics of inverter i.

ωi Output frequency of inverter i.

Vi Output voltage of inverter i.

ωref Reference frequency.

vref Reference voltage.

ωni Frequency set point in droop control of inverter i.

Vni Voltage set point in droop control of inverter i.

evi Voltage error term in cooperative secondary control for inverter i.

eωi
Voltage error term in cooperative secondary control for inverter i.

rref i Noise in link between reference and inverter i.

rij Noise in link between inverter i and inverter j.

ω̄ref,i Local estimate of reference frequency at inverter i.

ω̄j Local estimate of inverter j frequency at inverter i.

Ri Noise parameter associated with the communication links in between in-

verters.

Ro Noise parameter associated with the communication links between invert-

ers and the reference.

σ2 Noise variance.
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Noise 
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Fig. 1. Incorporating communication noise in distributed control of AC microgrids: a) Multi-inverter AC microgrids;
b) Graphical representation of information exchange among inverters.

I. INTRODUCTION

Autonomous inverter-interfaced AC microgrids are finite-inertia power systems that

are islanded (isolated) from the main grid. In a microgrid control hierarchy [1]–[3], the

primary control maintains the inverter output voltage and frequency, usually through

droop mechanisms at each inverter. The secondary control ensures synchrony of voltage

and frequency variables among inverters by setting the set points for the primary control.

The conventional centralized secondary control [4]–[6] requires point-to-point com-

munication, exposes a single point-of-failure, and increases complexity. Alternatively,

distributed control strategies are inspired by spatially-dispersed microgrids, and utilize

a sparse communication network to exchange information among inverters [7]–[11], as

seen in Fig. 1.

Existing distributed control paradigms assume an ideal, noise-free communication

among inverters. In practice, the communication channels will be corrupted by addi-
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tive noise [12]. For example, in wireless communications, an additive noise will be

generated in the receiver front end and surrounding noise picked up by the antenna.

Environmental causes, e.g., rain, can also introduce noise in to communication channels.

The additive noise associated with electronic components and amplifiers at the receiver

end is classified as thermal noise and statistically modeled as Gaussian in nature [12].

Without loss of generality, in this paper, noise is considered to be zero mean white

Gaussian. Consensus on the desired set point is not warranted in the presence of noise

[13]. Noise could especially disrupt the frequency synchronization. Given the nominal

threshold of ˘ 0.05 Hz on frequency deviation [14], small deviation can adversely affect

the sensitive electronics loads, while larger deviations can lead to circulating currents

and, can potentially, destabilize the microgrid.

The effect of noise and distributed estimators for a noisy multi-agent system have

been studied in [15], [16]. ADMM is an iterative algorithm to solve convex minimization

problems that combines decomposability of dual descent with the faster convergence

property of the method of multipliers. The distributed least mean-squares algorithm

(DLMS) method is adopted in this paper in contrast to other distributed estimation

approaches [17], [18], as it offers robustness and fast convergence rates, and relies on

a single-hop communication among agents [19], [20]. The initial work of the authors

in [21] had considered the communication noise only in the reference signal linked to

the leader inverter (i.e., the pinned reference link). This paper generalizes the concept

and considers additive communication noise in all the communication links among

all inverters. The effect of additive communication noise is reduced by incorporating a

distributed estimation technique in secondary cooperative control. It uses the same com-

munication topology employed in the cooperative control for decentralized estimation

in the presence of noisy data. The DLMS algorithm is used to estimate the reference

set points, and a local LMS algorithm estimates the neighboring inverter frequency and
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voltage.

This paper is organized as follows. Section II provides preliminaries of graph theory.

Cooperative control of inverter-based microgrid are presented in Section III. In Section

IV, a distributed scheme estimates the reference and neighbor’s signals corrupted with an

additive noise. An upper bound on the noise-induced deviation from the consensus value

is obtained in section V. Case studies, using a 34-bus IEEE feeder network augmented

with six inverters, are presented in Section VI. The conclusion is drawn in Section VII.

II. PRELIMINARY OF GRAPH THEORY

The communication network among inverters 1, 2...N is represented by a graph Gr “
pO,Eq, as shown in Fig. 1(b). O “ to1, o2, ..., onu is a set of n nodes or vertices

corresponding to each inverter. E is a set of edges or arcs, where each edge from oi to

oj is denoted by poi, ojq. Ni is the set of inverters providing information to inverter i,

also referred to as its neighbors. The graph can be represented by an adjacency matrix

A “ raijs, with weights aij ą 0 if poi, ojqεE, otherwise aij “ 0. The diagonal in-degree

matrix is defined as D “ diagtNiu.
The graph Laplacian matrix, L “ D ´ A, includes distributed system properties,

e.g., the convergence rate. A path from node i to node j is a sequence of edges

poi, okq, pok, olq, ..., pom, ojq. A graph is said to have a spanning tree, if there is a root

node with a path from that node to every other node in the graph. If a graph has a

spanning tree which implies that the communication graph is connected, the Laplacian

matrix eigenvalue λ1 “ 0 is a simple eigenvalue [22]. The solution to Lω “ 0 can be

written as ω “ c1, where c is a constant. Thus, synchronization is guaranteed as long

as the communication graph has a spanning tree.

A leader node can be connected to some nodes (at least to one root node) by

unidirectional edges. The nodes connected to the leader node and the corresponding

connecting edges are called pinned nodes and pinning edges, respectively. A gain is
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assigned to each pinning edge, e.g., gi is the pinning gain from the leader to the node i.

The pinning gain is zero for an unpinned node. The pinning gain matrix is G “ diagtgiu.

III. COOPERATIVE CONTROL OF AC MICROGRIDS

A. Dynamic Modeling of Inverters

In this section, the nonlinear large-signal inverter model is explored. Moreover, pre-

liminaries of cooperative control strategy for the secondary control of AC microgrids is

presented, assuming ideal communication among inverters. This drawback is addressed

in the next section. Figure 2 shows the block diagram of inverter-based AC microgrids.

The dynamics of DC bus voltage and switching harmonics are usually neglected [23],

[24]. The large-signal dynamical model of an inverter, with internal control loops, is

adopted from [24] $
’&
’%

dxi
dt

“ fipxiq ` gpxiqui

yi “ hipxiq
, (1)

where the state vector is

xi “ rδi, Pi, Qi, φdi, φqi, γdi, γqi, ildi, ilqi, vodi, voqi, iodi, ioqis . (2)

The reference frame of one inverter is considered as the common reference frame

ωcom. The angle of other inverters, ω, is found from

dδi
dt
“ ω ´ ωcom. (3)

The inductive load dynamics are modeled as

$
&
%

diload,d
dt

“ ´Rload

Lload
iload,d ` ωiload,q ` 1

Lload
vbd

diload,q
dt

“ ´Rload

Lload
iload,q ´ ωiload,d ` 1

Lload
vbq

. (4)
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Fig. 2. Cooperative control of inverter-based microgrids.

The equations (1)-(3) represent the dynamic modeling of the inverter and inductive

loads used for analysis and simulation purposes.

B. Cooperative Control of AC Microgrids

Decentralized droop techniques are conventionally employed for the primary control

assuming inductive power distribution networks

$
&
%

ωi “ ωni ´mpiPi

vmag,i “ Vni ´ nqiQi

, (5)

where vmag,i and ωi are the reference voltage and frequency provided for the internal

control loops. ωni and Vni are the set points for the primary control in (5). Pi and Qi

are the inverters’ active and reactive powers. mpi and nqi are the droop coefficients

evaluated based on the inverter ratings.
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The secondary control provides ωni and Vni in (5), to synchronize the terminal

voltages and frequencies of each inverter to the reference values. This can be achieved

by each inverter exchanging data only with its neighbors on a communication graph.

The voltage error term is obtained by cooperation among inverters based on [9], [24]

to update Vni

eviptq “
ÿ

jPNi

pviptq ´ vjptqq ` gi pviptq ´ vrefq , (6)

where vi and vj are the voltages of the inverters i and j, neighboring on the graph. To

ensure consensus, some inverters are pinned with reference values. The pinning gain

gi ě 0 is the weight of the edge connecting inverter i with the reference vref . Likewise,

the cooperative frequency control law to update ωni based on [9], [24] is

eωi
ptq “

ÿ

jPNi

pωiptq ´ ωjptqq ` gi pωiptq ´ ωrefq , (7)

where ωi and ωj are the frequencies of inverters i and j on the graph. The pinning

gain is non-zero for the inverters connected to the reference frequency ωref . The overall

block diagram of the distributed cooperative control is shown in Fig. 2. This cooperative

secondary control ensures synchronization of inverter frequencies and output voltages

to the reference set points, but assumes ideal communication and neglects the inevitable

presence of noise in the communication channels.

IV. DISTRIBUTED NOISE REDUCTION

In this section, a fully distributed approach is proposed to estimate parameters com-

municated for the secondary control between the neighboring inverters, as well as the

pinned inverters and the reference signals.
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Fig. 3. Probability distribution function of noise (white gaussian).

A. Communication Noise

The pinning and communication links among inverters are assumed to be corrupted

by noise that is zero-mean Gaussian. The probability distribution function of this noise

signal with variance σ2 is shown in Fig. 3 and given by

ppnoiseq “ 1?
2πσ2

exp

ˆ
´noise

2

2σ2

˙
. (8)

The proposed algorithm is general and not restricted by the noise type. However, to

streamline the analytics, the noise is considered to be zero-mean. Otherwise, methods

such as sample averaging [25] can render the noise zero mean. The links between the

pinned inverter i and the leader node has a zero-mean additive noise rref iptq, with a

covariance Cro :“ Errref,iptqrref,iptqT s, received at inverter i. The corrupted reference

frequency and voltage signals for the pinned inverters are

$
&
%

ωref,iptq “ ωref ` rref,iptq
vref,iptq “ vref ` rref,iptq.

(9)

The communication links among inverters have a zero-mean additive noise rijptq,
with a covariance Crij :“ ErrijptqrijptqT s, received at the inverter j from the inverter

i. The corrupted reference frequency and voltage signals are

19



$
&
%

ωijptq “ ωi ` rijptq
vijptq “ vi ` rijptq.

(10)

B. Signal Estimation Under Noisy Communications

In presence of communication noise, synchronization of voltage and frequency terms

might not be properly achieved. Fully-distributed estimation techniques [19], [20] are

modified to address the presence of additive noise. The presence of noise in communi-

cated frequency terms is considered; the same discussion can be extended to the voltage

terms. The frequency reference set point is communicated to pinned inverters. These

local reference set points ωref,1, ωref,2, ..., ωref,N are corrupted by the additive noise. For

synchronization of inverter frequencies, it is necessary to estimate the reference fre-

quency set points from the corrupted local frequency set points using a LMS estimator.

The centralized LMS estimator is given by

ω̂refptq “ arg min
ω̄ref

Er||ωrefptq ´ ω̄ref ||2s

“ arg min
ω̄ref

Nÿ

i“1

Erpωref,iptq ´ ω̄refq2s, (11)

where Er||ωrefptq ´ ω̄ref ||2s is the estimate of the mean-square error. The distorted and

estimated reference frequencies are denoted by ωrefptq and ω̄ref , respectively.

A distributed solution can be formulated, using local optimization and distributed

implementation of (11). The global variable ω̄ref is replaced by its local estimates

ω̄ref,1, ω̄ref,2, ..., ω̄ref,N. A separable formulation, that adheres to the communication graph

connectivity, is

tω̂ref,iptquNi“1 “ arg min
ω̄ref,i

Nÿ

i“1

Erpωref,iptq ´ ω̄ref,iq2s

subject to ω̄ref,i “ ω̄ref,j, i P N, j P Ni (12)
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where ω̄ref,i and ω̄ref,j are the local estimates of reference frequency at inverters i and

j, respectively. If the communication graph is connected, the constraints ω̄ref,i “ ω̄ref,j

in (12) impose consensus on the local reference frequency estimates. We solve (12) in

a distributed manner using the Alternating Direction Method of Multipliers (ADMM)

[26]. To facilitate application of ADMM, auxiliary variables s replace the constraints

in (12) with

ω̄ref,i “ si ; ω̄ref,j “ sj, i P N, j P Ni (13)

Lagrange multipliers ra, bs :“ aji , b
j
i , and the auxiliary variables, are used to form a

quadratic Lagrangian function

Lrω̄ref , s, a, bs “
Nÿ

i“1

Erpωref,iptq ´ ω̄ref,iq2s

`
Nÿ

i“1

ÿ

jPNi

“paji qT pω̄ref,i ´ siq ` pbji qT pω̄ref,i ´ sjq
‰

`
Nÿ

i“1

ÿ

jPNi

c

2

“||ω̄ref,i ´ si||2 ` ||ω̄ref,i ´ sj||2
‰
, (14)

where c ą 0 is a penalty coefficient.

ADMM is an iterative process that updates the multipliers, local frequency estimates,

and auxiliary variables at each time instant. It has been shown in [20] that auxiliary

variables can be eliminated. The ADMM results in two updates of the Lagrange mul-

tipliers and the local reference frequency estimate, (15) and (16), at each time instant.

Lagrange multipliers are

aji ptq “ aji pt´ 1q ` c

2
pω̄ref,iptq ´ ω̄ref,jptqq . (15)
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The local reference frequency estimate, ω̄ref,i, is

ω̄ref,ipt` 1q “ arg min
ω̄ref,i

Erpωref,iptq ´ ω̄ref,iq2s

`
ÿ

jPNj

`
aji ptq ´ aijptq

˘
ω̄ref,i

` c
ÿ

jPNj

||ω̄ref,iptq ´ 1

2
pω̄ref,iptq ` ω̄ref,jptqq ||2. (16)

The update of local reference frequency estimate, for every recursion, is

ω̄ref,ipt` 1q “ ω̄ref,iptq ` µr2 pωref,ipt` 1q ´ ω̄ref,iptqq
´

ÿ

jPNj

`
aji ptq ´ aijptq

˘

´ c
ÿ

jPNj

pω̄ref,iptq ´ ω̄ref,jptqqs (17)

where µ is the update step-size. The noise can be accounted for by incorporating

communication noise ηji and η̄ji , which corrupts the Lagrange multipliers and the local

reference frequency estimates of the neighboring inverter, respectively. The Lagrange

multiplier and local reference frequency estimate, in presence of communication noise,

are given by (18), (19).

aji ptq “ aji pt´ 1q ` c

2

`
ω̄ref,iptq ´

`
ω̄ref,jptq ` ηji

˘˘
(18)

ω̄ref,ipt` 1q “ ω̄ref,iptq ` µr2 pωref,ipt` 1q ´ ω̄ref,iptqq
´

ÿ

jPNj

`
aji ptq ´

`
aijptq ` η̄ji

˘˘

´ c
ÿ

jPNj

`
ω̄ref,iptq ´

`
ω̄ref,jptq ` ηji

˘˘s. (19)

The DLMS algorithm to estimate the reference frequency has to find the local Lagrange
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multiplier using (18), and update the local reference frequency estimate using (19). Each

inverter communicates its reference frequency estimate and the Lagrange multiplier to

its neighbors. The stability of DLMS algorithm has been studied in [20]. The local

frequencies communicated to neighbors are corrupted due to the presence of noise

in the neighboring communication links. A local LMS algorithm can estimate the

frequencies of neighboring inverters at each inverter i. The distorted and estimated

inverter frequencies are denoted by ωjptq and ω̄j , respectively. The LMS estimator

at every inverter i for the neighboring inverters j P Ni frequencies is obtained by

minimizing

ω̂jptq “ arg min
ω̄j

Er||ωjptq ´ ω̄j||2s @j P Ni, (20)

where Er||ωjptq ´ ω̄j||s is the mean-square error. The frequency estimate update, for

every recursion, is

ω̄jpt` 1q “ ω̄jptq ` µ pωjpt` 1q ´ ω̄jptqq , (21)

where µ is the step size for the updates. This approach is detailed in Algorithm 1. A

similar algorithm can be used in tandem for the secondary control of inverter voltages.

Algorithm 1 Secondary Control Augmented with Estimation
Initialize aiip´1q and ω̄ref,i

for t “ 0, 1... do
Transmit ω̄ref,iptq and ωiptq to neighbors
Update aiiptq using (18)
Transmit aiiptq to neighbors
Update ω̄ref,ipt` 1q using (19)
Estimate ω̄jpt` 1q using (21)
Update ωipt` 2q by substituting ω̄ref,ipt` 1q and
ω̄jpt` 1q in place of ωrefptq and ωjptq in (7)

end for
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V. NOISE-INDUCED BOUND ON FREQUENCY DEVIATION

To assess the robustness of the proposed method to additive noise levels in com-

munication links, an upper error bound, on the deviation of local frequency estimates

||Errorpt`∆tq||2 ď || pI´Tqtωp0q `
t´1ÿ

k“0

pI´TqtTωref0 ´ ωref0 ||2

` ||
t´1ÿ

k“0

pI´Tqk ∆tRipt´ k∆tq|| ` ||
t´1ÿ

k“0

pI´Tqk ∆t

Ropt´ k∆tq||2 ` 2|| pI´Tqtωp0q `
t´1ÿ

k“0

pI´TqtTωref0 ´ ωref0 ||

||
t´1ÿ

k“0

pI´Tqk ∆tRipt´ k∆tq|| ` 2|| pI´Tqtωp0q

`
t´1ÿ

k“0

pI´TqtTωref0 ´ ωref0 ||||
t´1ÿ

k“0

pI´Tqk ∆tRopt´ k∆tq||

` 2||
t´1ÿ

k“0

pI´Tqk ∆tRipt´ k∆tq||||
t´1ÿ

k“0

pI´Tqk ∆tRopt´ k∆tq||
(26)

Er||Errorpt`∆tq||2s ď || pI´Tqtωp0q

`
t´1ÿ

k“0

pI´TqtTωref0 ´ ωref0 ||2 ` ||
t´1ÿ

k“0

pI´Tqk ∆tRi,max||2

` ||
t´1ÿ

k“0

pI´Tqk ∆tRo,max||2 ` 2|| pI´Tqtωp0q `
t´1ÿ

k“0

pI´Tqt

Tωref0 ´ ωref0 ||||
t´1ÿ

k“0

pI´Tqk ∆tRi,max|| ` 2|| pI´Tqtωp0q

`
t´1ÿ

k“0

pI´TqtTωref0 ´ ωref0 ||||
t´1ÿ

k“0

pI´Tqk ∆tRo,max||

` 2||
t´1ÿ

k“0

pI´Tqk ∆tRi,max||||
t´1ÿ

k“0

pI´Tqk ∆tRo,max|| (27)
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from their reference values, is derived. The error bound has been analytically derived a

priori, to provide designer and operator with knowledge about the effect of noise prior

to controller implementation and microgrid deployment. As a metric to measure error,

we consider the mean-square error, Er||ωptq ´ ωref ||2s, a standard performance index

used in estimation.

The secondary cooperative frequency control, under additive noise in communication

(and pinned reference) links, is

9ωiptq “
ÿ

jPNi

aij
`
ω1jiptq ´ ωiptq

˘` gi
`
ω1refi ´ ωiptq

˘
, (22)

where ω1jiptq “ ωjptq`rjiptq and ω1refiptq “ ωref0ptq`rref,iptq. ωjptq is the frequency of

inverter j , ωref0 is the reference frequency, and rjiptq and rref,iptq are noise components.

Expanding (22), one has

9ωiptq “
ÿ

jPNi

aij pωjptq ´ ωiptqq ` gi pωref0 ´ ωiptqq

`
ÿ

jPNi

aijrjiptq ` girref,iptq. (23)

This can be written in the vector form as

9ωptq “ ´pL`Gqpωptq ´ ωref0q `Riptq `Roptq, (24)

where the graph Laplacian matrix is L “ D´A, and the diagonal matrix of pinning

gains is G “ diagpgiq. Ri “ raij ˆ rjiptqs and Ro “ rgi ˆ rref,iptqs contain the noise

parameters and their associated adjacency and pinned gains. The inverter frequencies,
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Fig. 4. (a) Topology of the communication network among inverters. (b) IEEE standard 34-bus feeder system
augmented with six inverters.

at time t`∆t, is

ωpt`∆tq “ ωptq `∆tr´ pL`Gq pωptq ´ ωref0q
`Riptq `Roptqs
“ rI´∆t pL`Gqsωptq `∆t pL`Gqωref0

`∆t rRiptq `Roptqs . (25)

26



To further simplify, let T “ ∆t pL`Gq. By expanding (25), one has

ωpt`∆tq “ pI´Tqωptq `Tωref0 `∆t rRiptq `Roptqs
“ pI´Tq2 ωipt´∆tq ` pI´TqTωref0

` pI´Tq∆t rRipt´∆tq `Ropt´∆tqs
`Tωref0 `∆t rRiptq `Roptqs

“ pI´Tqtωp0q `
t´1ÿ

k“0

pI´TqtTωref0

`
t´1ÿ

k“0

pI´Tqk ∆t rRipt´ k∆tq `Ropt´ k∆tqs . (28)

The control objective is to synchronize all the frequencies to the reference value. The

frequency error is

Errorpt`∆tq “ ωpt`∆tq ´ ωref0

“ pI´Tqtωp0q `
t´1ÿ

k“0

pI´TqtTωref0 ´ ωref0

`
t´1ÿ

k“0

pI´Tqk ∆t rRipt´ k∆tq `Ropt´ k∆tqs , (29)

where T “ ∆t pL`Gq, the graph Laplacian matrix is L “ D ´A, and the diagonal

matrix of pinning gains is G “ diagpgiq. The vectors Ri “ raij ˆ rjiptqs and Ro “
rgiˆrref,iptqs account for the system noise. Taking norm-two on both sides of (29) leads

to
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Fig. 5. Frequency synchronization in presence of noise: (a) Inverter frequencies under ideal conditions (no noise); (b)
Inverter frequencies with noise σ2 “ 10´4 ;(c) Inverter frequencies with noise σ2 “ 10´2 ; (d) Inverter frequencies
with noise σ2 “ 0.1; (e) Inverter frequencies with noise σ2 “ 10´4 with DLMS algorithm; (f) Inverter frequencies
with noise σ2 “ 10´2 with DLMS algorithm; (g) Inverter frequencies with noise σ2 “ 0.1 with DLMS algorithm;
(h) Inverter frequencies with noise σ2 “ 0.1 with DLMS algorithm, when the links between inverters 2 and 3 and
the reference and inverter 2 fail.

||Errorpt`∆tq|| “ || pI´Tqtωp0q `
t´1ÿ

k“0

pI´TqtTωref0

´ ωref0 `
t´1ÿ

k“0

pI´Tqk ∆t rRipt´ k∆tq `Ropt´ k∆tqs ||

ď || pI´Tqtωp0q `
t´1ÿ

k“0

pI´TqtTωref0 ´ ωref0 ||

` ||
t´1ÿ

k“0

pI´Tqk ∆tRipt´ k∆tq||

` ||
t´1ÿ

k“0

pI´Tqk ∆tRopt´ k∆tq||. (30)
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By taking squares on both sides and expanding, we get (26). By considering expec-

tation of the error, Since Ri and Ro are bounded and uncorrelated [20], the expectation

of errors is given in (27). Taking the limit on both sides of (27) as t Ñ 8, and

since limtÑ8 pI´Tqt “ 0 and limtÑ8
řt´1
k“0 pI´TqtTωref0 “ ωref0 , the mean-square

deviation becomes

lim
tÑ8Er||Errorpt`∆tq||2s ď ||T´1∆t||2||Ri,max||2

` ||T´1∆t||2||Ro,max||2

` 2||T´1∆t||||Ri,max||||T´1∆t||||Ro,max||. (31)

The upper bound for Ri,max can be obtained by using the maximum covariance of

the noise associated with the neighboring communication links, ri,max, and weights of

the adjacency matrix, Ri,max “ raij ˆ ri,maxs. In a practical setting, the covariance can

usually be estimated based on the data available for different communication strategies

[27]–[29]. It can be shown that Ro is bounded ( [20]-section 5.2). The expression for

the upper bound of mean-square deviation for the DLMS algorithm, Ro,max, can be

obtained similarly [20]. The upper bound on voltage error cannot be similarly defined

since, as opposed to the frequency being a global variable which is consistent throughout

the microgrid, inverter voltages should be different to allow reactive power sharing [9].

VI. CASE STUDIES

The performance of the proposed control method is evaluated for different noise

levels in a communication network of an islanded microgrid. Figure 4 illustrates a

single-line diagram of a modified 34-bus test feeder [30], augmented with six inverters.

The feeder is connected to the main grid at bus 800. The feeder is converted to a

balanced feeder by averaging the line parameters given in [30]. The load impedances

are load 1 : 1.5 ` j1 Ω, load 2 : 0.5 ` j0.5 Ω, load 3 : 1 ` j1 Ω, and load 4 :
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Fig. 6. Voltage synchronization in the presence of noise: (a) Inverter output voltage under ideal conditions (no
noise); (b) Inverter output voltage with noise σ2 “ 10´4 ;(c) Inverter output voltage with noise σ2 “ 10´2 ;
(d) Inverter output voltage with noise σ2 “ 0.1; (e) Inverter output voltage with noise σ2 “ 10´4 with DLMS
algorithm; (f) Inverter output voltage with noise σ2 “ 10´2 with DLMS algorithm; (g) Inverter output voltage with
noise σ2 “ 0.1 with DLMS algorithm; (h) Inverter output voltage with noise σ2 “ 10´2 with DLMS algorithm,
when the link failure occurs between inverter 2 and 3, and between the reference and inverter 2.

0.8 ` j0.8 Ω. The inverter specifications are given in the Appendix. Each inverter is

modeled by a 13-order dynamic system as described in (2), and the secondary control is

implemented, in a distributed fashion, using (6) and (7). Loads have been modeled using

a second-order dynamic model in (4). The nominal frequency and line-to-line voltage are

60 Hz and 24.9 kV, respectively. The inverters are connected to the feeder through Y-Y

480V/24.9 kV, 400 kVA transformers with a series impedance of 0.03`j0.12 p.u. Each

inverter can communicate only with other inverters neighboring on a communication
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Fig. 7. Synchronization in the presence of varying noise levels: (a) Inverter frequencies when noise changes from
σ2 “ 10´4 to σ2 “ 0.1 at t “ 2.5 s with DLMS algorithm ; (b) Inverter frequencies when noise changes from
σ2 “ 0.1 to σ2 “ 10´2 at t “ 2.5 s with DLMS algorithm ; (c) Inverter output voltage when noise changes from
σ2 “ 10´4 to σ2 “ 0.1 at t “ 2.5 s with DLMS algorithm ; (d) Inverter output voltage when noise changes from
σ2 “ 0.1 to σ2 “ 10´2 at t “ 2.5 s with DLMS algorithm.

graph as shown in Fig. 4(a). Each inverter communicates its frequency, output voltage,

estimated reference frequency, estimated reference voltage, and Lagrange multipliers to

its neighbors. Inverters 1, 2, and 3 are pinned (receive reference signal) with pinning

gains g1 “ g2 “ g3 “ 1. It is assumed that the noise in neighboring communication

links and pinned reference links are the same.

The reference frequency and voltage for the secondary control are set to 60 Hz

and 1 p.u, respectively. The test feeder is islanded from the main grid at t “ 0 s.

The cooperative secondary control is intentionally activated at t “ 0.7 s. Under ideal

conditions (no noise in the reference signal), as seen in Fig. 5(a) and Fig. 6(a), the

frequency and voltage synchronize to the desired levels of f “ 60 Hz and V “ 1 p.u.,

respectively. Figures 5(b) and 5(c) show when reference links and communication links

include noise with σ2 “ 10´4 (variance) and σ2 “ 10´2 respectively, the inverter

frequencies do not synchronize in Fig. 5(c). The variance of σ2 “ 10´2 implies a

deviation of ˘0.3Hz (˘3σ) in the frequency communicated. When the reference and
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Fig. 8. Error levels in frequency terms: (a) Error in inverter frequencies with noise σ2 “ 10´2; (b) Maximum and
mean error with noise σ2 “ 10´2. The theoretical upper error bound for the associated noise level is shown.
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Fig. 9. Error levels in voltage terms: (a) Error in inverter’s voltage with noise σ2 “ 10´2; (b) Maximum and mean
error with noise σ2 “ 10´2.

communication links are corrupted with noises with σ2 “ 0.1, as seen in Fig. 5(d), the

distortion in inverter frequencies increases even further.

Secondary frequency control is augmented with estimation as described in Algorithm

1, with µ “ 0.05. A similar strategy is adopted for the secondary voltage control. The
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inverter frequencies, when embedded DLMS algorithms are considered in the secondary

control, are shown in Figs. 5(e), (f), and (g) for noise levels of σ2 “ 10´4, σ2 “ 10´2,

and σ2 “ 0.1, respectively. The inverter voltages are shown in Figs. 6(e), (f), and (g)

for the noise levels of σ2 “ 10´4, σ2 “ 10´2, and σ2 “ 0.1, respectively. The inverter

frequencies and voltages are synchronized within acceptable limits for the different

noise levels. This is less effective for increased noise levels but, even for the noise level

of σ2 “ 0.1, the frequencies and voltages are still within an acceptable range.

The performance of the proposed control algorithm augmented with estimation is

studied under a link failure scenario in Figs. 5(h) and 6(h) with functioning links

corrupted with noise signals with σ2 “ 0.1. Figures 5(h) and 6(h) show the output

frequency and voltage when the link between inverters 2 and 3, and the link between the

reference and inverter 2, fail. It can be seen that frequency and voltage terms synchronize

given the presence of spanning tree in the communication graph topology, but the

error due to noise is elevated but within acceptable limits. The controller performance,

under various noise conditions, is studied in Fig. 7. Figures 7(a) and 7(c) show the

output frequency and voltage when corrupted with noises with σ2 “ 10´4 (variance)

for t ă 2.5 s, and σ2 “ 0.1 (variance) for t ą 2.5 s. Figures 7(b) and 7(d) show the

output frequency and voltage when corrupted with noises with σ2 “ 0.1 (variance) for

t ă 2.5 s, and σ2 “ 10´2 (variance) for t ą 2.5 s.

The upper error bound in frequency is calculated with noise levels of σ2 “ 10´2 in

the reference and neighboring communication links. It is shown in Fig. 8 that the error

in frequency obtained for each individual inverter is within the error bound derived

in Section V. The microgrid system is simulated with 100 Monte Carlo runs and the

error observed in frequencies is compared with the upper error bound in Fig. 8. The

algorithm robustness can also be inferred as even with a variance σ2 “ 10´2 indicating

a deviation of ˘0.3Hz, while the error is less than 0.03. The upper bound of voltage
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error cannot be similarly defined, as inverter voltages should be inherently different to

ensure reactive power sharing. As seen from Fig. 9, the voltage deviations are also low.

The error in voltage and frequency for a noise level of σ2 “ 10´2, observed in Figs. 6

and 8, respectively, is low and permissible in a practical scenario.

VII. CONCLUSION

This paper explores the noise-resilient synchronization of multi-inverter AC micro-

grids. The effect of different noise levels in the communication links on the secondary

control of inverter frequency and voltage is evaluated. The performance of distributed

noise reduction technique is evaluated for different noise levels in reference commu-

nication links and links connecting neighboring inverters. An expression for the upper

error bound, due to the noise corruption, is derived. Error bound less than 0.03Hz for

the communication noise deviation up to ˘0.3Hz is verified using a modified 34-bus

IEEE feeder test system.

APPENDIX

TABLE I
INVERTER SPECIFICATIONS

Inverter 1,2,4&5 Inverter 3&6

Output Connector
Rc 0.03Ω Rc 0.03Ω

Lc 0.35mH Rc 0.35mH

LC Filter
Rf 0.1Ω Rf 0.1Ω

Lf 1.35mH Lf 1.35mH

Cf 50µF Cf 50µF
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This paper casts the synchronization phenomena in inverter-based AC microgrids as an

optimization problem solved using Alternating Direction Method of Multipliers (ADMM).

Existing cooperative control techniques are based on the standard voting protocols in multi-

agent systems, and assume ideal communication among inverters. Alternatively, this paper

presents a recursive algorithm to restore synchronization in voltage and frequency using

ADMM, which results in a more robust secondary control even in the presence of noise. The

performance of the control algorithm, for an islanded microgrid test system with additive noise

in communication links broadcasting reference signals and communication links connecting
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for the deviation due to communication noise from the reference set point is analytically
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AC microgrids, distributed control, distributed estimation, noise, optimization, secondary

control.

I. INTRODUCTION

In the control hierarchy of multi-inverter AC microgrids [1], [2], the primary control

maintains the inverter output voltage and frequency, usually through droop mechanisms.

The secondary control ensures inverters’ synchrony by providing the setpoints for

droop controllers in the primary layer [3]. The tertiary controller solves the optimal

power flow [4], and provides the optimal set-point for the secondary controller. In [5],

model-predictive control has been used for centralized secondary frequency control.

The latest secondary control paradigms are focused on the distributed control of net-

worked microgrids (Fig. 1) [3], [6]–[16], where inverters exchange information on a

sparse communication network, and assume an ideal, noise-free communication. Such

network-centric approaches rely heavily on the communication among inverters, and

are vulnerable to link fallacies such as additive noise and link failure.

Some communication technologies, such as Zigbee and power line communication

[17], [18], can be corrupted by noise in a harsh microgrid environment. The noise

in communication links is associated with electronic components and amplifiers at

the receiver end (e.g., thermal noise [19]). In [20], the effect of uncertainty due to

noise in automatic generation control has been explored. Automatic generation control

of the legacy grid is analogous to the secondary control of inverters in microgrids.

Destabilizing effects of communication noise on microgrids have been studied in [21].

Synchronization to the desired setpoints, using neighbor-based voting protocols, cannot

be guaranteed in the presence of noise [22]. On the other hand, these neighbor-based

consensus protocols are essential to existing distributed secondary control paradigms [3],

[10]–[16]. While the effect of communication delay on distributed control of microgrids

40



has been investigated [14]–[16], [23], robust distributed secondary control methods are

warranted to mitigate the effect of communication noise.

Distribution

Network

Reference 

Noise 

Inv 2

Inv 1 Inv N

Inv i

Electrical Network Communication Network

Fig. 1. Inverter-populated networked AC microgrids with communication noise.

In this paper, the secondary-level synchronization objective is cast as a constrained

optimization problem, and solved in a distributed fashion by using Alternating Direction

Method of Multipliers (ADMM). ADMM is an iterative algorithm to solve convex

minimization problems that combines decomposability of dual descent with the faster

convergence property of the method multipliers [24]. The synchronization objective

is split into minimizing the estimated error between the reference frequency/voltage

and the inverter frequency/voltage, while subjected to the constraint that the inverter

frequency/voltage must be equal to the neighboring inverter frequencies/voltages. In-

verters communicate on a sparse, and non-ideal, communication network. The salient

contribution of the paper are:

‚ The control formulation is fully distributed and inherently robust to noise. In

contrast to the existing average consensus methods [10], the controller formulation

includes higher-order terms that makes it more robust to disturbances.
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‚ An upper bound for the noise-induced deviation in the output frequency is analyt-

ically derived.

‚ Comprehensive case studies investigate the effect of link failure and time-varying

communication topologies in the presence of noise.

This paper is organized as follows: Section II provides preliminaries of graph theory

and physical microgrid systems. Section III presents inverter synchrony using coopera-

tive control and ADMM-based secondary controller, and analytics for noise-induced

deviations. Section IV presents case studies, using a 34-bus IEEE feeder network

augmented with six inverters. The conclusion is drawn in Section V.

II. MODELING FRAMEWORK

A. Graph Theory

The communication topology connecting inverters 1, 2...N can be represented by

a graph Gr “ pO,Eq. O “ to1, o2, ..., oNu is a set of N nodes corresponding to

individual inverter. E is a set of edges or communication links, where each edge from

oi to oj is denoted by poi, ojq. Ni is the set of inverters connected to inverter i on the

communication topology, also referred to as its neighbors. The graph can be represented

by an adjacency matrix A “ raijs, with weights aij ą 0 if poi, ojqεE, otherwise aij “ 0.

The diagonal in-degree matrix is defined as D “ diagtNiu. The graph Laplacian matrix

is L “ D´A. The convergence rate depends on the second eigenvalue (Fiedler value

λ2) of the graph Laplacian matrix L. A graph is said to have a spanning tree, if there is a

root node with a path from that node to every other node in the graph. Synchronization is

guaranteed as long as the communication graph has a spanning tree [25]. A leader node

is connected to a few inverters (at least to one root inverter) by unidirectional links. The

inverters connected to the leader node and the corresponding edges are called pinned

inverters and pinning edges, respectively. gi is the pinning gain from the leader to the
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inverter i. The pinning gain is zero for an unpinned inverter. The pinning gain matrix

is given by G “ diagtgiu.

B. Inverter and Power Distribution Network Dynamics

Each inverter system consists of a DC power source, inverter bridge, power sharing

controller, output filter, connector, and voltage and current controllers, as shown in Fig.

2 and [3], [26]. The non-linear dynamics of each inverter are formulated in its own

direct-quadrature(d-q) reference frame. Each inverter’s reference frame is related to a

common reference frame

9δi “ ωi ´ ωcom (1)

where δi is the angle of rotation of the inverter i reference frame. ωi and ωcom are the

frequencies of inverter i and the common reference frame. In practice, inverter frequency

can be measured using phase-locked loops (PLL). Interested readers are directed to [14],

[27]–[29] for a more detailed discussion of PLL. In this paper, frequency is obtained

by solving the state-space description of an inverter.

The primary control provides the voltage reference to the voltage controller and

operating frequency to the inverter bridge. The primary controller is discussed in detail in

the next sub-section. It employs a power calculator block to calculate the instantaneous

active and reactive powers, and obtaining their average by passing them through a

low-pass filter. Instantaneous powers are calculated at inverter’s terminals
$
’&
’%

pi “ pvodiiodi ` voqiioqiq

qi “ pvoqiiodi ´ vodiioqiq
, (2)

where vodi and voqi are the direct and quadrature components of the output voltage,

while iodi and ioqi are the direct and quadrature components of the output current of

inverter i. pi and qi are the instantaneous active and reactive powers. The average active
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Power Calculator

LC Filter

Output 

Connector

Primary Controller

Voltage Controller Current Controller

Fig. 2. Control block diagram of inverter i.

and reactive powers can be expressed as
$
’&
’%

Pi “ ωci

s`ωci
pi

Qi “ ωci

s`ωci
qi

, (3)

where ωci is the cut-off frequency of the low-pass filter used to measure power. Pi and

Qi are the active and reactive powers measured at inverter i.

The power controller dynamics can be given by
$
’&
’%

dPi
dt

“ ´ωciPi ` ωcipvodiiodi ` voqiioqiq
dQi

dt
“ ´ωciQi ` ωcipvoqiiodi ´ vodiioqiq

, (4)
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The voltage controller dynamics are
$
’’’’’’’&
’’’’’’’%

9φdi “ vo̊di ´ vodi,
9φqi “ vo̊qi ´ voqi,
il̊di “ Fiiodi ´ ωbCfivoqi `KPV ipvo̊di ´ vodiq `KIV iφdi,

il̊qi “ Fiioqi ` ωbCfivodi `KPV ipvo̊qi ´ voq,iq `KIV iφqi

(5)

where φdi and φqi are the state variables of the PI controller used to implement the

voltage controller. ωb is the nominal angular frequency. The current controller dynamics

are $
’’’’’’’&
’’’’’’’%

9γdi “ il̊di ´ ildi,
9γqi “ il̊qi ´ ilqi,
vi̊di “ ´ωbLfiilqi `KPCipil̊di ´ ildiq `KICiγdi,

vi̊qi “ ωbLfiildi `KPCipil̊qi ´ ilq,iq `KICiγqi

(6)

where γdi and γqi are the state variables of the PI controller used to implement the

current controller. ildi and ilqi are the direct and quadrature components of current

measured at the output filter. The output LC filter and connector dynamics are
$
’’’’’’’’’’’’’&
’’’’’’’’’’’’’%

9ildi “ ´Rfi

Lfi
ildi ` ωiilqi ` 1

Lfi
vidi ´ 1

Lfi
vodi,

9ilqi “ ´Rfi

Lfi
ilqi ´ ωiildi ` 1

Lfi
viqi ´ 1

Lfi
voqi,

9vodi “ ωivoqi ` 1
Cfi
ildi ´ 1

Cfi
iodi,

9voqi “ ´ωivodi ` 1
Cfi
ilqi ´ 1

Cfi
ioqi,

9iodi “ ´Rci

Lci
iodi ` ωiioqi ` 1

Lci
vodi ´ 1

Lci
vbdi,

9ioqi “ ´Rci

Lci
ioqi ´ ωiiodi ` 1

Lci
voqi ´ 1

Lci
vbqi

(7)

The large-signal dynamical model of an inverter, with internal control loops, is adopted

from [3], [26] $
’&
’%

dxi
dt

“ fipxiq ` gpxiqui

yi “ hipxiq
, (8)
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where the state vector is

xi “ rδi, Pi, Qi, φdi, φqi, γdi, γqi, ildi, ilqi, vodi, voqi, iodi, ioqis . (9)

The dynamics of inverter’s inductive load is given by

$
’&
’%

diload,d
dt

“ ´Rload

Lload
iload,d ` ωiload,q ` 1

Lload
vbd

diload,q
dt

“ ´Rload

Lload
iload,q ´ ωiload,d ` 1

Lload
vbq

, (10)

The detailed expressions of (8,9,10) can be found in [3], [26]. The active and reactive

power flow between the inverter i and the distribution network at bus i is given by

$
’&
’%

Pi “ vmag,ivbus,isinpαi´pθi´βiqq
Zi

´ v2bus,icospδiq
Zi

Qi “ vmag,ivbus,icospαi´pθi´βiqq
Zi

´ v2bus,isinpδiq
Zi

, (11)

where Zi=αi is the combined impedance of the output filter and connector. vmag,i is

the ith output inverter voltage, and vbus,i=βi is the ith bus voltage. Assuming the line

impedance is purely inductive αi “ 90o, and the phase difference between inverter

voltage and bus voltage is small. Active and reactive power injections at bus i by

inverter i become $
’&
’%

Pi “ vmag,ivbus,isinpθi´βiq
Zi

Qi “ vmag,ivbus,icospθi´βiq
Zi

´ v2bus,i
Zi

, (12)

This leads to linear relationships for pPi, ωiq and pQi, viq, used in droop mechanisms.
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III. INVERTER SYNCHRONIZATION

A. Primary Control

Decentralized droop techniques are conventionally adopted for the primary control

by linearizing the relationships in pPi, ωiq and pQi, viq in (12),
$
&
%

ωi “ ωni ´mpiPi

vmag,i “ Vni ´ nqiQi

, (13)

vmag,i and ωi are the reference voltage and frequency provided for the internal control

loops. Pi and Qi are the inverters’ active and reactive powers. mpi and nqi are the droop

coefficients obtained based on the inverter ratings. ωni and Vni are the setpoints for the

primary controllers in (13).

The primary control provides the voltage reference for the inverter voltage controller

and the operating frequency ωi to the inverter bridge. The references for the voltage

controller are set as $
&
%

vo̊di “ vmag,i

vo̊qi “ 0
. (14)

B. Cooperative Secondary Controller

Droop control techniques lead to a deviation of voltage and frequency from their

reference setpoints. The secondary control provides setpoints ωni and Vni for the primary

controller in (13) to synchronize and restore the inverters’ voltages and frequencies to

their reference values. Secondary control can be achieved in a distributed fashion by

each inverter exchanging data only with its neighbors on the communication graph [3],

[10], [13]–[15]. To obtain the control input ωni, auxiliary control input ui is set as

ui “ 9ωi (15)
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The cooperative frequency control based on [10], [13], using the relative measured

information of inverters neighboring on the communication graph and leader is

eωi
ptq “

ÿ

jPNi

aij pωiptq ´ ωjptqq ` gi pωiptq ´ ωrefq , (16)

where ωi and ωj are the frequencies of inverters i and j. Ni is the set of inverters

neighboring inverter i on the communication graph. The pining gain, gi, is non-zero for

the inverters connected to the reference frequency, ωref .

The auxiliary control input ui at inverter i is given by

uiptq “ ´cωeωi
ptq, (17)

where cω P R is a coupling gain. The secondary control setpoint for primary control,

ωni, is given by

ωni “
ż ´

ui `mpi
9Pi
¯
dt, (18)

where 9Pi is given by (4). A similar approach has been used for the cooperative secondary

voltage control [3]. If the communication link between two inverters is corrupted due to

natural noise in communication channel or external false data injection, the controller

receives corrupted frequency information. This can be modeled by

ωji “ ωi ` ηi, (19)

where ωji is the frequency of inverter i communicated to inverter j, and ηi is noise.

Synchronization to the desired setpoint ωref using cooperative control law cannot be

guaranteed in the presence of noise [22].

C. ADMM-based Distributed Optimization

In this subsection, a fully distributed approach for the secondary control of microgrid

using an ADMM-based secondary controller is proposed. ADMM method offers robust-
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Fig. 3. ADMM-based control of inverter-based microgrids.

ness in the presence of noise, and fast convergence rates as it is a second-order method.

In frequency synchronization, the control objective is ω1 “ ω2 “ ... “ ωN “ ωref [3].

One can then write

ωn,ref,i “ ωref,i `miPi, (20)

which represents the local frequency setpoint required at inverter i to ensure ωi “ ωref .

The synchronization objective will then be cast as a constrained optimization problem

and solved in a distributed fashion using ADMM, based on inverter interactions with

their neighbors on a sparse communication graph. The convex constrained optimization
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problem, in terms of the local frequency setpoints, is given as

tω̂niptquNi“1 “ arg min
ωn

Nÿ

i“1
Ergi pωn,ref,iptq ´ ωniq2s,

subject to ωi “ ωj, i P N, j P Ni (21)

gi “ 1 if inverter i is pinned; Otherwise, gi “ 0. One can modify the constraints in (21)

to ωni´miPi “ ωnj ´mjPj . Then, auxiliary variables ψ replace these constraints with

ωni ´miPi “ ψji ; ωnj ´mjPj “ ψji , i P N, j P Ni. (22)

To form a quadratic Lagrangian function, multipliers associated with constraints are

defined. The ADMM consists of iteratively updating the (i) multipliers, (ii) frequency

setpoints and (iii) auxiliary variables to solve (21). This is detailed below:

The Lagrange multipliers ra, bs :“ aji , b
j
i , associated with the auxiliary variables in

(22), form a quadratic Lagrangian function

Lrωn, ψ, a, bs “
Nÿ

i“1
Ergi pωn,ref,ipt` 1q ´ ωniq2s

`
Nÿ

i“1

ÿ

jPNi

“paji qT pωni ´miPi ´ ψji q

`pbji qT pωni ´miPi ´ ψijq
‰

`
Nÿ

i“1

ÿ

jPNi

c

2

“||ωni ´miPi ´ ψji ||2

`||ωni ´miPi ´ ψij||2
‰
, (23)

where c ą 0 is the penalty coefficient. Multipliers are updated as

aji ptq “ aji pt´ 1q ` c `ωniptq ´miPi ´ ψji ptq
˘
. (24)

bji ptq “ bji pt´ 1q ` c `ωniptq ´miPi ´ ψijptq
˘
. (25)
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The frequency setpoints are updated as

ωnpt` 1q “ arg min
ωn

Lrωn, ψptq, aptq, bptqs. (26)

Auxiliary variables are updated as

ψpt` 1q “ arg min
ψ

Lrωnpt` 1q, ψ, aptq, bptqs. (27)

To be solved locally, (27) can be decoupled into

ψji pt` 1q “ arg min
ψj
i

”
´ “

aji ptq ` bijptq
‰T
ψji

` c
2

“||ωnipt` 1q ´miPi ´ ψji ||2

`||ωnjpt` 1q ´mjPj ´ ψji ||2
‰‰

“ 1

2c

“
aji ptq ` bijptq

‰T

` 1

2
rωnipt` 1q ´miPi ` ωnjpt` 1q ´mjPjs . (28)

To eliminate the auxiliary variables from (24) and (25), let aji p´1q “ ´bijp´1q. Then,

aji ptq “ ´bijptq. Thus, (28) becomes ψji pt`1q “ 1
2
rωnipt` 1q ´miPi ` ωnjpt` 1q ´mjPjs .

Substituting this in (24) leads to

aji ptq “ aji pt´ 1q ` c

2
rpωniptq ´miPiq ´ pωnjptq ´mjPjqs . (29)

Thus, the auxiliary variables are eliminated from the multiplier updates. The opti-

51



mization problem (26) can be decoupled as

ωnipt` 1q “ arg min
ωni

«
Ergi pωn,ref,ipt` 1q ´ ωniq2s

`
ÿ

jPNi

“
aji ptq ` bji ptq

‰T pωni ´miPiq

`
ÿ

jPNi

c

2

“||ωni ´miPi ´ ψji ptq||2

`||ωni ´miPi ´ ψijptq||2
‰
ff
. (30)

Using aji ptq “ ´bijptq, ψji ptq “ ψijptq in (30)ωnipt` 1q “ arg min
ωni

«
Ergi pωn,ref,ipt` 1q ´ ωniq2s

`
ÿ

jPNi

“
aji ptq ` bji ptq

‰T pωni ´miPiq

`
ÿ

jPNi

c
“||ωni ´miPi ´ ψji ptq||2

‰
ff

“ arg min
ωni

«
E
“
gi pωn,ref,ipt` 1q ´ ωniq2

‰

`
ÿ

jPNi

“
aji ptq ´ aijptq

‰T pωni ´miPiq

` c
ÿ

jPNi

p||pωni ´miPiq

´1

2
pωniptq ´miPi ` ωnjptq ´mjPjq ||2

˙ff
. (31)

The unconstrained minimization problem in (31) is convex, and the first-order differ-

entiation is a sufficient optimality condition [24]. By setting the gradient, with respect

to ωni, to zero
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E

«
´ 2gi pωn,ref,ipt` 1q ´ ωniq `

ÿ

jPNi

“
aji ptq ´ aijptq

‰

` 2c

„
pωni ´miPiq ´ 1

2
pωniptq ´miPi ` ωnjptq

´mjPjqs
ff
“ 0. (32)

The proposed recursion to update the frequency setpoint is

ωnipt` 1q “ ωniptq ` µ
«
2gi

´
ωn,ref,ipt` 1q ´ ωniptq

¯

´
ÿ

jPNj

`
aji ptq ´ aijptq

˘

´ c
ÿ

jPNj

´
pωniptq ´miPiq ´ pωnjptq ´mjPjq

¯ff
(33)

µ is a constant step size.

D. Communication Impact on ADMM-based Distributed Optimization

Communication links are subject to failure and noise. ADMM-based optimization up-

dates can be modified to account for noise and communication for analysis. Accounting

for the additive noise corrupting the neighbor information, the multiplier update and

the frequency setpoint update can be rewritten as

aji ptq “ aji pt´ 1q ` c

2
rpωniptq ´miPiq ´ pωnjptq

´mjPj ` ηωqs , (34)
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ωnipt` 1q “ ωniptq ` µ
«
2gi

´
ωn,ref,ipt` 1q ´ ωniptq

` ηωref

¯
´

ÿ

jPNj

`
aji ptq ´ aijptq ` ηa

˘

´ c
ÿ

jPNj

´
pωniptq ´miPiq

´ pωnjptq ´mjPj ` ηωq
¯ff
, (35)

where ηωref
is the additive noise in the reference signal, ηa is the additive noise in the

multiplier signal, and ηω is the noise in the neighbor frequency.

The communication links between inverters are subject to the potential failure. The

multiplier update and the local frequency setpoint update can be modified to take

communication link failure into account

aji ptq “ aji pt´ 1q ` c

2
rpωniptq ´miPiq ´ lij pωnjptq

´mjPj ` ηωqs , (36)

ωnipt` 1q “ ωniptq ` µ
«
2gi

´
ωn,ref,ipt` 1q ´ ωniptq

` ηωref

¯
´

ÿ

jPNj

`
aji ptq ´ lijpaijptq ` ηaq

˘

´ c
ÿ

jPNj

´
pωniptq ´miPiq

´ lij pωnjptq ´mjPj ` ηωq
¯ff
, (37)

where ηωref
is the additive noise in the reference signal, ηa is the additive noise in

the multiplier signal, and ηω is the noise in neighbor frequency, lij “ 0 indicates

communication link failure between inverters i and j, and lij “ 1 indicates an opera-

tional communication link. The communication links between inverters are subject to
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a potential failure.

The overall ADMM-based synchronization of AC microgrids is presented in Fig. 3,

and summarized in Algorithm 1. Secondary voltage control can be performed in tandem

by using a similar algorithm.

Algorithm 1 Secondary Control of Frequency using ADMM
Initialize aji p´1q.
for t “ 0, 1... do

Inverter i transmits ωn,iptq and ωiptq to neighbors Ni.
Inverter i updates aji ptq using (36).
Inverter i transmits aji ptq to neighbors.
Inverter i updates ωn,ipt` 1q using (37).

end for

E. Performance Analysis

To assess the performance of the Algorithm 1 in terms of output frequencies, (37) is

rewritten in terms of ωi instead of ωni

ωipt` 1q “ ωiptq ` µ
«
2gi pωref,ipt` 1q ´ ωiptq ` ηrefq

´
ÿ

jPNj

`
aji ptq ´ lijpaijptq ` ηaq

˘

´c
ÿ

jPNj

pωiptq ´ lijpωjptq ` ηωqq
ff
, (38)

which is similar to the estimate update in ( [30]-section 3.1). It can be ascertained from

[30] that, in the absence of noise ωi converges to ωref .

An upper bound on the deviation of the output frequency from the reference value is

analytically derived, following an approach similar to [30]. The noise in the communi-

cation links is assumed to be zero mean Gaussian in nature. Mean-square error (MSE)

is considered to evaluate error
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MSEptq “ Er||ωptq ´ ωref ||2s, (39)

where ω “ rω1 ω2 ... ωN sT and ωref “ 1ωref .

Local frequency error is ty1,iptq :“ ωiptq ´ ωrefuNi“1 and the multiplier error is

ty2,iptq :“
ř
jPNj

paji pt ´ 1q ´ lija
i
jpt ´ 1qquNi“1. The global state vector, capturing the

dynamics of the control algorithm for frequency, is defined as yptq “: ryT1 ptq yT2 ptqsT “
ryT1,1ptq...yT1,Nptq yT2,1ptq...yT2,NptqsT . To capture the effect of noise on the pinned refer-

ence communicated among inverters, noise vectors are defined as ηωref
ptq :“

2µrηωref ,1ptq...ηωref ,NptqsT and ηa :“ rηTa,1ptq...ηTa,NptqsN , where ηa,i “:
ř
jPNi

ηja,iptq
is the accumulated communication noise at inverter i due to reception of all required

multipliers at time t, and covariance is Rηa :“ ErηaptqηTa ptqs. The receiver noise cor-

rupting the local neighbor inverter frequency ηωptq :“ rtη1ω,jptqujPN1 ...tηNω,jptqujPNN
sT ,

and covariance is Rηω :“ ErηωptqηTω ptqs.
The local mean-square error at each inverter, at time instant t, can be defined as

MSEiptq “ Er||y1,iptq||2s. (40)

If Ry1,i
ptq :“ Ery1,iy

T
1,iptqs is the local covariance matrix at inverter i, then

MSEiptq “ trrRy1,i
ptqs. The global mean-square error at time t is given by MSEptq “

1
N

ř
iPN trrRyptqs11,i. Thus, the upper bound for the mean-square deviation in the steady

state from [30] can be used

MSEp8q “ 1

N

ÿ

iPN
tr rRyp8qs11,i . (41)

Ry is the state covariance matrix, and its expression can be obtained from ( [30]-section

5.2). It has also been shown in [30] that MSEp8q is bounded and stable.
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IV. CASE STUDIES

The distributed ADMM-based secondary controller performance is evaluated for an

islanded microgrid. A single-line diagram of a modified 34-bus test feeder, augmented
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with six inverters is shown in Fig. 4. The test feeder is connected to the main grid at bus

800. The specifications for the line parameters are given in [31]. The load specifications
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are load 1 : 2.64` j1.74 p.u., load 2 : 0.87` j0.87 p.u., load 3 : 1.74` j1.74 p.u., and

load 4 : 1.39 ` j1.39 p.u.. The inverter droop specifications are summarized in Table

I. Each inverter comprises of a LC filter with Rf “ 0.17 p.u., XLf “ 0.89 p.u. and

XCf “ 92.1 p.u., and output connector with Rc “ 0.052 p.u., and XLc “ 0.23 p.u.,

using a base of 400 kVA. The nominal frequency and line-to-line voltage are set to

60 Hz and 24.9 kV, respectively. The inverters are connected to the test feeder through

a Y-Y 480V/24.9 kV, 400 kVA transformer with a series impedance of 0.03`j0.12 p.u.

Every inverter communicates its frequency, output voltage, and Lagrange multipliers to

its neighboring inverters through the communication graph (Fig. 5(a)). Inverters 1, 2,

and 3 receive reference signal (pinned) with pinning gains g1 “ g2 “ g3 “ 1. The test

feeder is islanded from the main grid at t “ 0 s. The secondary control is activated at

t “ 0.7 s. Figures 6(a) and 6(b) show the conventional controller performance when

communication links between the neighboring inverters and the reference node are

corrupted with noise with σ2 “ 0.1 (variance), clearly leading to loss of synchrony.

We consider three cases to evaluate the performance of the proposed controller. In

Case A, inverters 1 and 4 are pinned with g1 “ g4 “ 1. Figures 7(a) and 7(b) show

the output frequency and voltage when communication links between the neighboring

inverters and the reference node include variable noise with σ2 “ 10´2 (variance) for

t ă 2.5 s, and σ2 “ 0.1 (variance) for t ą 2.5 s. It can be observed that inverter

frequencies and voltages are synchronized within acceptable limits. The variance of

σ2 “ 0.1 implies a deviation of ˘0.95 (˘3σ) in the communicated frequency term.

In Case B, inverters 1 and 4 are pinned with gains g1 “ g4 “ 1. Figures 8(a) and 8(b)

show the output frequency and voltage under ideal conditions when the communication

links between inverters 1 and 6, and inverters 2 and 3, are down (Fig. 5(b)). The time

taken for synchronization increases. Figures 8(c) and (d) show the output frequency and

voltage when links between inverters 6 and 1, and inverters 2 and 3, are down, when
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communication links between the neighboring inverters and the reference node includes

noise with σ2 “ 0.1. Even in the presence of link failures and noise, frequencies and

voltages are synchronized within acceptable limits as long as there exists a path from

the reference to each inverter. In this case, the communication graph splits into two as

shown in Fig. 5(b), each containing a pinned inverter (1 and 4).

In Case C, a time-varying periodic communication graph shown in Fig. 5(c) is

employed. As seen in Figs. 9(a) and 9(b), under ideal conditions, frequency and voltage

synchronize to the desired f “ 60 Hz and V “ 1 p.u. As long as the union of the

time-varying graphs has a spanning tree, synchrony is achieved eventually. Figures 9(c)

and 9(d) show the output frequency and voltage when communication links between the

neighboring inverters and the reference node include noise with σ2 “ 0.1 (variance).

As seen, the error associated with noise under a time-varying graph increases, thus

switching time between topologies must be smaller (currently 0.5 s) to ensure proper

synchronization.

In Case D, inverters 1 and 4 are pinned with gains g1 “ g4 “ 1. The effect of µ in

(37) on the frequency and voltage error is studied. µ is varied from 0.05 to 0.25, in steps

of 0.05, and the mean frequency and voltage errors are plotted in Figs. 10(a) and 10(b).

As µ increases, the time taken for synchrony initially decreases, but the steady-state

error increases.

The upper error bounds in frequency terms are calculated with the noise level of

σ2 “ 0.1 in the communication links between the neighboring inverters and the reference

node. It is shown in Figs. 11 (a) and (b) that the error in individual frequency and the

maximum error in frequency are within the bound obtained in Section III. The robustness

of the proposed control can be deduced, even with noise in communication links with

a variance σ2 “ 0.1 indicating a deviation of ˘0.95, the error in frequency is less than

0.08. The upper bound on output voltage error cannot be similarly defined, as inverter
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output voltages should be slightly different to allow reactive power sharing. However,

as seen in Fig. 10(b), the voltage deviations due to communication noise are quite low.

TABLE I
INVERTER DROOP SPECIFICATIONS

Inverter 1,2,4&5 Inverter 3&6

Droop Gains
mp 5.64ˆ 10´5 mp 7.5ˆ 10´5

nq 5.2ˆ 10´4 nq 6ˆ 10´4

V. CONCLUDING REMARKS

This paper revisits the synchronization phenomena in multi-inverter AC microgrids

as a distributed convex constrained optimization problem. This problem was solved in

a distributed fashion by using an iterative ADMM method. The proposed algorithm

is inherently robust to noise and makes use of a sparse communication network. The

controller performance was evaluated for different noise levels in communication links

connecting neighboring inverters and the reference node. An expression for the upper

error bound induced by noise was established. The efficacy of the proposed controller,

with link failures and time-varying communication topologies, was evaluated using a

modified 34-bus IEEE feeder test system.
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I. INTRODUCTION

Distributed cooperative control of islanded AC microgrids, that uses a sparse com-

munication network to exchange information among inverters as seen in Fig. 1, has

recently emerged as a superior alternative to central control structures in microgrids [1]–

[5]. Central controllers have a fully-connected, bidirectional, one-to-all communication

network where the central control entity collect information from all agents, process

the information centrally, and broadcast the control commands to all agents. Therefore,

it features global situational awareness. This feature is missing in distributed control

settings, where a sparse communication network limits node-to-node information prop-

agation. Distributed controllers consists of local controllers with access to local data and

partial neighbor data, which makes them vulnerable to malicious attacks. A malicious

entity might corrupt the data exchanged by attacking the node, communication link,

or hijacking the entire node. On the other hand, central controllers expose a single

point-of-failure, which is a reliability bottleneck. Central controllers also require a

complex and fully-connected communication network, while distributed control systems

are more reliable, scalable, and flexible. The drawback of distributed control paradigms,

vulnerability to cyber-attacks, is addressed in this paper.

The high-volume integration of power electronic devices in microgrids, that leverage

advanced software-intensive controllers and communication networks, makes them vul-

nerable to future cyber attacks. Massive adaptation of computation, communication,

and control will make power electronics-intensive microgrids analogous to robotic,

autonomous vehicle, and other cyber-physical systems that are currently subject to cyber

attacks. As predecessors to microgrids, legacy power grids with advanced communi-

cation and control have already been a subject of security vulnerability. Maroochy

malicious breach of supervisory control and data acquisition [6], SQL slammer worm

attack on the Davis Besse nuclear plant, and StuxNET computer worm attack on a
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Attack

Fig. 1. A networked AC microgrid under attack: a) Controller compromised; b) Attack on sensors; c) Attack on
communication links.

nuclear enrichment facility [7], exemplifying the vulnerability of cyber-physical systems.

Corrupt data can disrupt inverters’ synchrony and lead to a network-wide instability.

The bulk of existing research has been focused on attack detection in power systems [8]–

[13]. Synergistically, mitigation techniques shall prevent the attacker from propagating

its adverse effects throughout the microgrid. In a false-data injection attack, disturbances

are injected to the sensors and/or actuators of agents to disrupt their transmitted data.

While one could identify and remove misbehaving agents, [8], [9], this would require

knowledge of the communication network, and such solutions can be difficult to scale.

Computationally-efficient techniques [14] detect deception attacks on the sensors, but

do not mitigate their adverse effects. Robust game-theoretic solutions [15], [16] lead

to conservative results against sophisticated attacks. [17] designs an output-feedback

law despite attacks on sensors, given the full knowledge of network topology. The

cooperative economic dispatch in [18] uses an additional communication network to

observe the original network’s behavior.

An attack can be modeled similar to noise/disturbance, whose intent could be to

destabilize the system. There exist noise filtration techniques [19] and disturbance at-

tenuation methods [20] for multi-agent systems. Noise filtration techniques [21] usually

assume certain statistical properties, e.g., they mostly assume a white Gaussian noise
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signal with zero mean and finite variance. This is not valid for the case of an attack

that can be deliberately designed. Disturbance attenuation techniques aim to minimize

the effect of the disturbance on the local neighborhood tracking error. However, in the

presence of a stealthy attack, which is considered as a constant signal in this paper, the

attacker can deceive the agents by assuring that their local neighborhood tracking error

is zero even in the presence of the attack. Such attacks cannot be detected or mitigated

using existing disturbance attenuation or noise filtering techniques.

In this paper, resilient distributed protocols for secondary cooperative control of is-

landed AC microgrids under attacks are studied. The vulnerability of existing distributed

controllers, in the presence of attacks on sensor/actuator, controllers, and communication

links, is evaluated. To address sensor/actuator attacks, a distributed observer-based

framework is presented. To mitigate attacks on communication links and hijacking of

controllers, a trust/confidence-based control protocol is designed. Each inverter monitors

the information it receives from its neighbors, updates its local confidence factor, and

sends to its neighbors. Each inverter also updates trust factors for all its neighboring

inverters (assigned to each incoming communication link). Data received at each inverter

from neighbors is plugged in the distributed observer-based frequency update law,

weighted by its trust factor for each neighbor and the neighbors’ confidence factor. The

inverters in close proximity to the attack source will have smaller confidence factor and,

therefore, slow down the rate at which the corrupted data from compromised inverter

spreads. This allows neighbors of the compromised inverter to assign smaller trust fac-

tors for their compromised neighbors and, therefore, eventually discards the information

received, once the trust value drops below a threshold. Connectivity conditions required

to ensure inverters’ synchrony are explored.

This paper is organized as follows: Section II provides preliminaries of graph theory.

Conventional distributed cooperative control is presented in Section III. In Section IV,
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attack modeling and vulnerability of the conventional cooperative control are discussed.

Section V presents the attack-resilient distributed cooperative control. Case studies,

using a 34-bus IEEE feeder network with six inverters, are presented in Section VI.

The conclusion is drawn in Section VII.

II. PRELIMINARY OF GRAPH THEORY

The communication network among inverters is represented by a graph Gr “ pO,Eq,
as shown in Fig. 1(b). O “ to1, o2, ..., onu is a set of n nodes or vertices corresponding

to each inverter. E is a set of edges or arcs, where each edge from oi to oj is denoted

by poi, ojq, and indicates the information flow between inverters i and j. Ni is the set of

inverters providing information to inverter i, also referred to as its neighbors. The graph

can be represented by an adjacency matrix A “ raijs, with weights aij ą 0 if poi, ojqεE,

otherwise aij “ 0. The diagonal in-degree matrix is defined as D “ diagtNiu.
The graph Laplacian matrix, L “ D ´ A, includes distributed system dynamics,

e.g., the convergence rate. A path from node i to node j is a sequence of edges

poi, okq, pok, olq, ..., pom, ojq. A graph is said to have a spanning tree, if there is a root

node with a path from that node to every other node in the graph. In that case, the

Laplacian matrix eigenvalue λ1 “ 0 is a simple eigenvalue [22]. The solution to Lω “ 0

can be written as ω “ c1, where c is a constant. Thus, synchronization is guaranteed

as long as the communication graph has a spanning tree.

A leader node can be connected to some nodes (at least to one root node) by

unidirectional edges. The nodes connected to the leader node and the corresponding

connecting edges are called pinned nodes and pinning edges, respectively. A gain is

assigned to each pinning edge, e.g., gi is the pinning gain from the leader to the node i.

The pinning gain is zero for an unpinned node. The pinning gain matrix is G “ diagtgiu.
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III. COOPERATIVE CONTROL OF AC MICROGRIDS

A. Dynamics of the Physical Microgrid

The inverter model consists of a DC power source, inverter bridge, power sharing

controller, output filter, and voltage and current controllers. Dynamics of each inverter

are formulated in its own direct-quadrature (d-q) reference frame. The reference frame

of one inverter is considered as the common reference frame. The power controller

dynamics are $
’&
’%

dPi
dt

“ ´ωciPi ` ωcipvodiiodi ` voqiioqiq
dQi

dt
“ ´ωciQi ` ωcipvoqiiodi ´ vodiioqiq

, (1)

where vodi and voqi are the direct and quadrature components of the output voltage of

inverter i, while iodi and iodi are the corresponding current terms. Pi and Qi are the

active and reactive powers measured at inverter i. ωci is the cut-off frequency of the

low-pass filter used to measure power.

The large-signal dynamical model of an inverter, with internal control loops, is

adopted from [23] $
’&
’%

dxi
dt

“ fipxiq ` gpxiqui

yi “ hipxiq
, (2)

where the state vector is

xi “ rδi, Pi, Qi, φdi, φqi, γdi, γqi, ildi, ilqi, vodi, voqi, iodi, ioqis . (3)

The inductive load dynamics are modeled as

$
’&
’%

diload,d
dt

“ ´Rload

Lload
iload,d ` ωiload,q ` 1

Lload
vbd

diload,q
dt

“ ´Rload

Lload
iload,q ´ ωiload,d ` 1

Lload
vbq

. (4)

Detailed expressions for (2)-(4), and inverter parameters, can be found in [23].
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Assuming inductive lines, the active and reactive power injections at bus i of the power

distribution network, due to inverter i, is given by

$
’&
’%

Pi “ vmag,ivbus,isinpθi´βiq
Zi

Qi “ vmag,ivbus,icospθi´βiq
Zi

´ v2bus,i
Zi

. (5)

Zi is the combined impedance of the output filter and the connector. vmag,i=θi is the

inverter i output voltage, and vbus,i=βi is the voltage at bus i. Simplifying (5) leads to

linear droop relationships for pPi, ωiq and pQi, viq.

B. Primary Droop Controller

Decentralized droop techniques are conventionally adopted for the primary control

of AC microgrids by linearizing the relationships for pPi, ωiq and pQi, viq in (5),
$
&
%

ωi “ ωni ´mpiPi

vmag,i “ Vni ´ nqiQi

. (6)

vmag,i and ωi are the reference voltage and frequency, respectively, provided for the

internal control loops. Pi and Qi are the inverters active and reactive powers. mpi and

nqi are the droop coefficients evaluated based on the inverter’s ratings. ωni and Vni are

the set points for the primary control in (6), and are set by the secondary controller.

C. Cooperative Secondary Controller

Droop control techniques lead to a deviation of voltage and frequency from their

reference set points. The secondary control provides ωni and Vni in (6) to synchronize

the inverters’ voltages and frequencies to their reference values. This can be achieved

by each inverter exchanging data only with its neighbors on the communication graph.

Differentiating (6) gives the dynamics to obtain the control input ωni,
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9ωi “ 9ωni ´mpi
9Pi. (7)

The auxiliary control input, ui, is then set as

9ωi “ ui. (8)

The cooperative frequency control law, based on the frequency information of neighbor

inverters and the leader node, is

eωi
ptq “

ÿ

jPNi

aij pωiptq ´ ωjptqq ` gi pωiptq ´ ωrefq . (9)

ωi and ωj are the frequencies of inverters i and j. Ni is the set of inverters neighboring

inverter i on the communication graph. The pining gain, gi, is non-zero for the inverters

connected to the reference frequency, ωref .

The auxiliary control ui is given by

uiptq “ ´cωeωi
ptq. (10)

where cω P R is a coupling gain. The secondary control set point, ωni, is then given by

ωni “
ż ´

ui `mpi
9Pi
¯

dt. (11)

where 9Pi is given by (1). A similar procedure by the authors has led to a cooper-

ative secondary voltage control [24]. Moreover, [25]–[28] have studied the effect of

communication delay on distributed secondary control of AC microgrids.
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IV. ATTACK MODELING AND CONTROL VULNERABILITY

A. Attack Models

The two types of attacks, in general, include attacks on controller and attacks on

communication links [8], [9], [29]. [30], [31] proved that an attacker only needs to obtain

local information to launch a stealth attack. Bad data detection techniques can check

the validity of the received data, but they are usually applied in a centralized manner.

Distributed control of islanded AC microgrids makes them more prone to attacks that

can inherently become stealth given the limited communication among inverters.

Assumption 1. Attack signal is considered to be constant. Moreover, the attacker does

not send on/off commands to the actuators.

We consider a sophisticated form of attack when the attacker has knowledge of the

system and can hijack controllers/corrupt communication links. The attack signal can be

an arbitrary signal (not constant) or a constant one. For attack signals that are arbitrary

in nature, the local neighborhood tracking error will not go to zero, and the signal can

be treated as corrupted with noise. Noise filtration techniques [19] can address such

an attack; e.g., the authors have previously addressed noise-resilient synchrony of AC

microgrids [21]. The attack of a constant corrupted signal is more complicated, and

is considered here. Controller attacks either inject a disturbance into actuators/sensors

or hijack the entire controller. However, in this paper it is assumed that attacker does

not any send on/off command to the actuators. If an actuator is fully turned off, there

would be no control-theoretic solution, as there is no instrument to implement the

control command. The attack on actuators, that drive the control input, can be modeled

[8], [9] by

uci “ ui ` µiuai . (12)

uai is the disturbance injected into the actuator i and uci is the corrupted control input.
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ui is the control input in (10). µ “ 1 represents the presence of attack (in which case

uci “ ui ` uai ) and µ “ 0 represents absence of attack (in which case uci “ ui).

If the entire controller is hijacked, then the attacker can corrupt the inverter’s fre-

quency. This is modeled by

ωci “ ωi ` ηiωai . (13)

ωai is the disturbance signal injected into the controller i and ωci is the corrupted inverter

frequency. ηi “ 1 indicates the presence of an attack.

If the communication link between two inverters is compromised (e.g., with false-data

injection), the controller receives corrupted frequency information. For example, false

data injection [30], [31] can corrupt the frequency information. The deception attack

on communication links can be modeled by

ωji “ ωi ` ηiωai . (14)

where ωai is the disturbance signal injected into the controller i, and ωji is the frequency

of inverter i communicated to inverter j. ηi “ 1 indicates the presence of an attack.

B. Vulnerability of the Cooperative Control to Attacks

Theorem 1: Consider the standard synchronization protocol (9) under attack. The

synchronization error is nonzero for an intact inverter, if it is reachable from a disrupted

inverter.

Proof: Define ωa “ rpωa1qT, pωa2qT...pωaNqTsT and ua “ rpua1qT, pua2qT...puaNqTsT as

the vectors injected to sensors and actuators, respectively. Using the control protocol

(8), (10), and disturbances (12)-(14), the global synchronization error dynamics, under

attack, become

9eω “ ´cωpL`Gqeω. (15)
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Define ι “ ηpL`Gqeaω`µu, where η “ diagpηiq, and µ “ diagpµiq. ηi “ 1 and µi “ 1

indicate the presence of attack in inverter frequency and control input respectively. The

solution to (15) is

eωptq “ e´cωpL`Gqteωp0q `
ż t

0

e´cωpL`Gqpt´τqι dτ. (16)

Since pL `Gq is positive-definite, and cω is a positive constant, the first term goes

to zero. Then, using eAt “ ř8
m“1pAtqm, one has

eωptq Ñ
8ÿ

m“1

ż t

0

p´cωpL`Gqpt´ τqqmι dτ. (17)

If m ą 0 is the first integer, such that lmij “ rpL`Gqmsij is nonzero, then the node i

is reachable from the node j, and m is the length of the shortest directed path from j

to i. Therefore, if the inverter i is reachable from the disrupted inverter j, then lmij ‰ 0

for some 0 ă m ă N ´ 1 making the synchronization error for inverter i non-zero.

This completes the proof. �

V. ATTACK-RESILIENT COOPERATIVE CONTROL

A. Observer-based Cooperative Control

Conventional cooperative control is vulnerable to attacks due to the absence of a

central controller to monitor global activities. An attack on a single inverter can prop-

agate across the network, and affect the fidelity of information used in the cooperative

control law. Instead of using neighbors’ information, one can use a distributed observer

to track the reference frequency set point, and the attack effect can be restricted to the

inverter under attack. The secondary frequency control can then be achieved by using

the inverter’s local frequency and its local estimation of the reference set point, using
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a distributed observer that tracks the leader node’s information. The control input (10)

is modified into

uiptq “ ´cω̂ pωiptq ´ ω̂iptqq . (18)

cω̂ P R is a coupling gain. ω̂i is the frequency observed at inverter i given by

9̂ωiptq “
ÿ

jPNi

aij pω̂iptq ´ ω̂jptqq ` gi pω̂iptq ´ ωrefq . (19)

where ω̂j is the observed frequency at inverter j.
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The secondary control set point, ωni, is given by (11). From (18) and (19), it can be

seen that attack on actuator/sensor modeled by (12) only effects the local frequency.

Due to the separation between the communication network and the inverter local fre-

quency, the attack is limited to the inflicted inverter and does not spread across the

communication network in contrast to the conventional cooperative control.

The network of inverters has only one legitimate leader. However, if the controller of

inverter i is hijacked, this inverter can be considered as an illegitimate leader that might

access a subset of inverters, depending on the communication graph topology and the

inverter position in graph. Since the only information exchanged is the observer’s output,

the compromised inverter acts as an illegitimate leader with its own observer, regardless

of neighbors, to disrupt the synchronization process. The compromised inverter adds

a constant to the original observer output. Consider the proposed observer (19), and

define

eω̂i
ptq “

ÿ

jPNi

aij pω̂iptq ´ ω̂jptqq ` gi pω̂iptq ´ ωrefq . (20)

as the local neighborhood tracking error for inverter i.

Theorem 2: Let the controllers of a subset of inverters be entirely compromised. Then,

the inverters’ observer output is a constant, and a convex combination of the legitimate

and illegitimate leaders’ state. Moreover, the local neighborhood tracking error (20)

goes to zero for an intact inverter.

Proof: A leader-follower network with a single leader under attack with constant

frequency output signal can be considered as a network of inverters with one legitimate

leader and some illegitimate ones (compromised inverters). It is shown in the contain-

ment problem in [32] that the agents’ outputs synchronize to a convex combination of

the outputs of all leaders. To prove that the local neighborhood in (20) converges to

zero, let L be the Laplacian matrix associated with the entire communication graph

including the leaders. Let N and M specify the number of inverters and all leaders
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(including the one legitimate leader and M ´ 1 illegitimate ones). The leaders have no

neighbor and, therefore, can be partitioned as

L “
»
– L1 L2

0MˆpN´Mq 0MˆM

fi
fl . (21)

Then, for the observer (20), one has

9ωnorm “ p´cω̂L1qωnorm ´ cω̂pL2qωl. (22)

where ωnorm and ωl are the stacked states of the intact inverters and the leaders,

respectively. On the other hand, the local neighborhood tracking error, (19), can be

written as

eω̂ “ ´L1ωnorm ´ L2ωl. (23)

Taking the derivative of eω̂, and using (22) and (23), one has

9eω̂ “ ´cω̂eω̂. (24)

Therefore, eω̂ goes to zero. This completes the proof. �

If the communication link from the inverter i to the inverter j is under a deception

attack, then one can assume a virtual illegitimate leader connected to the inverter j.

Therefore, the local neighborhood tracking error, for inverters not under attack but

afflicted by compromised links, cannot go to zero. Attacks on communication links are

the same as scenarios where an inverter is compromised, except that only the neighbor

reached by the affected communication link receives corrupted transmission.

B. Observer-based Control with Confidence Factors

A confidence factor is a measure of how much confidence each inverter has about its

own observed frequency set point depending on whether it is in the path of an attack,
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and its proximity to the attack source. The microgrid can be made more resilient if

the immediate neighbors of the infected inverter detect the attack, and stop it from

propagating through the network. The synchronization of intact inverters are shown

under some connectivity conditions. Define

εi “ ||eω̂i
|| (25)

as the norm of the local neighborhood observer tracking error for inverter i , with

eω̂i
defined in (20). Based on Theorem 2, eω̂i

and, consequently, εi converge to zero,

regardless of the attack status. For the inverter i, define

σi “
ÿ

jPNi

aij||ω̂iptq ´ ω̂jptq|| ` gi||ω̂iptq ´ ωref ||. (26)

For an inverter reached from an illegitimate leader, σi does not converge to zero

but to a steady-state value. Therefore, even though εi converges to zero, σi will reach

a nonzero steady-value. In the absence of an attack, all inverters synchronize to the

legitimate leader and, therefore, both εi and σi go to zero asymptotically. Using (20),

one has

ζ “ pL`Gq eω̂. (27)

where eω̂ “ reTω̂1
, eTω̂2

, ..., eTω̂N
sT, with eω̂i

defined in (20). ζ “ rζT1 , ζT2 , ..., ζTN sT with

ζi “ ω̂i´ωref . Since pL`Gq is positive-definite, if eω̂ converges to zero asymptotically

fast, the global tracking error ζ also converges to zero asymptotically fast. On the other

hand, assuming that eω̂ is the global state vector, pL`Gq is a similarity transformation

matrix which gives ζ as the new state vector. Since the similarity transformation does

not change system eigenvalues, in the absence of an attack, eω̂ and ζ and, consequently,

εi and σi have the same behavior. Thus, comparing εi and σi can detect whether the

corresponding inverter is reachable from an illegitimate leader or not.
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The confidence value for an intact inverter i is

9Ciptq “ αdiptq ´ αCiptq. (28)

where 0 ď Ci ď 1 with

diptq “ ∆i

∆i ` ||σiptq ´ εiptq|| . (29)

α ą 0 is used to weigh the current data against the past data, ∆i is a threshold value

to consider other factors rather than attacks. If inverter i is not in the path of any attack,

then ||σi´ εi|| “ 0 in steady state and, consequently, Ci “ 1. If inverter i is effected by

an attack, then ||σi ´ εi|| ąą ∆i, and Ci ă 1 depending on the proximity of inverter i

to the attacked node. Taking into account the confidence level received from neighbors,

the observer dynamics in (20) become

9̂ωiptq “
ÿ

jPNi

aijCjptq pω̂iptq ´ ω̂jptqq

` gi pω̂iptq ´ ωrefq . (30)

C. Observer-based Cooperative Control with Trust Factors

In the trust-incorporated observer-based cooperative control, each inverter calculates

a trust value for each neighbor. If it drops below a threshold, the intact inverter discards

the neighbor’s information. Consider the worst-case scenario in which a compromised

inverter always sends the confidence value of 1 to its neighbors to deceive them. To

calculate the trust level of inverter j for inverter i, the difference between the observer

output of inverter j, and the average of the observer outputs for all neighbors of inverter

i, is calculated as

9bijptq “ ξsijptq ´ ξbijptq. (31)
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where

sij “ Θi´
Θi ` ||ω̂jptq ´ 1

|Ni|
ř
kPNi

ω̂kptq||
¯ . (32)

|Ni| is the number of neighbors of inverter i. ξ ą 0 weighs the current data against the

past data. Θi is a threshold value to consider other factors rather than attacks. The trust

value of inverter j for inverter i is defined as

Tij “ max pCiptq, bijptqq . (33)

where 0 ď Tij ď 1.

In the absence of an attack, ||ω̂j ´ hNi
|| “ 0 when the network is synchronized in

steady state, where hNi
“ 1

|Ni|
ř
kPNi

ω̂k and, consequently, Tij « 1 @j. When inverter

i receives different observer outputs form its neighbors, i.e., ||ω̂j ´ hNi
|| is nonzero,

Tij « 1 @j as Ci is close to one, since the difference is caused by a change in the

leader state. If inverter i is attacked, then Ci is small, and the trust of inverter j for

inverter i depends on ||ω̂j ´ hNi
||. The greater the difference between ω̂j and hNi

, the

more likely inverter j is the attack source, or in close proximity to the attack, and the

less credible is its transmitted information. We assume that the immediate neighbors of

the leader always trust the leader.

If the trust value for a neighboring inverter j drops below a threshold Tij ă Γi,

then it is identified as a compromised inverter, and its transmitted information are

discarded. This can happen if inverter j is the attack source or in its close proximity.

The selection of the trust factor is done empirically, as it would depend on several

factors like network connectivity, speed of convergence of the consensus algorithm

and, in turn, other gains in the consensus algorithm. [18], [33]–[35] have used similar

thresholds in trust factors. The purpose of threshold selection is to improve the algorithm

performance by disregarding potentially corrupt data when the trust factor is low. Taking

82



into account the confidence level received from neighbors, and the trust values calculated

for neighbors, the observer dynamics in (20) become

9̂ωiptq “
ÿ

jPNi

aijCjptqTijptq pω̂iptq ´ ω̂jptqq

` gi pω̂iptq ´ ωrefq . (34)

The overall observer-based cooperative controller, with trust factors, is presented in Fig.

2, and detailed in Algorithm 1. A similar control algorithm can be used for inverter

voltages.

Algorithm 1 Secondary control of frequency using observer-based cooperative control
with trust factors at inverter i
Tij “ 1 and initialize Ci.
for t “ 0, 1... do

If Tij ă Γi, discard ω̂j , and set Tij “ 0
Update ω̂i using (34),
Update ui using (18),
Update ωni using (11),
Update Ci using (28),
Update Tij using (33),
Transmits ω̂iptq and Ciptq to neighbors Ni.

end for

Conditions for which the observer outputs for intact inverters synchronize to the

leader are discussed.

Assumption 2. (z-local connectivity). The network connectivity is at least p2z ` 1q,
i.e., at least half of the neighbors, for each inverter, are intact [9], [33], where z is the

number of neighbors under attack.

Theorem 3. Let Assumption 2 be satisfied. The distributed observer (34) for intact

inverters will synchronize to the leader state, even with z compromised inverters.

Proof. If z neighbors of the inverter i are attacked, and they collude to send the same

information to the inverter i, there still exists z ` 1 intact neighbors that have different
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values from the compromised ones. The compromised inverters can detect the attack

and recover from it as long as Assumption 2 is satisfied. There still exists a spanning

tree associated with intact inverters, as the compromised inverters are not disconnected

from the communication graph. It is shown in [33] that if Tij ě Γi ą 0, and there exists

a spanning tree, then synchronization of intact agents is guaranteed.

If Assumption 2 is violated for the compromised inverter j, it deceptively trusts most

neighbors. However, its immediate intact neighbors will have small confidence values as

they receive different values from their intact neighbors and the compromised neighbor

j. Therefore, the inverter j will be isolated by its neighbors to avoid spreading the

attack.

VI. CASE STUDIES

System Setup: The proposed controller is evaluated for an islanded microgrid. Figure

3 illustrates a single-line diagram of a modified IEEE 34-bus balanced test feeder [36]

by averaging the line parameters provided in [36], augmented with six inverters. The

specifications of the inverters connected to the test feeder are given in the Table I. The

load impedances are load 1 : 1.5 ` j1 Ω, load 2 : 0.5 ` j0.5 Ω, load 3 : 1 ` j1 Ω,

and load 4 : 0.8 ` j0.8 Ω modeled using (4). The test feeder is islanded from the

main grid at bus 800 at t “ 0 s. The inverter specifications are given in the Table

I and modeled using (2) and (3). The nominal frequency and line-to-line voltage are

60 Hz and 24.9 kV, respectively. The inverters are connected to the feeder through Y-Y

480V/24.9 kV, 400 kVA transformers with a series impedance of 0.03`j0.12 p.u. Each

inverter communicates its observer frequency, observer voltage, confidence factors, and

trust factors with its neighbors through the communication graph (Fig. 3(b)). Inverter 1

is pinned (receive reference signal) with pinning gain g1 “ 1. We consider three cases

to evaluate the controller performance. Conventional secondary control is achieved by

implementing (9) and (10) for frequency and equivalent voltage control, as in [24].
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Case A: The attack on sensor/actuator of inverter 2 is modeled using (12) to produce

an output frequency of f2 “ 60.2 Hz at t “ 1 s. Figures 4(a) and 4(b) show the

performance of the conventional cooperative controller, clearly leading to a loss of

synchrony. Distributed observer-based secondary control of frequency is achieved by

implementing (18) and (19) for frequency control. Figures 4(c) and 4(d) show the

controller performance with distributed observers. Frequency at all inverters, except

inverter 2 (under attack), remains synchronized at f “ 60 Hz, and voltages of the intact

inverters are much closer (but not synchronized). From Fig. 5(a), it can be seen that even

if the frequency remain synchronized, the voltage exhibits an oscillatory behavior. This

is expected as inverter 2 is operating at a different frequency of f2 “ 60.2Hz. Although

the controller mitigates the attack, the physical interconnection forces the voltages to

vary and exhibit the behavior seen. Nevertheless, the proposed algorithm provides the

only viable solution from the distributed control perspective. It can provide time for

remedial actions from operator/higher control level, e.g., disconnecting the inverter under

attack (inverter 2). The voltage performance until t “ 10sec is shown in 5(a) with no

mitigating action, and in 5(b) when inverter 2 is disconnected at t “ 5sec. It can be

seen that the system performs as desired once inverter 2 is disconnected. The proposed

algorithm, in this case, does not completely mitigate the attack as it is a physical attack

and not cyber, but still performs adequately.

Case B: The communication link between inverters 2 and 3 is corrupted by the

false-data injection modeled using (13) at t “ 1 s. Figures 6(a) and 6(b) show the

observer-based distributed controller performance, where inverters lose synchrony. This

is expected since the distributed observer is using the compromised communication

network. Distributed observer-based control, with confidence factors in (28), is achieved

by implementing (18) and (30) for frequency control. Figures 6(c) and 6(d) show the

same controller performance with confidence factors. Here, intact inverters almost reach
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synchrony. Inverter 3, which receives false information, has a large deviation from

60 Hz. Distributed observer-based control is achieved by implementing (18) and (34),

where confidence and trust factors are calculated using (28) and (33), respectively. The

implementation of distributed observer-based secondary control of frequency with trust

factors is detailed in Algorithm 1. Figures 6(e) and 6(f) show the performance of the

observer-based distributed control with trust factors. The lower threshold on trust is set

at Tij ą 0.4; once the trust level of a link drops below this level, it is disconnected

from the graph topology. As seen, all frequency and voltage terms achieve synchrony.

Case C: The controller at inverter 2 is hijacked modeled using (14) to generate

f2 “ 60.2 Hz during t P r1, 2.5s s. Figures 7(a) and 7(b) show the observer-based

distributed controller performance where inverters lose synchrony. Figures 7(c) and

7(d) show the performance of the controller with confidence factors; inverter 2 operates

at a different frequency than the set point. This shows that confidence-incorporated

observer-based distributed controller is susceptible to controller hijacking. Figure 8

shows the evolution of confidence factors. The confidence factor of inverter 3, which

is the immediate neighbor of compromised inverter 2 decreases significantly, which

assigns less weight to data from inverter 3 decreasing the effect of the attack on other

TABLE I
INVERTER SPECIFICATIONS

Inverters 1,2,4,5 Inverters 3,6
Droop mp 5.64ˆ 10´5 mp 7.5ˆ 10´5

Gains nq 5.2ˆ 10´4 nq 6ˆ 10´4

Output Rc 0.03Ω Rc 0.03Ω

Connector Lc 0.35mH Lc 0.35mH

LC Filter
Rf 0.1Ω Rf 0.1Ω

Lf 1.35mH Lf 1.35mH

Cf 50µF Cf 50µF
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communication links, and Case C-controller compromised.
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Distributed observer-based cooperative control.
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Fig. 6. The outgoing communication link from inverter 2 is attacked with f2 “ 60.2 Hz: (a),(b) Distributed
observer-based cooperative control; (c),(d) Distributed observer-based cooperative control with confidence factors;
(e),(f) Distributed observer-based cooperative control with trust factor.

inverters. Figures 7(e) and 7(f) show the performance of the controller with trust factors.

The frequency of all inverters, except the hijacked one, achieve synchrony, and voltages

of intact inverters are closer. Figure 9 shows the evolution of trust factors over time.

Trust factor of the link from inverter 2 to inverter 3 decreases significantly, and less

weight is assigned to the corrupted data from inverter 2. Communication link from

inverter 2 to inverter 3 is disabled when trust factor T32 ă 0.4. T32 in Fig. 9 goes back

to 1 once the communication link is disabled.

Case D: The test feeder is islanded from the main grid at bus 800 at t “ 0 s,
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Fig. 7. Inverter 2 controller is compromised between t “ 1 s and t “ 2.5 s with f2 “ 60.2 Hz: (a),(b) Distributed
observer-based cooperative control; (c),(d) Distributed observer-based cooperative control with confidence factors;
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f2 “ 60.2 Hz.

and secondary control is applied at t “ 1.4 s. The outgoing communication links from

inverter 2 and 5 are corrupted by the false-data injected at t “ 1 s as shown in Fig.10(a).

The lower threshold on trust is set at Tij ą 0.4; Once the trust level of a link drops below

this level, it is disconnected from the graph topology. Figures 11(a) and 11(b) show the

performance of the observer-based distributed control with trust factors. The inverters

lose synchrony; This is expected as Assumption 2 is not satisfied. Assumption 2 states

that the communication network connectivity is at least p2z`1q, where z is the number
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Fig. 10. Topology of the communication network among inverters during multiple attacks on communication links:
(a) Network with assumption 2 p2z`1q not satisfied at inverter 6; (b) Network with assumption 2 p2z`1q satisfied
(Communication link between inverter 3 and inverter 6 is made bidirectional).

of neighbors under attack. If this Assumption is violated for the compromised inverter

j, it deceptively trusts its neighbors and microgrid cannot recover. Figure 12(a) shows

the evolution of trust factors over time. In the current network represented by Fig. 10(a),

inverter 6 is only receiving information from inverters 5 and 1, that does not satisfy

the assumption. Figures 11(c) and 11(d) show the same controller performance with

trust factors when a modified communication network shown in Fig.10(b), that satisfies

Assumption 2, is used. As seen, all frequency and voltage terms achieve synchrony, that

ascertains the importance of network connectivity conditions. Figure 12(b) shows the

evolution of trust factors over time. Trust factors of links from inverter 2 to inverter 3,

and from inverter 5 to inverter 6, decreases, as less weight is assigned to the corrupted

data from inverters 2 and 5.

90



59.8
0.85

0 1 2 3 4 5
Time (s)

0 1 2 3 4 5
(c) (d)

Time (s)

59.8

60

60.1

60.2

0.85

0.9

0.95

1.05

1

59.9

F
re

q
u
en

cy
 (

H
z)

(a)

V
o
lt

a
g
e 

(p
u
)

(b)

60

60.1

60.2

0.9

0.95

1.05

1

59.9

F
re

q
u
en

cy
 (

H
z)

V
o
lt

a
g
e 

(p
u
)

Fig. 11. The outgoing communication links from inverter 2 and 5 are attacked with f2 “ 60.2 Hz: (a),(b) Distributed
observer-based cooperative control with trust factors using communication topology in Fig. 10(a); (c),(d) Distributed
observer-based cooperative control with trust factor using communication topology in Fig. 10(b).

0.2

0.4

0.6

0.8

1

1.2

T
ru

st
 V

a
lu

e

0 1 2 3 4 5
Time (s)

0

0.2

0.4

0.6

0.8

1

1.2

T
ru

st
 V

a
lu

e

0 1 2 3 4 5
Time (s)

0

(a) (b)
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VII. CONCLUSION

Attack-resilient distributed synchronization of inverter-based networked AC micro-

grids is addressed. The vulnerability of the standard cooperative control to attacks on

sensor/actuator and communication links, and controller hijacking, is shown. A dis-

tributed observer-based cooperative controller is presented to address sensors/actuators

attacks. It is then augmented with confidence and trust factors to make the microgrid

more resilient to attacks on communication links and hijacking controllers. The re-

silience of the proposed control techniques is evaluated for a modified 34-bus IEEE
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feeder system for different types of attacks.
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Abstract

The existing cooperative secondary control for DC microgrids are vulnerable to cyber

attacks. A trust-based cooperative current sharing controller is proposed, that can mitigate

adverse effects of attacks on communication links and controller hijacking. The trust-based

cooperative controller only requires local and neighbor information to detect an attack. The

proposed controller is able to distinguish between attacks and change in loading conditions

occurring naturally. The proposed solution is evaluated using a Hardware in the Loop setup

under different types of attack.

I. INTRODUCTION

DC microgrids are the natural evolution of reliable power systems, which is moving

towards renewable energy sources, storage units, and electronic loads [1], [2]. Dis-

tributed cooperative control of DC microgrids has garnered much attention in literature

recently. Distributed control [3]–[5] increases reliability by not having a single point of

failure, unlike in centralized control [6]. However, the lack of a central controller makes

it challenging to identify and mitigate attacks. Cyber attacks [7]–[9] as seen in Fig. 1
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Fig. 1. A networked DC microgrid under attack.

are of particular importance in future DC microgrids, since they will be controlled by

advanced processors leveraging communication.

Trust-based cooperative distributed paradigm used to mitigate cyber attacks for sec-

ondary cooperative control of current sharing for DC microgrids is studied in this

paper. Every converter calculates a trust factor for all its neighboring converters (in

the communication graph). Information received from each converter is used in the

cooperative distributed current sharing paradigm, weighted by its trust value for that

converter. The trust value has a temporal factor to accommodate natural changes in

the system , such as load change that disrupts the system for a short period of time.

The converter closest to converter under attack will develop a smaller trust value of the

converter under attack and, therefore, slow down the rate at which the corrupted data

from converter under attack spreads. Eventually once the trust value becomes less than

a threshold value, information from the compromised converter is removed from the

control paradigm, mitigating the attack.
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This paper is organized as follows. Preliminary of graph theory is presented in Section

II. Section III provides the standard distributed cooperative control. In Section IV, attack

modeling is discussed. Section V presents the trust-based cooperative control of current

sharing for DC microgrids. Case studies, using a Hardware in the Loop setup with

sixteen converters, are presented in Section VI. The conclusion is drawn in Section

VII.

II. PRELIMINARY OF GRAPH THEORY

The communication network among converters can be represented by a graph Gr, as

shown in Fig. 1. Each converter can be represented by a node on the communication

graph, where O “ to1, o2, ..., onu is the set of nodes mapped to each converter. Each

converter receives information from its neighbors Ni. The graph dynamics are repre-

sented by the adjacency matrix A “ raijs. aij “ 0 if communication link is absent,

otherwise aij ą 0. If there is atleast one root node with a path from that node to every

other node in the graph, then the graph has a spanning tree.

III. SECONDARY COOPERATIVE CONTROL

Figure 2 represents a DC microgrid comprising of different energy sources connected

to converters, physical interconnections, and the cyber layer comprising of communica-

tion and control. The secondary control in a DC microgrid has two objectives: voltage

regulation and proportional load sharing across the different sources. In this paper we

assume that the converters are voltage controlled locally, i.e., the local controller is PI

controller JpSq that receives a voltage set point from the secondary controller.

The voltage set point for the local controller for converter i is calculated by using

both current sharing and voltage regulation error terms, expressed as follows [3], [5]:

v˚i “ vrefi ´ riii ` δvii ` δvvi (1)
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where vrefi and ri are the reference voltage and the virtual impedance (droop coefficient).

δvvi and δvii are the voltage and current sharing correction terms for converter i.

The voltage regulator consists of a voltage estimator and a PI controller GpSq.
The voltage estimator estimates the average voltage across the microgrid by utilizing

dynamic consensus as follows [3], [5]:

v̄iptq “ viptq `
ż t

0

ÿ

jPNi

aijpv̄jpτq ´ v̄ipτqq dτ (2)

where v̄i and v̄j are the average microgrid voltage estimate at converter i and converter

j respectively.

The average voltage estimated using (2) is then compared with reference voltage and

fed to the PI controller GpSq to generate the voltage correction term [3], [5].

To ensure proportional load sharing a current sharing correction term is calculated by

exchanging the per unit current of individual converters. The per unit current is current
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supplied by the converter divided by its current rating, i.e., ipui “ ii{Iratedi , where ii

and Iratedi are the output current and rated current of converter i. The current sharing

regulator calculates the local current sharing mismatch eii detailed in section III and

passes it through a PI controller HpSq to generate the current sharing correction term

δvii .

IV. ATTACK MODELING

In general there are two types of attack: attack on communication network and

controller hijacking [7]–[9]. Attacks on communication network comprises of false data

injection into the communication link, in order to destabilize the system. A commu-

nication link attack on the current sharing information exchanged from converter j to

converter i can be modeled as

ipu,ij “ ipuj ` µiω. (3)

where ω is the corrupt data added into the communication link, and ipu,ij is per unit

current of converter j received by i. µi “ 1 when the attack is active.

For controller hijacking, controller at a converter changes its control to destabilize

the system. A controller hijacking attack on the current sharing control for converter i

can be modeled as

ipu,c,i “ p1´ µiqipu,i ` µiχ. (4)

where χ is the corrupted data to which the per unit current at converter i is set by the

attacker, and ipu,i is normal per unit current of converter i. µi “ 1 when the attack is

active.

V. TRUST-BASED CURRENT SHARING COOPERATIVE CONTROL

A trust based current sharing cooperative controller is depicted in Fig. 2. It uses a

trust value to weigh neighbors information. Norm of the current sharing mismatch at
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converter i is defined as

δii “ ||
ÿ

jPNi

caij
`
ipuj ptq ´ ipui ptq

˘ || (5)

where c is the coupling gain. ipui and ipuj are the per unit current for converter i and j

respectively. For the converter i, another error norm is defined as

σii “
ÿ

jPNi

caij||ipuj ptq ´ ipui ptq||. (6)

If converter i is under attack σii does not asymptotically reach zero, whereas δii will

converge to zero. When the converter is not under attack both σii and δii asymptotically

reach zero, indicating convergence of all the per unit currents. Therefore, this disparity

between the σii and δii can be exploited to detect attack locally for converter i.

The local confidence value for converter i can be defined as

9Ciptq “ αdiptq ´ αCiptq. (7)

where

diptq “ ∆i

∆i ` ||σiiptq ´ δiiptq||
. (8)

α ą 0 allows to add a temporal factor, in order to account for natural changes in

the system such as load change. ∆i is a threshold value to normalize the magnitude of

attack. For converter i when the system is not under attack, asymptotically ||σii´δii|| Ñ 0

resulting in Ci « 1. For converter i during attack, then ||σii ´ δii|| ‰ 0 making Ci ă 1.

Local confidence value is lower for converters that are closer to the attack location.

9bijptq “ ξsijptq ´ ξbijptq. (9)
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where

sij “ Θi´
Θi ` ||ipuj ptq ´ 1

Ni

ř
kPNi

ipuk ptq||
¯ . (10)

Ni is the converters sending information on communication graph to converter i. ξ ą 0

allows to add a temporal factor, in order to account for natural changes in system such

as load change. Θi is a threshold value to normalize the magnitude of attack. Trust

value of converter j calculated by converter i is given by

Tij “ max pCiptq, bijptqq . (11)

During normal operation, asymptotically ||ipuj ´ přkPNi
ipuk {Niq|| Ñ 0, resulting in

Tij « 1 @j. During an attack, converter i receives different current sharing information

from its neighbors, i.e., ||ipuj ´ přkPNi
ipuk {Niq|| ‰ 0 then Ci decreases, and the trust

value of converter j calculated by converter i is directly related to ||ipuj ´ hNi
||. Larger

the difference between the neighbor current sharing information, lower the value of Tij .

To ensure attack resilient operation, it is important that at least one more than half of

the neighbors, for each converter, are not compromised [10], [11]. Only then can the

compromised converters be identified and isolated.

If the trust value for any converter becomes less than a minimum value Tij ă Γi,

then information received from converter j is removed from the control structure of

converter i. The current sharing dynamics becomes

eiiptq “
ÿ

jPNi

caijTijptq
`
ipuj ptq ´ ipui ptq

˘
. (12)

During attack the trust value associated to the neighbor supplying corrupted data goes

down, the weight associated to the neighbor decreases and thus the propagation of attack

across the network is restricted. The average per unit current obtained using (12) fed to

the PI controller HpSq to generate the current correction term [3]–[5]. The trust-based
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Trust Calculator

Fig. 3. Trust Calculator block diagram

cooperative controller is presented in Fig. 2, and detailed in Fig. 3. A similar trust based

control can be derived for converter voltage correction term.

VI. HARDWARE IN THE LOOP VERIFICATION

DC-DC Converter 13

DC-DC Converter 14

DC-DC Converter 15

DC-DC Converter 16

DC-DC Converter 4

DC-DC Converter 3

DC-DC Converter 2

DC-DC Converter 1 1 2
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1516

1413

1112
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8 7

9

(a) (b)

Fig. 4. a) Block diagram of a 16 converter system; (b) Topology of the communication network among converters

A 48 V islanded DC microgrid comprising of sixteen converters is considered as

shown in Fig. 4(a). Each converter communicates its reference voltage estimate, per

unit current to its neighbors using the communication graph shown in Fig. 4(b). Each

converter has a local load as detailed in Table I, and the current rating of each converter

is detailed in Table II. The physical microgrid shown in Fig. 4(a) is emulated by 4
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Fig. 5. Hardware in the Loop setup: Comprising of Typhoon 603 HILs, dSPACE ds1202 MicroLabBox, and a
computer to monitor and program.

Typhoon HIL 603 (connected in a ring fashion using a Gigabit per second serial link).

Each Typhoon HIL 603 emulates the physical characteristics of four converters.

The control is modeled in SIMULINK then deployed on 4 dSPACE ds1202 Mi-

croLabBoxs’. Each MicroLabBox is paired with a Typhoon HIL 603. MicroLabBox

receives the physical measurements from the Typhoon HIL 603, and sends out the

four switching signals for the four converters emulated in the Typhoon HIL 603. The

MicroLabBoxs’ are connected to a monitoring computer using Ethernet connection via

a LAN switch. Another LAN switch is used to facilitate transfer of information between

the MicroLabBoxs’ using TCP/IP. For the trust-based cooperative current control the

threshold for trust value is set at 0.35. If the trust value of a converter drops below this

value, it is disconnected from the communication graph of the converter that calculates

trust shown in Fig. 4(b) till the trust value recovers.

Case A: Single Attack The incoming communication link at converter 2 from 3 is

attacked with constant false data (ω “ 0.4, as modeled in (3)) at t “ 0.5 s. Figures

6(a) and 7(a) show current and voltage outputs of converters 1 ´ 4 and 7 ´ 8, while

using the conventional current sharing cooperative controller. It can been seen from
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TABLE I
LOAD SPECIFICATIONS

Converter Load Resistance (Ω)

5,9,13 30

1-4,6-8,10-12,14-16 20

TABLE II
CURRENT RATING

Converter Current Rating (A)

1,4,5,8,9,12,13,16 6

2,3,6,7,10,11,14,15 3

Fig. 6(a) that current sharing is lost due to the compromised communication network.

Figures 6(b) and 7(b) show the performance when using a trust-based current sharing

cooperative controller. As seen, current sharing is maintained, trust value for incoming

communication link at converter 2 from 3, T32, is set to zero when the trust value

drops below 0.35. Once the attack is removed at t “ 9.8 s, the trust for the incoming

communication link at converter 2 from 3 , T32, goes above the threshold; it is included

in the communication graph topology as shown in Fig.10(a) and quickly reaches T32 1.

Case B: Multiple Attack The incoming communication link at converter 2 from 3, link

at converter 7 from 6, and link at converter 11 from 10 is attacked with constant false data

(ω “ 0.4, as modeled in (3)) at t “ 0.5 s. Figure 6(c) shows current outputs of converters

1 ´ 4 and 7 ´ 8, while using the conventional current sharing cooperative controller.

It can been seen from Fig. 6(c) that current sharing is lost due to the compromised

communication network. Figure 6(d) shows the performance when using a trust-based

current sharing cooperative controller. As seen, current sharing is maintained, trust value

T32, T76, is set to zero when the trust value drops below 0.35 as shown in Fig.10(b).

Case C: Time-Varying Attack The incoming communication link at converter 2 from 3

is attacked with sinusoidal varying false data (0.4sinptq, as modeled in (3)) at t “ 0.5 s.
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Figure 8(a) shows current of converters 1´ 4 and 7´ 8, while using the conventional

current sharing cooperative controller. It can been seen from Fig. 8(a) that current

sharing is lost due to the compromised communication network. Figure 8(b) shows the

performance when using a trust-based current sharing cooperative controller. As seen,

current sharing is maintained.

Case D: Controller Hijacking Attack The controller at converter 2 is hijacked to

produce a constant current output (χ “ 0.2, as modeled in (4)) irrespective of the
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cooperative controller at t “ 0.5 s. Figure 8(c) shows current outputs of converters

1 ´ 4 and 7 ´ 8, while using the conventional current sharing cooperative controller.

It can been seen from Fig. 8(a) that current sharing is lost due to the compromised

communication network. Figure 8(b) shows the performance when using a trust-based

current sharing cooperative controller. As seen, current sharing is maintained except in

the hijacked one.

Case E: Load Change The local load at converter 7 is changed from 20 Ω to 30 Ω

at t “ 0.5 s. Figure 9(a) shows current of converters 1 ´ 4 and 7 ´ 8, while using the

conventional current sharing cooperative controller. It can been seen from Fig. 9(a) that

current sharing is maintained. Figure 9(b) shows the performance when using a trust-

based current sharing cooperative controller. As seen, current sharing is maintained and

similar performance as the conventional cooperative controller is observed.

VII. CONCLUSION

Attack-resilient distributed control of DC microgrids is addressed. Two types of

attacks are studied: attack on communication channels and controller hijacking. A
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trust-based cooperative current controller is proposed to maintain current sharing. The

proposed method is evaluated using a Hardware in the loop setup for a sixteen converter

system under different attack scenarios.
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Abstract

The secondary control objectives of current sharing and voltage regulation in DC micro-

grids are complimentary in nature. Optimal load sharing and voltage regulation is not feasible.

In this paper, a containment based voltage controller that provides an upper and lower voltage

bound is proposed for voltage regulation. A cooperative algorithm is used to compare the per-

unit current of each converter with its neighbors to achieve proportional load sharing. A sparse

communication network is used for exchange of information between the converter. There is

a trade off between the two objectives of load sharing and voltage regulation. The voltage

of the system is regulated within the voltage bound while maintaining best proportional load

sharing. The efficacy of the proposed solution is evaluated using a Hardware in the Loop

setup for different load conditions.

I. INTRODUCTION

DC microgrid is the solution for a reliable power distribution system in future,

which will consist of renewable energy sources and storage devices [1], [2]. The

hierarchical control structure in a microgrid consists of primary, secondary, and tertiary

control levels [3], [4]. The primary controller sets the output voltage level and balance

generations among sources. The secondary controller addresses the voltage drift caused
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by the primary level while maintaining the load sharing across the sources. The tertiary

addresses controller market related challenges such as economic dispatch.

In practice, centralized secondary control is used to maintain voltage regulation

and decentralized droop control is used for load sharing [5], [6]. The droop control

introduces a virtual resistance at each converter to enforce load sharing in inverse

proportion to the virtual resistance. DC microgrids are increasing in complexity, with

regard to the nature of computation and control. Purely centralized or decentralized

control lacks the flexibility to address such complexities. Distributed cooperative control

of DC microgrids as seen in Fig. 1 has garnered much attention in literature recently.

Distributed control [7]–[9] increases reliability by not having a single point of failure,

unlike in centralized control [10]. These distributed control methods [7]–[9] still use

droop controller and achieve optimal load sharing at the expense of voltage regulation.

In these methods though the average microgrid voltage is regulated, the individual

converter voltage is not regulated.

Load sharing consists of dividing the total load on the microgrid among converters in

proportion to their rated power. This is achieved by ensuring the per-unit current supplied

by each converter is equal. In this paper, a current regulator at each converter uses

cooperative control to correlate the converter per-unit current output with the neighbors

per-unit currents to achieve proportional load sharing. A containment based voltage

regulator is used to correlate the output voltage of the converter with its neighbor

and the voltage bound to enforce voltage regulation within the bound. Containment

based consensus control can be effectively used to bound the followers outputs within

the convex hull of leaders output [11]–[13]. The containment and cooperative controller

used in this paper require only a sparse communication network. The proposed controller

does not need an additional droop controller to ensure proportional load sharing.

This paper is organized as follows. Preliminary of graph theory is given in Section
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Electrical Network Communication Network

Fig. 1. A networked DC microgrid

II. Section III provides the proposed distributed control. Case studies, using a Hardware

in the Loop setup with four converters, are detailed in Section IV. The conclusion is

drawn in Section V.

II. PRELIMINARY OF GRAPH THEORY

The communication network used by the converters can be represented by a graph

Gr, as shown in Fig. 1. Each converter can be represented on the graph by a node,

where O “ to1, o2, ..., onu is the set of nodes mapped to each converter. E Ă O ˆ O

is the set of edges representing communication links, and the associated adjacency

matrix is A “ raijs P RNˆN . An edge starting at converter j and ending at converter

i is denoted by poj, oiq, which indicates a communication link such that information

flows from converter j to converter i. aij is the weight of edge poj, oiq, and aij ą 0

if poj, oiq P E, otherwise, aij “ 0. Converters providing data to a particular converter

are called its neighbors Ni. The diagonal in-degree matrix is defined as D “ diagtNiu.
The graph Laplacian matrix, L “ D´A, whose eigenvalues describes communication

network properties, such as the convergence rate. If there is a root node with a path

from that node to every other node in the graph, then the graph has a spanning tree.

The set of leaders is denoted by M “ tn` 1, n` 2, ...,mu. A leader node k can be

connected to a few converters (at least to one root node) by unidirectional edges. The
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converters connected to a leader node and the corresponding edges are called pinned

converters and pinning edges, respectively. gki is the pinning gain from a leader k to

the converter i. The pinning gain is zero for an unpinned converter. The pinning gain

matrix for leader k is Gk “ diagtgki u.

III. SECONDARY CONTROL

The secondary control in a DC microgrid has two objectives voltage regulation and

proportional load sharing across the individual sources. The primary control for the

converter are voltage controllers that are operated locally, and obtain their set points

from the secondary controller. The secondary controller tunes the voltage set point such

that voltage regulation and proportional load sharing objectives are met across the DC

microgrid.

Figure 2 is a schematic of the DC microgrid comprising of different power generators

connected to converters, physical interconnections, and the cyber layer comprising of

communication and control. A sparse communication network is used. Each source

along with its converter is represented as a node on the communication graph. Every

converter transmits its per unit current and output voltage to its neighbors. The per unit

current is current supplied by converter divided by its current rating, i.e., ipui “ ii{Iratedi ,

where ii and Iratedi are the output current and rated current of converter i respectively.

Two converter are pinned (receive information from the leader) as shown in Fig. 2.

One converter p receives the upper bound of the output voltage permissible ,vu, and the

other converter q receives the lower bound of the output voltage permissible vl.

Figure 3 is block diagram representation proposed secondary controller for every

converter. The voltage set point for the local controller JpSq for converter i is calculated

by using both load sharing and voltage regulation error terms, expressed as follows [7],

[9], [14]:
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Fig. 2. DC Microgrid along with its communication network receiving voltage bound inputs

v˚i “ vref ` δvii ` δvvi (1)

where vref is the reference voltage. δvvi and δvii are the voltage and load sharing correc-

tion terms for converter i, generated by the voltage and current regulator respectively.

The voltage regulators objective is to regulate the output voltage of each converter

within the permissible bound ,pvl, vuq. This can be realized by using a containment

based cooperative control. The containment control objective is to design distributed

controller for each converter such that the output voltage converges to the convex hull

spanned leaders voltage set points, i.e. vl ă vi ă vl.

The voltage regulator calculates the voltage mismatch term and passes it through a

PI controller GpSq to generate the voltage sharing correction term δvvi . This correction

term is used to modify the local voltage set point of converter i to ensure voltage

regulation within the permissible bound. The voltage mismatch is calculated by using
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a containment protocol:

evi ptq “
ÿ

jPNi

baij pvjptq ´ viptqq `
mÿ

k“n`1
gki pvkptq ´ viptqq (2)

where vi and vj are the output voltage at converter i and converter j respectively.

Since the objective is to regulate the voltage between two voltage levels, it is sufficient

to have pinned converters p and q. Converter p receives the upper bound and the voltage

mismatch is calculated as follows:

evpptq “
ÿ

jPNp

bapj pvjptq ´ vpptqq ` gn`1p pvuptq ´ vpptqq (3)

Converter q receives the lower bound and the voltage mismatch is calculated as

follows:

evqptq “
ÿ

jPNq

baqj pvjptq ´ vqptqq ` gn`2q pvlptq ´ vqptqq (4)

As long as there is a spanning tree and communication network Laplacian is balanced,

the output voltage of each converter will be contained within the bound pvl, vuq [11],

[12], [14].

To ensure proportional load sharing a load sharing, correction term is calculated by

exchanging the per unit current of the individual converter. The current sharing regulator

calculates the local load sharing mismatch eii and passes it through a PI controller

HpSq to generate the current sharing correction term δvii . The load sharing mismatch

is calculated by using a dynamic consensus based control protocol similar to the one

in [7], [9], [14] :

eii “
ÿ

jPNi

caij
`
ipuj ptq ´ ipui ptq

˘
(5)
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Fig. 5. Hardware in the Loop setup: Comprising of Typhoon 603 HIL, dSPACE ds1202 MicroLabBox, and a
computer to monitor and program.

IV. HARDWARE IN THE LOOP VERIFICATION

A 48 V islanded DC microgrid comprising of four converters is considered as shown

in Fig. 4(a). A sparse undirected communication graph shown in Fig. 4(b) is used to

facillitate exchange of information between each converter. Each converter communi-

cates its voltage, per unit current to its neighbors using the communication graph . Each

converter has a local load of R “ 20 Ω, and the current rating of each converter is

detailed in Table I. The design parameters of the converter and control are detailed in

the Appendix. The physical microgrid shown in Fig. 4(a) is emulated by Typhoon HIL

603.

The control is modeled in SIMULINK then deployed on dSPACE ds1202 Micro-

LabBox. MicroLabBox is paired with a Typhoon HIL 603. MicroLabBox receives the

physical measurements from the Typhoon HIL 603, and sends out the four switching

signals for the four converters emulated in the Typhoon HIL 603. The MicroLabBox is

connected to a monitoring computer using Ethernet connection via a LAN switch.

The control objective is to maintain proportional load (current) sharing, while ensuring

voltage regulation between the bound vu “ 49.5 V and vl “ 47.5 V. Figures 6(a) and

7(a) study the performance of the distributed controller. For t ă 5 s, the secondary

controller is absent, it can be seen from Figs. 6(a) and 7(a) that voltage across each
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TABLE I
CURRENT RATING

Converter Current Rating (A)

1,4 10

2,3 3

converter is regulated to 48 V, but proportional load sharing is absent. At t “ 5 s

the secondary controller is engaged. It can been seen that after t “ 5 s load has

been proportionality shared between converters. The second and the third converter

supply one-third of the load that the first and the fourth converter supply. Voltage of

the converter is also regulated between the bound vu “ 49.5 V and vl “ 47.5 V.

The controller performance for load change is studied. The secondary controller has

been engaged at t ă 0 s. Figures 6(b) and 7(b) show the current and voltage of the

converters when the load at the third converter is changed from RL3 “ 20 Ω to RL3 “
30 Ω at t “ 5 s. It can be seen that proportional load sharing is maintained even though

the current requirement has changed. Voltage of the converter is also regulated between

the bound vu “ 49.5 V and vl “ 47.5 V. Figures 6(c) and 7(c) show the current

and voltage of the converters when the load at the second converter is changed from

RL2 “ 20 Ω to RL2 “ 25 Ω at t “ 5 s. It can be seen that proportional load sharing

and voltage regulation is maintained.

Figures 6(d) and 7(d) show the current and voltage of the converters when the load

at the third converter is changed from RL1 “ 20 Ω to RL1 “ 30 Ω at t “ 5 s. It can

be seen that proportional load sharing is not optimal, current supplied by the first and

fourth converter are not equal. The converter voltages are still within the bound. In

this particular case, due the presence of the voltage bound, there is a trade off between

optimal load sharing and voltage regulation. Even though optimal current sharing is

not achieved, converters are still sharing the load proportionally. Second and the third
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converter approximately supply one-third the amount of the load, that the first and the

fourth converter supply.
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Fig. 6. Current of converters: (a) Secondary controller activated at at t “ 5 s; (b) RL3 “ 20 Ω changed to
RL3 “ 30 Ω; (c) RL2 “ 20 Ω changed to RL3 “ 25 Ω; (d) RL1 “ 20 Ω changed to RL1 “ 30 Ω

V. CONCLUSION

A distributed containment-based voltage controller and cooperative current sharing

control is proposed for DC microgrid. The proposed method is evaluated using a

Hardware in the Loop setup under different loading conditions. The proposed controller

allows proportional load sharing, while ensuring the output voltage of each converter

is bounded.
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Fig. 7. Voltage of converters: (a) Secondary controller activated at at t “ 5 s; (b) RL3 “ 20 Ω changed to
RL3 “ 30 Ω; (c) RL2 “ 20 Ω changed to RL3 “ 25 Ω; (d) RL1 “ 20 Ω changed to RL1 “ 30 Ω

APPENDIX

Each buck converter has inductance L “ 2640 µH, capacitance C “ 2.2 mF and

switching frequency fs “ 60kHz.

Adjacency matrix is

A “

»
———————–

0 90 0 110

90 0 100 0

0 100 0 120

110 0 120 0

fi
ffiffiffiffiffiffiffifl

(6)

Control parameters are b “ 0.001 and c “ 0.1.
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CHAPTER 7

CONCLUSION

A robust control structure using advanced distributed control algorithms for AC and

DC microgrids have been evaluated. A distributed controller with ADMM based estima-

tor was proposed for synchronization of frequency and voltage in AC microgrids using

communication network, while considering noise and link failures. Synchronization in AC

microgrids was cast as an optimization problem and was solved using Alternating Direction

Method of Multipliers, to provide a robust distributed controller. An upper error bound was

analytically derived for synchronization under noisy communication channels and verified

by simulation results.

An attack resilient controller was also proposed for AC microgrids, which utilizes

observer-based consensus to localize attacks and trust-confidence based techniques to de-

tect and mitigate attacks on communication links and controller (hijacking). Trust-based

evaluation of neighbors was used to detect and mitigate attacks on communication links

and controller (hijacking) in cooperative current sharing of DC microgrids. A containment

based voltage regulator and consensus based load sharing regulator were also evaluated, to

achieve voltage regulation within a bound and proportional load sharing in a DC microgrid.

Future work may focus on developing learning based controller for adapting to changes

in an efficient and reliable manner.
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