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ABSTRACT

NUMERICAL STUDY OF HIGH-FREQUENCY FLUIDIC VALVE

INJECTORS FOR DETONATION ENGINE APPLICATIONS

Sushma Yalavarthi, Ph.D.

The University of Texas at Arlington, 2019

Supervising Professor: Frank K. Lu, Ph.D., P.E.

The feasibility of fluidic valves for use in detonation-based engines was studied

numerically. The fluidic valve acted by shutting off reactant flow through the high

pressure behind detonation waves propagating past the valve opening. The valve

which featured a plenum cavity was mounted to the side of a pulsed detonation en-

gine, an arrangement that allowed the valve to be characterized under a sustained

operation. A series of different cavity lengths were studied. Further, a numerical

study of the high-frequency fluidic valve was conducted by using a two-dimensional

reactive Euler solver. A 19–step elementary mechanism was employed for the stoi-

chiometric oxyhydrogen combustion. Two conditions, named as blocked cavity and

air injection, were studied. Insights into the complex behavior of the shock wave in-

teractions within the fluidic valve cavity were obtained. The pressure histories of the

incident shock and the subsequent reflections within the cavity were tracked via wave

diagrams. The wave diagrams indicated that the longer cavities induced reflections

for a longer duration in both the blocked and air-injection configurations, with the

latter showing more complicated flows. The numerical trends were similar in terms
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of non-dimensional pressure and interruption time, agreeing with the experimental

results of Peace et al. (2014) but disagreeing with earlier single-shot results. Further

simulations, by changing the position of the fluidic valve with respect to the thrust

wall of the detonation tube reiterated the importance of fluidic valve location. The

numerical findings include the backflow plots which represent the required refueling

time with respect to the arrival of the fresh combustible mixture inside the detonation

tube.
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CHAPTER 1

INTRODUCTION

Detonation-based engines can be categorized as pulse detonation engine (PDE),

standing detonation engine (SDE), and rotating detonation engines (RDE). Among

these, PDEs and RDEs have a wide range of operation and hence these engines

are of much current interest for aerospace propulsion and power applications. The

detonation process was fundamentally described by Berthelot et al. in 1881 [1]. A

zero-dimensional theory of detonation was developed independently by Chapman and

Jouguet [2]. This theory helped advance the research of detonation engine by Nicholls

at the University of Michigan in the late 1950s [3]. Nicholls made the first attempt

to demonstrate the application of pulse detonation to jet propulsion. Further, the

establishment of continuously rotating detonation was demonstrated in 1960 by Voit-

sekhovskii et al. [2]. Following a hiatus, intensive research on PDEs and RDEs was

reinitiated in 1990s. Research on detonation-based engines started at the University

of Texas at Arlington (UTA) in 1994 in a program that was funded by the University

of Texas Systems Advanced Technology Program [4]. In this program, UTA per-

formed an experimental investigation of fundamental detonation physics, followed by

the development of a series of small-scale PDEs.

Unlike deflagration (subsonic combustion), a detonation’s (supersonic combus-

tion) flame front propagates with a velocity of the order of km/s. This produces a sig-

nificant pressure increase than deflagration [5]. Also, the pressure rise for fuel-oxygen

mixtures can be 20 times higher than for conventional jet engines [1]. In contrast

to detonation, deflagration flame velocities are of the order of m/s. In conventional
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jet engines, the combustion chamber pressure drops slightly due to combustion [6].

Also, there is a possibility of high emission of NOx with arrangements such as turbine

cooling, and afterburner combustion [6]. The application of detonation to jet engines

offers a relatively low emission of NOx with the lean mixture detonation propagation

[1]. Such engines offer a significant improvement to the engine performance where

the efficiency of the engine cycle can be theoretically increased by 15% [1].

Detonation-based propulsion is being explored in recent times to achieve ad-

vances in performance of air-breathing engines and rocket engines [7]. Initial research

on PDEs was conducted by Eidelman et al. in the early 90s [8], [9]. Bussing et al.

developed the basic theory, and design concepts related to pulse detonation engines

[10]. Kailasanath et al. presented the performance estimates and nozzles for pulse

detonation combustion systems [11], [12]. Kailasanath et al. reviewed the significant

progress in the development of PDEs for air-breathing and rocket engine applications

during the 1990s [11]. Kailasanath et al. also mentioned the significance of the de-

velopment of inlets and nozzles for PDEs [11]. Roy et al. emphasized the importance

of valveless PDEs and better filling processes to achieve efficient thrust for flying ve-

hicles and power production in-surface plants [13]. Kailasanath et al. discussed the

development of PDE combustion systems and mentioned the need for research on

efficient and fast injection system for practical applications [14]. The primary focus

of these studies in the past decade has been on the PDE concept. Wilson et al.

summarized the system integration studies for both PDE and RDE in 2011 [4]. Lu

et al. published a comprehensive review on RDE experimental challenges, modeling,

and engine concepts in 2014 [15]. The concepts of PDE and RDE have gained a wide

range of interest. There is a potential to achieve better engine performance and new

concepts are being developed worldwide.
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1.1 PDE Operation

Figure 1.1 shows a generic PDE cycle. As shown in the figure, the PDE is

a long tube with a closed end and an open end for the exhaust. PDE operation

mainly comprises three processes, namely, filling, ignition, and blowdown. In the

filling process, the PDE tube is filled with a reactive gas mixture through the filling

valves. These valves will shut once the tube is filled with the reactants following which

the ignition system is activated [16]. In the ignition process, the flame is ignited

and transitions to a high-pressure detonation wave. This high-pressure detonation

wave further propagates through the combustion chamber [13]. During the blowdown

process, an expansion wave travels back into the tube as the hot combustion gases

move out. Thrust is produced when the wave exits the tube [7], [13], [14], [16]. As

the trailing edge of the expansion wave arrives at the closed end of the combustion

chamber, fresh reactants enter the tube, thus refilling occurs and hence the cycle

repeats. These fresh reactants may come in contact with residual hot gases of the

previous cycle resulting in undesirable autoignition since it is uncontrollable [10]. This

deflagration may even form a detonation front during the purging process [10].

Unlike ramjet engines, PDEs can be operated at static conditions. This can

be done with the help of a fan at the entrance of the combustor to force air into

the chamber [7]-[10]. But, in general for aerospace applications, PDEs can operate

through a wide flight Mach number range of 0 to 5 with an operating frequency of the

order of 100 Hz. However, with mechanical valves, the propellant flow may not be

fast enough to meet the demands associated with high thrust production [13]. Also,

the rapid closing of such valves may result in the formation of hammer shocks [16].

Moreover, various applications of air-breathing propulsion require a continuous mode

of operation. Although rapid refilling is essential, the gas prior to detonation will likely

be near-stagnation conditions. In order to achieve a continuous mode of operation,
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Figure 1.1: PDE operation [17]

valves with a fast response time are required. At high operating frequencies, self-

regulated valveless PDE can provide such a fast shut-off time.

1.2 RDE Operation

The operating frequency of the rotating detonation engine (RDE) is of the

order of 1–10 kHz [18]. In RDEs, the combustion chamber is an annulus in which a

detonation wave propagates circumferentially in a continuous manner by consuming

reactants [12], [15], [16]. The continuous supply of reactants is from injectors around
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the annulus, normal to the direction of the detonation wave propagation [15], [16],

[17], [19] [20]. The combustor pressure gain helps to temporarily block the injector

flow [21]. Due to the gasdynamic interactions inside the combustor, the reduced

pressure allows fresh reactants into the combustor [16], [21]. Similar to PDEs, rapid

refilling is crucial for RDE operation [16], [22], [23]. Also, RDEs can operate in a

wide range of flight Mach number of 0 to 5.

Figure 1.2: RDE schematic [16]

Figure 1.2 shows schematic of RDE configuration. An unwrapped schematic

showing the wave structure of the RDE is presented in Fig. 1.3. In RDE operation,

reactants are fed either separately or premixed into an annular combustor through an

array of micronozzles [12]. A detonation wave propagates in the annulus by consuming

the reactants feeding continuously from the bottom end of the combustion chamber

[12], [16]. The gas expands axially and azimuthally.
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Figure 1.3: RDE wave structure [16]

Figure 1.3 shows that behind the detonation front, the reactive mixture begins

to penetrate into the combustion chamber. The high pressure behind the detonation

wave blocks the injector flow entering the tube. Contact surface burning is shown

in Fig. 1.3 because of the possibility of the temperature of the hot gases exceeding

the autoignition temperature [16], [24]. The contact surface burning separates the

mixed products from the prior wave and fresh reactants. The degenerated detonation

wave, also known as secondary shock wave or the blast wave separates the burned

non-detonated products and fresh reactants. This wave was previously known as a

combined detonation-blast wave or detonation wavelet [25], [26]. As the flow pro-

ceeds to expand, the secondary shock wave will relatively become weaker leading to

refueling. Thus, the cycle repeats.

1.3 Motivation

Fuel injection with the mechanical valves for PDE has been successfully demon-

strated for the cycle frequencies of about 100 Hz in a single tube [11], [13]. For RDEs
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with higher operating frequencies, continuous, stable, and uninterrupted fuel flow is

required. To do so, efficient fuel injection valves are required which can provide un-

interrupted fuel flow. PDEs utilize single detonation wave during one operating cycle

whereas, RDEs can have multiple detonation waves in a single cycle. The presence

of multiple detonation waves complicates the working of RDE. Perpendicular fuel

impingement may disrupt the steady-state wave propagation. On the other hand, the

passing of multiple wavefronts can obstruct the incoming fuel flow. This condition

is called a backflow condition and it has been shown to occur [27], [28]. Elimination

of backflow conditions is essential for the working of RDE. This is because prevailing

of the condition for a period more than the cycle time will result in cutting off the

fuel supply. Based on the design of rocket injector manifolds, Nicholls et al. designed

injectors for fuel and oxidizer [27]. The novelty in design came from the way the fuel

and oxidizer can be fed separately [27]. The presence of the mixing chamber ensures

the premixing of the fuel and oxidizer [27]. Similar developments in the fuel injection

system were employed by Bykovskii et al. [29], [30].

An air-breathing RDE has been analytically studied by Mizener et al. [31].

Working of an RDE is similar to the working of a PDE in some aspects. Numerical

simulation presumes injection valve for RDE [32], [33]. This injection valve has a

series of micronozzles or orifices [32], [33]. With this arrangement, due to the high

pressure of the detonation wave, the fuel valves are temporarily blocked [32], [33].

Braun et al. experimentally investigated the potential of such valves for high opera-

tional frequency PDE [34]. Such valves were named as fluidic valves by Braun et al.

[34]. The fluidic valves are designed to optimize the characteristics such as overall

geometry, backflow time and backpressure based on the experimental results [34]. A

plenum cavity is essential for the operation of the fluidic valve. The plenum cavity

restricts the backflow of the detonation products during the PDE cycle. The fluidic
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valve requires a small plenum cavity placed beneath the injector orifice which helps

to act against combustion products entering the valve after each revolution of the

detonation wave [34]. A fluidic valve with a cavity was proposed by Braun et al. [34]

that utilized the high pressure of the detonation wave entering the cavity to achieve a

controlled interrupted propellant flow. In essence, the fluidic valve provided a means

of high-frequency injection that was coupled with the dynamics of detonation waves

within the engine. This allows for a non-electromechanical valve whereby controlled

interruption times were synchronized to the operating conditions of an RDE or, more

appropriately, the subsequent passing of detonation wavefronts across the injection

orifices of the valve. Recent experimental and computational studies have been con-

ducted to assess its feasibility with different fuels, combustor pressures, and injection

strategies [18], [33]. Braun et al. [34] presented a parametric study on the possibil-

ities of various types of fluidic valve orifices with constant cavity geometry. Their

single-shot experiments identified key parameters in the valve opening and closing

processes due to wave interactions [34]. However, an anomalous behavior was found

with the argon data appearing to be inconclusive [34]. This may be due to a change

in the wave behavior [35]. Peace et al. demonstrated the feasibility of the fluidic valve

with a plenum cavity of various lengths which were integrated with PDE [35]. Also,

the experimental trends [35] in terms of non-dimensional pressure and interruption

time disagreed with earlier single-shot results [34]. This calls for further investigation

using computational methods which leads to the motivation of this study.

1.4 Research Objectives

The current work is the computational study of a fluidic valve with a plenum

cavity of various lengths. In the experiment, the valve was mounted to the exit of

a pulsed detonation engine (PDE) operating with a frequency of 20 Hz [35]. While
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the PDE was unable to duplicate the high frequencies of an RDE, it provided an en-

vironment where the valve would have been subjected to repeated pulses and would

have achieved a quasi-equilibrium state [35]. Thus, any transient wave interactions

as may occur in a single-shot operation that was not associated with sustained oper-

ation would have disappeared [35]. Two configurations were examined. In the first,

the reactant feed was blocked so that the cavity was at approximately atmospheric

conditions [35]. In the second configuration, the high-pressure air was used for safety

reasons as a surrogate for reactants and entered the PDE [35]. Preliminary results of

the propagation of detonation waves in the plenum cavity were presented in [35]. A

numerical study of the single-shot operation of similar high-frequency fluidic valves

was conducted. Due to the computational expense, smaller valves were studied nu-

merically for both the blocked and air injection configurations. The present study

provides a further analysis into the experimental and computational results, provid-

ing insight into the complex wave behavior of the shock wave interactions inside the

fluidic valve cavity for RDE operations.

1.5 Background

Traditional internal combustion (IC) and compression ignition (CI) engines em-

ploy deflagration to convert chemical energy into mechanical energy [5]. On the other

hand, PDEs and RDEs utilize detonation to convert chemical energy into useful thrust

[5]. Detonation is the supersonic mode of combustion, wherein a detonation wave is a

shock wave sustained by the energy released by combustion [5]. Understanding det-

onation theories and thermodynamics behind the theories is essential to comprehend

the working of PDEs and RDEs. The following sections elaborate on the essence of

detonation theories and detailed chemical analysis of oxyhydrogen detonation.
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1.5.1 Detonation Theories

1.5.1.1 Thermodynamics

Figure 1.4 depicts a fixed control volume for a one-dimensional detonation wave.

Rankine and Hugoniot were the first to develop this theory [36], [37]. Equations (1.1)-

(1.3) are also known as Rankine–Hugonoit conditions [36], [37]. It is assumed that the

flow is steady, one-dimensional, constant-area, adiabatic, with negligible body forces,

and the gas is ideal.

Figure 1.4: Schematic of one-dimensional control volume for detonation [16]

ρ1u1 = ρ2u2 (1.1)

p1 + ρ1u
2
1 = p2 + ρ2u

2
2 (1.2)

cp,1T1 +
1

2
u21 + q = cp,2T2 +

1

2
u22 (1.3)

Here, q is the heat added due to the chemical energy release. For a shock wave, this

term is zero.

p1 = ρ1R1T1 (1.4)

p2 = ρ2R2T2 (1.5)
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If cp is constant, equations (1.1)-(1.3) have unknown parameters viz. T2, p2, ρ2,

u1, and u2. Chapman and Jouguet further developed the one-dimensional detonation

wave theory for an infinitesimally thin detonation [38], [39]. Their combined work

is popularly known as the Chapman–Jouguet theory (CJ theory). The CJ theory

was further developed independently by Zel’dovich, von Neumann, and Döring [40],

[41], [42]. Their combined work is widely known as Zel’dovich–von Neumann–Döring

(ZND) model. The ZND model also utilizes the one-dimensional detonation wave

theory for an infinitesimally thin detonation to provide insight into the high-pressure

point also known as the von Neumann spike.

The total enthalpy in a mixture and the heat addition can be written as

h = cpT + ho (1.6)

q = ho1 + ho2 (1.7)

Further modifying equations (1.1) and (1.2) provides equation (1.8) in terms of u1

and u2

u21 − u22 =
( 1

ρ1
+

1

ρ2

)(
p2 − p1

)
(1.8)

Combining the equations (1.3) and (1.8) gives

cp,2T2 − cp,1T1 = q +
1

2

( 1

ρ1
+

1

ρ2

)(
p2 − p1

)
(1.9)

Equation (1.9) can be rewritten by including the specific heats to yield the Rankine-

Hugoniot equation

q =
γ

γ − 1

(p2
ρ2
− p1
ρ1

)
− 1

2

(
p2 − p1

)( 1

ρ1
+

1

ρ2

)
(1.10)

Figure 1.5 shows Rankine-Hugoniot curves created for real gas combustion of a

stoichiometric H2–air mixture [16] where α is the shape factor and can be defined as

tanα =
p2 − p1

(1/ρ1)− (1/ρ2)
(1.11)
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Figure 1.5: Hugoniot curves for stoichiometric H2–air combustion [16]

These curves were created using the equations (1.8) and (1.10) where the flow

was assumed to be adiabatic. The Rankine-Hugoniot curve depicts shock and expan-

sion waves at varying conditions. The upper and lower CJ points represent compres-

sion and expansion wave at high speed and low speed respectively. For Figure 1.5,

the compression and expansion wave speeds are 1968 and 51 m/s respectively [16].

The Rankine-Hugoniot curve is divided into five regions. Detonation is repre-

sented by regions I and II where the condition for strong detonation is associated

with region I and the condition for weak detonation is attributed to region II. In

terms of gas velocities, regions I and II exhibit different behavior. Gas velocities are
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supersonic before the wave and subsonic after the wave for region I. On the other

hand, gas velocities are supersonic before and after the wave in region II. In region

I, the velocity of the burned gases behind the detonation wavefront is subsonic. The

formation of rarefaction wave makes region I unstable. This instability will continue

until the wavefront reaches the upper CJ point. At the upper CJ point, the conditions

behind the wavefront become sonic. Conversely, burned gases in region II overtake

the wavefront obstructing the flow propagation. This results in instability in region

II. In region I, the von Neumann peak was plotted corresponds to the high-pressure

condition before heat addition. Deflagrations are represented by regions III and IV.

Region III encompasses lower CJ point and represents the laminar flow of the wave-

front where gas velocities remain subsonic. Region IV starts after lower CJ point

and can be deemed physically impossible. This is because the gas velocity spikes to

the supersonic region after the subsonic wave. In region V, the Rankine–Hugonoit

relations are not satisfied because it violates the second law of thermodynamics and

hence the region has been plotted as a dashed line [16].

Figure 1.6 shows the Rankine-Hugoniot curves with non-ideal ZND structure

paths. These curves were drawn to depict the traversing of the von Neumann point

at non-equilibrium conditions.

The tangential line that joins upper CJ point to the von Neumann point por-

trays Rayleigh heat addition at local thermodynamic equilibrium. Path ‘a’ and ‘b’

depicts deflagration and heat release processes, wherein path ‘a’ illustrates the path

of shock waves that reach the von Neumann point. Path ‘c’ conditions are physically

impossible since shock waves cannot reach CJ point instantly after combustion [16].
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Figure 1.6: Hugoniot curves with non-ideal ZND structure paths [16]

1.5.1.2 Three-Dimensional Structure

In section 1.5.1.1, the basic detonation theories required to understand deto-

nation wave propagation and the factors affecting were discussed. Although a one-

dimensional detonation wave was presumed during the discussion, detonation waves

possess a three-dimensional structure. The current section provides an insight into

the complexities associated with such a structure. As illustrated in Fig. 1.7, the three-

dimensional wavefront comprises of incident shocks, transverse waves, Mach stems,

and slip lines [43]. The structure depicts detonation wavefront behind the leading

shock. The length of the induction zone determines the geometry of the detonation

cell.
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Figure 1.7: Three-dimensional detonation wave structure [43]

In Fig. 1.7, the right end represents the combustible mixture and the left end

represents the reaction zone immediately behind the shock front. The curved lines are

the incident shocks that instigate detonation. Mach stems results from the amalgama-

tion of the incident wave and the reflected blast waves. These waves typically generate

a pressure higher than the incident wave. Transverse waves are the reflected shock

waves. The intersection of the incident shock, transverse wave, and the Mach stem is

known as the triple point. Slip lines separate Mach lines from incident shocks. On the

other hand, the movement of transverse waves away from the Mach stems weakens

the Mach stems. Schlieren imaging and planar laser-induced fluorescence have been

utilized to demonstrate the detonation wavefront and the reaction zone behind the

detonation wavefront. Also, the detonation cell size depends on the composition and

state of the reactive mixture [44].
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1.5.1.3 Hydrogen–Oxygen Detonation Chemistry

Ma et al. illustrated the shortcomings of single-step chemical reactions in PDEs

[45]. Multi-step and single-step chemical reactions for methane-air, hydrogen-oxygen

and hydrogen-air hydrogen were explored inside the PDE by Li et al. and He et

al. respectively [46], [47]. He et al. concluded that detailed chemical kinetics were

competent enough to qualitatively capture the PDE performance [47]. Westbrook

et al. , and Yetter et al. studied the combustion of hydrogen-oxygen mixtures [48],

[49]. Based on their analysis, it can be concluded that the combustion process of

hydrogen-oxygen mixtures mainly consists of initiation, branching, and termination

processes.

For hydrogen-oxygen detonations, the intermediate H2O and the molecule H2

serve as third bodies. In the initiation process, due to the high energy supply, the

individual molecules of H2 and O2 form the free radicals O, H and OH. The following

equations are some examples of the initiation process.

H2 
 H + H (1.12)

O2 
 O + O (1.13)

Branching is also known as propagation, wherein free radicals are formed. The

formation of O, H and OH fall under strong branching, whereas reactions that result

in intermediates such as HO2 and H2O2 are considered weak branching reactions. The

following reactions show some of the branching steps. Third-body collisions (M) is

formed due to a further increase in the pressure. These three-body collisions facilitate

the beginning of the termination process:

H + O2 
 O + OH (1.14)
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O + H2 
 H + OH (1.15)

OH + H2 
 H2O + H (1.16)

HO2 + H2 
 H2O2 + H (1.17)

Highly exothermic formation of intermediates such as HO2 and H2O2 are re-

combined as molecules which are less reactive than the free radicals characterized

termination process. Some of the terminating reactions are as follows:

H + O2 + M 
 HO2 + M (1.18)

O + O + M 
 O2 + M (1.19)

H + O + M 
 OH + M (1.20)

H + OH + M 
 H2O + M (1.21)

1.5.2 Literature Review

Fickett et al. [50] numerically investigated the idealized time-dependent, one-

dimensional, piston-supported detonation using the method of characteristics. For

this investigation, Fickett et al. assumed that the fluid is an ideal gas that obeys the

Arrhenius gas law. This investigation converged with the linearized stability analysis

of the steady detonation of Erpenbeck [51] and also found that the pressure of the

shock wave almost reaches the steady-state solution with 50% higher peak pressure.

Abousief et al. analytically and numerically examined the one-dimensional, piston-

supported detonation for a one-step, first-order, irreversible reaction that obeys the

Arrhenius gas law [52]. This study demonstrated shock perturbations and tempera-

ture fluctuations of the induction zone [52]. He et al. also studied the dynamic limit

of one-dimensional detonations using linear stability analysis and direct numerical
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simulation (DNS) [53]. Their studies found that the detonation propagation will be

stable when the activation energy is smaller than a critical value [53].

Yu et al. [54] analyzed the detailed derivation of fundamental equations for

chemically reactive flows from first principles. Their study solved the governing equa-

tions of different forms such as the conservative, non-conservative, and characteristic

forms. This study could not justify the Damköhler number as unity when using

multiple chemical reactions. However, their study indicated that numerically stable

solutions can be found with special treatment to the species stiff term. Sekar et al. [55]

numerically investigated the characteristics of PDE by using one-dimensional, two-

dimensional axisymmetric models with different fuels such as H2–O2 and C3H8–air. It

was concluded that careful treatment of finite-rate chemistry is required to obtain the

von Neumann spike. This study indicated that closed-end initiation produces stable

detonations than open-end initiation. For the axisymmetric model, with the aft-end

initiation, the transmitted wave reversed its direction and may lead to engine unstart

problems. This study also addressed the importance of constant-pressure boundary

conditions in PDE computational domains.

Bussing et al. [56] demonstrated the PDE concept by conducting one-dimensional

numerical studies using 18–step mechanisms of hydrogen-air and hydrogen-oxygen

mixtures. Their results indicated that the detonation velocity is higher for a hydrogen-

oxygen mixture (2850 m/s) than for a hydrogen-air mixture (1950 m/s). An analytical

comparison of the constant volume, detonation cycle with constant pressure, combus-

tion cycle was made by Bussing et al. This comparison concluded that the constant

volume, detonation cycle yielded 50% higher thermal efficiency than the constant

pressure, combustion cycle. Clutter et al. [57] performed a comprehensive compar-

ison of different complex mechanisms for the appropriate treatment of the scales

associated with the chemical kinetics. Some of these mechanisms include the 32–step
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model of Jachimowski [58], the 7–step model of Shang et al. [59] and the 8–step model

of Moretti [60] were studied. These studies concluded that the 7–step model results

aligned with the scaling factor scheme and with experiments.

Hsu et al. [61] carried a numerical study of detonation in a premixed hydrogen-

air mixture to investigate detonation wave propagation, to obtain ZND structure and

to study the effects of chemical kinetics. For their study, Hsu et al. used the 1, 2,

7 and 38–step models proposed by Varma et al. [62], Rogers et al. [63], Shang et al.

[59] and Vajda et al. [64] respectively. Hsu et al. performed a zero–dimension analysis

to show chemical induction times. Results indicated that the 7 and 38–step models

show a longer induction time while no significant induction time was shown for the

1 and 2–step models. Except for the 7–step model, lean mixture detonation results

matched with Kistiakowsky et al.’s experimental results [65].

Sharpe et al. [66] performed one-dimensional numerical simulations of idealized

detonations using a second-order Godunov scheme with different activation tempera-

tures. In this study, Sharpe et al. found consistent results with lower activation tem-

peratures, whereas the results with higher activation temperatures disagreed with the

previous studies of He et al. [53] due to inadequacy in their numerical resolution. Also,

for larger activation temperatures, the decay and reignition followed similar trends

with the phenomenon observed in square tubes by Fickett et al. [50]. This anal-

ysis further emphasized that one-dimensional numerical simulations require higher

activation energies and a fully-resolved induction zone.

Kailasanath et al. [67] discussed and reviewed computational studies of PDEs.

Kailasanath et al. focused on the factors affecting PDE performance such as geome-

try, grid resolution, outflow boundary conditions and initial conditions for detonation

initiation. It was concluded that close-end initiation provided a rapid initiation and

establishment of the detonation wave. On the other hand, open-end initiation em-
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phasized the possibility of valveless PDE operation. Kailasanath et al. observed

that among different initiation techniques such as direct initiation, deflagration-

detonation-transition (DDT), shock-detonation-transition (SDT) and transition from

a predetonator, direct detonation is best suited for numerical simulations. Kailasanath

et al. concluded that a constant pressure boundary condition or a fixed outflow bound-

ary condition best fits PDE problems and does not affect the inside flow of the com-

putational domain. Kailasanath et al. stated that a PDE attached to a converging-

diverging nozzle produced a small portion of negative thrust due to over expansion

in the diverging section of the nozzle.

Kailasanath [7] presented the developments in detonation propulsion. It was

found that the detonation cycle efficiency is nearly about the constant-volume cycle

efficiency. Kailasanath provided insight into stabilized normal detonations, inter-

mittent detonations, rotating detonations, oblique shock-induced detonations, laser-

supported detonations (LSDs) and oblique detonation waves (ODWs). For stabilized

normal detonations, cold hydrogen gas was injected at the throat of a converging-

diverging nozzle but no combustion occurred due to the insufficient residence time.

For a hydrogen-air mixture, intermittent detonations were attained with a specific

impulse of 2100 s. Oblique shock-induced detonations were induced by wedges that

generate oblique shock followed by a normal shock wave. This theory further devel-

oped as oblique detonation wave engines (ODWEs) which showed analytically better

performance than the equivalent scramjet engines for higher Mach numbers such as 15

and above. Laser-supported detonations (LSDs) uses a laser to produce detonations.

This idea fetched the possibility of highly controllable exhaust velocity.

Hwang et al. [68] examined the one-dimensional pulsating overdriven detona-

tion flowfield by utilizing an essential non-oscillatory scheme (ENO scheme) with

single-step reaction kinetics. In this study, the effects of grid size on the detonation
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wave, reaction zone resolution for hydrogen-air detonations were studied. This study

concluded that the grid size has a significant effect on computational expense and

reaction zone of at least 20 points per reaction zone length is required for accurate

resolution of the detonation wave. Law et al. [69] reported the development of reac-

tion mechanism and the role of detailed chemical kinetics in combustion phenomenon.

The chemical kinetic mechanism of H2–O2 mixture was explained in this study and

it also emphasized the role of the transport coefficients in the combustion modeling.

Law et al. proposed the reduced mechanism of chemical kinetics without losing the

comprehensiveness of detailed kinetics in–order–to reduce the computational expense.

This mechanism results were matched with the experiments as well.

Yungster et al. [70] numerically investigated one-dimensional detonations by

utilizing a detailed finite rate chemistry model for the hydrogen-air mixture. For this

study, Yungster et al. chose a range of equivalence ratios (0.4–2) and initial pressures

(0.2–0.8 atm). This study demonstrated that detonation is stable for equivalence

ratios greater than 1.2 for all initial pressures.

Kang et al. [71] investigated supersonic combustion patterns at different equiv-

alence ratios for hydrogen-air mixture in scramjet engines at Mach 7.6 and altitude

31 km. In this study, Kang et al. addressed the effects of fuel equivalence ratios,

cavity flame holder, and cowl shape. This study found the equivalence ratios 0.11

and 0.18 provide supersonic combustion and W–shaped cowl provides significant fuel-

air mixing. Yeom et al. [72] conducted a three-dimensional numerical simulation to

investigate the mixing of the hydrogen-air mixture in a scramjet engine. This inves-

tigation was carried by incorporating two sidewalls and a cavity flame holder and did

not involve any chemical reactions. It was observed that the sidewalls improve the

mixing efficiency. Also, the pressure distribution along the sidewall correlated with

the experimental data.
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Ebrahimi et al. [73] performed a three-dimensional RANS computation of a

cavity exposed to a free-stream Mach number 2 and examined a variety of fuel injec-

tion configurations on supersonic combustion. These studies investigated the effect

of the cavity in terms of fuel injector location and the injection angle. Ebrahimi et

al. concluded that in the case of angled upstream injection, only a small fraction of

fuel was entrained into the cavity and vertical injection improved the fuel recircu-

lation. Tatman et al. [74] performed an experimental study of vitiation effects on

the flameholding. These tests were performed with different fuels such as hydrogen,

ethylene etc. with an inlet Mach number 2. In comparison with the clean air tests,

Tatman et al. found a negligible difference. Lee et al. [75] numerically investigated

the effects of the fuel injectors and cavity configurations on supersonic combustion

using three-dimensional analysis. These studies concluded that a series of fuel nozzle

configuration without cavity exhibited better combustor performance when compared

with the same configuration with cavity.

Cai et al. [76] numerically studied cavity-based detonation in the supersonic

hydrogen-oxygen mixture. Cai et al. compared the simulations of the cavity-based

channel with the straight channel. Results showed that the cavity-based channel

promoted the detonation initiation and propagation in the supersonic combustible

mixture. Also, Cai et al. emphasized that the longer cavities promote the detonation

initiation and propagation in the supersonic combustible mixture in a more useful way.

Cai et al. [77] further conducted the numerical analysis of the cavity-based detonation

using a two-dimensional adaptive mesh model for hydrogen-oxygen mixture with a

detailed 32–step chemistry. Results indicated that the blast wave propagation inside

the cavity is followed by an oblique shock, the highly unstable shear layers enhanced

the mixing effect due to the Kelvin–Helmholtz instability.
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The literature review points to the employment of different cavities in conjunc-

tion with the instigation mechanism of the detonation engines. Braun et al. [34]

presented a parametric study on the possibilities of employing a fluidic valve (with

orifice and cavity) for fuel injection. In this study, they employed a series of con-

stant cavity fluidic valves with different orifice geometries and different fuels [34].

This study corroborates the integration of fluidic valve into high-frequency PDEs and

RDEs. In an experimental setting, Peace et al. demonstrated the feasibility of the

fluidic valve with a plenum cavity of various lengths [35].
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CHAPTER 2

METHODOLOGY

2.1 Geometry and Mesh

2.1.1 Geometry

Figure 2.1(a) shows the experimental setup of the fluidic valve attached per-

pendicular to the side of a PDE toward the exit region. The PDE was 33 in. (838

mm) in length with an inner diameter of 1 in. (25.4 mm). Figure 2.1(b) presents

a schematic of the fluidic valve showing various dimensions of the orifice and cavity

along with pressure transducer locations. The fluidic valve consisted of a 1/4 in.

(6.35 mm) diameter and 1.8 in. (45.7 mm) long orifice connected to a variable-length

plenum cavity with a diameter of 3/8 in. (9.525 mm). Pressure transducers (PCB

Model 111A24) were mounted at three locations. PCB 5 was located just before the

valve orifice inlet which was 25 in. (635 mm) from the upstream end of the PDE.

The other two pressure transducers PCB T (located at 95.25 mm length) and PCB B

(located at 72.39 mm length) were located in the interior of the valve plenum cavity

as shown in Figure 2.1(b).

Two configurations, named as blocked cavity and air injection, were studied.

The blocked cavity test was conducted by closing the top of the fluidic valve with end

caps or variable plugs of lengths as depicted in Fig. 2.1(b). This resulted in plenum

cavity lengths of 2.1 in. (53.34 mm), 2.25 in. (57.18 mm), 2.5 in. (63.5 mm), 2.75 in.

(69.85 mm) and 3 in. (76.2 mm) respectively. For the air injection test, the plugs were

removed and replaced with variable length injection attachments, thereby providing

cavity lengths of 2.1, 2.5 and 3 in. Figure 2.2 shows the air injection attachment of
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(a) Experimental fluidic valve attached to the
PDE

(b) Experimental fluidic valve showing variable
plug and pressure transducer arrangement

Figure 2.1: Experimental schematic [35]

pressures 55–95 psia (3.74–6.46 atm)), a 1/4 in. (6.35 mm) gas line attachment and

a 1/8 in. (45.7 mm) diameter injector orifice.

Figure 2.2: Schematic of variable length cavity and the pressure line for injection [35]

Design Modeler is a part of the ANSYS Workbench which is used for creating

the model. Also, the created geometry is meshed using ANSYS meshing software.

Therefore, ANSYS Workbench was used for the geometry generation. The configu-

ration for the numerical study is a two-dimensional analog of the experimental con-

figuration and is shown in Fig. 2.3. The computational configuration was thought to

enable the physics of the wave interactions to be more readily understood without the
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complications of a cylindrical valve and the connection between it and the detonation

tube. Moreover, instead of the detonation wave propagating over the entire length

equivalent of the experiment, which will consume significant computational resources,

a shorter domain was considered. This does not affect the gas dynamic properties

and the physics associated with the fluidic valve wave interactions. The position of

the fluidic valve was altered for the same reason mentioned above.

Figure 2.3: Schematic of the computational domain

The main detonation channel has a length L = 60 mm and a width of D = 1.5

mm. This channel is connected to a cavity with a fixed width of Dc = 0.57 mm and

a length that varied from Lc = {3.18, 3.4, 3.78, 4.16, 4.54} mm via a perpendicular

channel with a length of Le = 2.72 mm long and a width of De = 0.38 mm wide. The

combined cavity and the channel form the numerical fluidic valve. The different cavity

lengths were to examine the wave interactions, particularly, the pressure buildup to
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block the flow. Figure 2.3 shows a cavity that is closed. The cavity itself was located

at 0.02L = 1.2 mm from the upstream end of the detonation channel as shown in

Fig. 2.3. This location was chosen and verified that stable detonation was developed

before the blast wave enters the fluidic valve.

Similar to the experiments, the pressure histories at three different locations

(also labeled PCB 5, PCB B and PCB T) were recorded. PCB 5 was located at

0.4575L (located at 27.45 mm length) from the head end of the detonation channel.

Within the cavity, PCB B and PCB T were located at 1.5833Le (located at 4.3 mm

length) and 2.0833Le (located at 5.6 mm length) from the inlet of the orifice channel

as shown in Fig. 2.3.

2.1.2 Mesh

ANSYS Workbench was used for the mesh generation. This geometry (for both

PDE duct and the fluidic valve channel) is ideal for the structured mesh. Hence the

uniform fine mesh was chosen, shown in Fig. 2.4. This selection also reduced the

computational time significantly. For the blocked cavity test and air injection test,

for the PDE that was filled with the grid spacing of 0.045–0.055 mm was used. These

details are provided in Table 2.1.

Figure 2.4: Mesh generation
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Table 2.1: Details of mesh generation

Cavity length Grid spacing Element No. of No. of
mm mm Type Nodes Elements

3.18 mm 0.045 mm Quadrilateral, Structured 40742 39456

3.40 mm 0.050 mm Quadrilateral, Structured 39860 38499

3.78 mm 0.045 mm Quadrilateral, Structured 48736 47214

4.16 mm 0.055 mm Quadrilateral, Structured 33013 31762

4.54 mm 0.045 mm Quadrilateral, Structured 49008 47469

The grid spacing of the given range was concluded with the grid dependence

study. The results of the grid dependence study are given in section 2.7. From Table

2.1, it can be seen that the different grid spacing was used for different cavity lengths.

This was done to get a better solution convergence.

2.2 Governing Equations and Chemical Kinetics

The two-dimensional, reactive Euler equations in Cartesian coordinates were

solved. It is known that detonation waves are characterized by a three-dimensional

cellular structure [78], [79] which this model lacks to capture. Since the goal of this

study is to investigate the shock reflections of the fluidic valve cavity, for the length

and time scales of interest, the two-dimensional model was considered to be adequate.

The two-dimensional Euler equations can be expressed as

∂Q

∂t
+
∂F

∂x
+
∂G

∂y
= W (2.1)
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Q =



ρ

ρVx

ρVy

ρE

ρYi


, F =



ρVx

ρV 2
x + p

ρVxVy

ρEVx + pVx

ρVxYi


, G =



ρVy

ρVxVy

ρV 2
y + p

ρEVy + pVy

ρVyYi


, W =



0

0

0

0

Ri


(2.2)

where Ri is the net rate of production of an individual species due to chemical re-

actions, ρ is the density, p is the pressure, E is the total energy per unit mass and

Yi is the mass fraction of the individual species. Equations of this form are required

to model the gas dynamic and chemical reaction coupling inherent to the nature of

a self-sustaining detonation wave. The gasdynamic and chemical reaction coupling

following a detonation wave is governed both by convection and diffusion [80], [81].

However, past studies have shown that stable detonation solutions can be achieved

with the reactive Euler equations and various reaction kinetics where physical diffu-

sion is neglected [82]. This allows for the combustion process to be adequately treated

solely with a finite-rate chemistry model. The general form of a chemical reaction is

given by equation (2.3). The recombination is being considered with the backward

reaction, as some studies neglect this fact.

N∑
i=1

v′i,rMi

kf,r


kb,r

N∑
i=1

v′′i,rMi (2.3)

The net rate of production of a given species is given by the general law of mass

action as equation (2.4). In this form, it is assumed that each individual species

source term can be influenced by both the forward and reverse reaction and by third

body collisions.

Ri = Mw,i

NR∑
r=1

Γ(v′′i,r − v′i,r)

(
kf,r

N∏
j=1

[
Cj,r

]η′j,r − kb,r N∏
j=1

[
Cj,r

]v′′j,r)
(2.4)
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The forward reaction rate constant is modified Arrhenius rate equation with the

temperature dependency and power n. This is given by

kf,r = ArT
n exp

(−Er
RT

)
(2.5)

The backward reaction rate is determined by using

kb,r =
kf,r
Kr

(2.6)

where the equilibrium constant of each reaction is an expression of the change in

Gibbs free energy. The density is computed by the ideal gas law, by assuming a

mixture of ideal gases. The specific heat at constant pressure is computed using a

mixing law equation (2.7)

cp =
∑

Yicpi (2.7)

where the specific heat for each individual species as a function of temperature, is

computed by use of a two-temperature range piecewise polynomial [83].

A finite-rate chemistry model with a 19–step, reversible elementary mechanism

for 8 species was employed for the stoichiometric oxyhydrogen combustion [84]. A

finite-rate chemistry model, herein assumes local thermodynamic equilibrium at all

instances in time. Implementing a detailed elementary mechanism allows for versatile

modeling of hydrogen-based detonations without the need to tune various kinetic pa-

rameters or reaction progress variables. The chemical species of consideration include

H2, O2, H, O, OH, H2O, HO2, and H2O2. This mechanism is based on a separate

kinetic mechanism that was derived for hydrogen combustion and refined to match

experimental conditions found within shock tubes and scram jet combustion [58].

Table 2.2 of the appendix shows the Arrhenius parameters for this 19–step kinetic

mechanism where the reactions involving N2 are neglected. This mechanism was

successfully used in past studies to determine the influence of partial filling on PDE
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performance [17], [85]. This mechanism is based on a separate kinetic mechanism that

was derived from hydrogen combustion and refined to match experimental conditions

found within shock tubes and scramjet combustion [58], [84].

Table 2.2: H2–O2 chemical kinetic mechanism [84]

No Reaction Ar
a Er (J/kmol) n

1 H2 + O2 
 HO2 + H 1.00× 1011 2.34× 108 0.00

2 H + O2 
 OH + O 2.60× 1011 7.03× 107 0.00

3 O + H2 
 OH + H 1.80× 107 3.72× 107 1.00

4 OH + H2 
 H2O + H 2.20× 1010 2.15× 107 0.00

5 OH + OH 
 H2O + O 6.30× 109 4.56× 106 0.00

6b H + OH + M 
 H2O + M 2.20× 1019 0.00 −2.00

7c H + H + M 
 H2 + M 6.40× 1014 0.00 −1.00

8d H + O + M 
 OH + M 6.00× 1013 0.00 −0.60

9e H + O2 + M 
 HO2 + M 2.10× 1012 −4.18× 106 0.00

10 HO2 + H 
 OH + OH 1.40× 1011 4.52× 106 0.00

11 HO2 + H 
 H2O + O 1.00× 1010 4.52× 106 0.00

12 HO2 + O 
 O2 + OH 1.50× 1010 3.97× 106 0.00

13 HO2 + OH 
 H2O + O2 8.00× 109 0.00 0.00

14 HO2 + HO2 
 H2O2 + O2 2.00× 109 0.00 0.00

15 H + H2O2 
 H2 + HO2 1.40× 109 1.51× 107 0.00

16 O + H2O2 
 OH + HO2 1.40× 1010 2.68× 107 0.00

17 OH + H2O2 
 H2O + HO2 6.10× 109 5.98× 106 0.00

18 H2O2 + M 
 OH + OH + M 1.20× 1014 1.90× 108 0.00

19f O + O + M 
 O2 + M 6.00× 1010 −7.53× 106 0.00

a Arrhenius pre-exponential factor in units of second, kilomole, m3.
b Third body collision efficiency - H2O = 6.0.
c Third body collision efficiency - H2O = 6.0, H2 = 2.0
d Third body collision efficiency - H2O = 5.0.
e Third body collision efficiency - H2O = 16.0, H2 = 2.0.
f Third body collision efficiency - H2O = 15.0.
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2.3 Boundary Conditions and Initial Conditions

2.3.1 Boundary Conditions

Figure 2.5 shows the boundary conditions used for the two-dimensional simu-

lations of both blocked cavity and air-injection cases. Boundary condition chosen for

the wall closest to the ignition end was adiabatic, slip wall. The detonation wave

propagation starts from the head end of the tube and moves towards the right end

at supersonic speed. The exit end of the detonation tube is wall boundary condition.

The selection of the wall boundary condition does not impact the traversing wave.

The wave propagation is affected after the detonation wave is at the end of the tube

[17], [35]. This peculiar phenomenon was observed since the waves are governed by

Euler equations. The unsteady equations are hyperbolic in nature [86]. Also, as the

wave propagates through the combustible mixture, the combusted products are on

the far side of the propagating wavefront. The constant pressure boundary condition

was chosen for the exit plane of the tube and fluidic valve. When the detonation

reaches the open boundary, the pressure just inside the computational domain will

suddenly rise to a high value. This creates a large pressure gradient at the exit since

the boundary conditions require the flow to relax rapidly to the ambient value. The

resulting high flow velocities and over-expansion of the detonation wave results in

the decrease of PDE tube pressure to the ambient value. Hence the exit plane of the

detonation tube was modeled as a constant pressure boundary condition [67]. For

the fluidic valve, with the open boundary, the burnt products will backflow into the

PDE tube [67]. In–order–to allow the air or fresh fuel-air mixture into the tube, the

constant-pressure boundary condition was chosen. All the other edges of the detona-

tion channel and fluidic valve channel were treated as a wall boundary condition.
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Figure 2.5: Boundary conditions

2.3.2 Initial Conditions

The detonation channel was filled with a stoichiometric oxyhydrogen mixture

(mass fraction of hydrogen = 0.888102, mass fraction of oxygen = 0.111898) at an ini-

tial pressure of 1 atm and a temperature of 300 K. Deflagration-detonation-transition

(DDT) is important to obtain the strong detonation wave propagation. One way

to achieve the expedited DDT was by use of detonation wave [87]. Another way to

achieve the sustainable wave propagation is to use high pressure and high-temperature

conditions for direct ignition. This entails the wavefront to fuel the shock wave. The

von Neumann spike is leveraged to initiate the ignition due to the available high

pressure [67], [88]. Therefore, wave propagation was initiated with high pressure con-

ditions at high pressure (35 atm) and temperature (3500 K) patched to the first five

cells at the head end of the detonation channel as shown in Fig. 2.6. It can be noted

that the mass ratios of species in this region were matched with NASA CEA [89]

results for a stoichiometric oxyhydrogen mixture as shown in Table 2.3. For all the

blocked cavity tests, the fluidic valve was maintained at a constant pressure of 1 atm,

temperature of 300 K and air mass fraction as unity. For the air-injection tests, the
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fluidic valve was maintained at pressures ranging from 3.7–6.54 atm, temperature of

300 K and air mass fraction as unity.

Figure 2.6: Ignition condition

Table 2.3: Mass fraction of species for a stoichiometric H2–O2 mixture

Species Mass Fraction

H2 0.0225723

O2 0.106713

H2O 0.664339

HO2 0.000424683

H 0.00561757

O 0.0424484

OH 0.157837

H2O2 0.000048777

2.4 Numerical Method

ANSYSR© Fluent 17.2 was used for the simulations [83]. The two-dimensional

planar PDE profile was set up in Fluent. The double-precision solver was used, as

this solver exhibited better accuracy than single-precision solvers for the thin and
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long channels. Computations for the high-speed compressible flows were carried out

with the use of density-based solver. The equations of momentum, energy, species

transport, and continuity are also worked out with the aforementioned solver settings

[83]. The coupled equations are resolved using either explicit or implicit formulations

wherein the first method is comparatively uncomplicated. This ease in solving can be

attributed to the method not requiring inputs at each [90]. The explicit and implicit

formulations differ in the way the variables are brought to the resolution. The explicit

method requires less computational resources as each variable is worked out one cell at

a time. On the contrary, the implicit method solves the variables in a parallel fashion

and results in expeditious resolution. Chemical reactions for the detonating wavefront

transpire in the nanoseconds and explicit methods are more suitable for cases with

diminutive time steps. Hence an explicit spatial and transient discretization of the

governing equation was chosen. The time step size of 10−9 s was chosen for all the

simulations. This was chosen based on the results presented in 2.7. This corresponds

to a Damköhler number (ratio of convective time scale to the reaction time scale) of

unity and a CFL number of 0.1.

A fourth-order Runge–Kutta time integration method was used for the tem-

poral terms. This time-scheme exhibited better results for the density-based solvers

using explicit formulation [90]. An AUSM (Advection Upstream Splitting Method)

scheme was chosen for computing flux vectors because of its simplicity and accuracy

in capturing shock discontinuities [91]. This scheme also enhances the resolution

of contact and shock discontinuities [83]. For spatial discretization, a second-order

upwind scheme and least squares cell-based gradient has been used. Although det-

onation is a phenomenon involving viscosity and turbulence, an inviscid flow model

was chosen. Since the main goal of this study is to understand the wave interactions
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inside the cavity and to obtain qualitative understanding, this selection is justified.

The settings for the simulations in Fluent can be found in Table 2.4.

Table 2.4: Fluent settings of CFD simulation

Parameters/Models Settings

Solver Type Density-based

Velocity Formulation Absolute

Time Settings Transient

Spatial Settings Planar

Viscous Model Inviscid

Species Model Species Transport

Reactions Type Volumetric

Chemistry Solver None-Explicit source

Turbulence-Chemistry Interaction Finite-Rate/No TCI

Mixture Material Hydrogen–Air

Solution Formulation Explicit

Flux-Type AUSM

Spatial Discretization Gradient Least Squares Cell-Based

Spatial Discretization Flow Solver Second-Order Upwind

Transient Formulation Explicit

Time Step, in sec 10−9

Courant Number/ CFL Number 0.1

Solution Initialization Standard Initialization

2.5 Computational Resource

All the numerical simulations for both blocked cavity cases and air injection

cases were run using the Texas Advanced Computing Center (TACC). Detonation

simulations with multi-step chemical reactions take excessive computational time.
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Hence the Texas Advanced Computing Center’s Stampede2 computer cluster was

used. Stampede2 was remotely accessed through WinSCP and PuTTY. All file trans-

fers and file downloads were made through a secure connection established by WinSCP

while all the commands were given to Stampede2 through PuTTY. After an initial

run in the local computer, the relevant case file (.cas), data file (.dat), input file

(.jou) along with the bash file (.sh) were transferred to the supercomputer through

WinSCP. The input file consists of the information about case file, data file, solver

type, courant number, number of time–steps and number of iterations. The bash file

contains the information about the nodes, cores and the allocated computational time

based on each problem. Using PuTTY, the bash file, which calls the input file was

run. By the end of simulation, case files and data files were obtained from WinSCP.

These results were post-processed using a local computer.

2.6 Post-Processing

CFD post was used for post-processing the obtained. This software eased the

result visualization process.

2.7 Grid Convergence

A consequence of neglecting physical diffusion (discussed in section 2.2) in the

governing equations can make the detonation properties grid-dependent [81]. In

essence, the detonation wave properties such as wave speed and post-detonation

pressure and temperature are influenced by the grid spacing. For this reason, a

grid dependency study is carried out to determine the optimal grid spacing that

yields acceptable detonation properties for modeling purposes, yet minimizes compu-

tational expense. Solutions over a range of different grid resolutions are presented to
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demonstrate grid-independent results. For reactive flow simulations, the Damköhler

number is defined as the ratio of convective time to the reaction time and should

be kept around unity. The reaction time is very small of O(10−8–10−10) s. Hence,

the corresponding CFL number approximately varies between 0.1–0.01. For explicit

time-stepping schemes, a lower CFL number, typically less than unity, is necessary

for proper convergence and stability.

A detailed study was carried out to determine the influence of the time-step on

detonation wave properties. For a stoichiometric H2–O2, the detonation wave profile

characterizes a combined induction and reaction pulse zone mixture of 52 µs [92].

Thus, the grid spacing of interest ranges from 0.01–0.3 mm, which corresponds to a

range of 5–0 grid points in the overall reaction zone, respectively [35]. For both time-

step sensitivity and grid sensitivity, a tube of 50 mm length and 10 mm diameter were

created. The whole tube was filled with a stoichiometric H2–O2 mixture at standard

temperature and pressure. A shock-induced method for triggering the detonation was

utilized 2.6. A region with high pressure of 35 atm and a temperature of 3500 K was

patched at the head end of the tube. The mass ratios of the species (2.3) in this

region were matched with NASA CEA results for a stoichiometric H2–O2 mixture

[89].

The effects of time-step on the detonation wave speed are shown in Fig. 2.7.

The detonation wave speed converges well with the theoretical CJ velocity of 2836

m/s for a time-step of 10−9 s, for almost all grid sizes, considered. The detonation

wave speed (U) was calculated using time–of–flight method by choosing two points

along the length of the detonation tube, which have the same pressure value at the

detonation wave front and their corresponding times. Therefore, a time-step of 10−9

s was used for the grid dependence study and for all the subsequent cases. The

corresponding CFL number was approximately 0.1 for the time-step of 10−9 s.
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Figure 2.7: Effects of time-step on detonation wave velocity and comparison with CJ
velocity

The effects of grid spacing on the detonation wave speed are shown in Fig.

2.8. Previous studies reported that the detonation wave speed becomes strongly

dependent on grid spacing at a higher resolution [68]. The detonation wave speed

converges well with CJ velocity for the grid spacing ranges from 0.03–0.1 mm. The

coarser meshes yielded a lower detonation velocity. It was expected that the wave

shape begins to lengthen as the grid spacing increases. Similar phenomena have been

reported in previous studies [17], [35], [92]. Further, previous studies showed that the

post-detonation temperature appears mostly unaffected by the grid spacing [17], [35].

It was also concluded that a much higher resolution is required to resolve the ZND

(Zel’dovich–von Neumann–Döring) detonation wave profile. Hence a CJ detonation

wave will be used for this study since the study is considered to be sufficient for
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Figure 2.8: Effects of grid spacing on detonation wave velocity and comparison with
CJ velocity

studying the fluidic valve operation. The grid spacing of 0.04–0.055 mm yielded a

detonation wave speed of 2800 m/s with a post-detonation temperature 3685 K, and

a post-detonation pressure of 19 atm which are within 1, −0.27 and 2 percent of

theoretical CJ values, respectively. Therefore, a grid spacing of 0.04–0.055 mm was

used for all subsequent computations. These results are shown in Table 2.5.
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Table 2.5: Deviation of detonation parameters from NASA CEA values

Item Pressure Temperature Velocity

Grid size, 0.045 mm 19 atm 3685 K 2800 m/s

Grid size, 0.050 mm 18.5 atm 3682 K 2893 m/s

Grid size, 0.055 mm 19.1 atm 3691 K 2807 m/s

NASA CEA values 18.657 atm 3675.9 K 2836 m/s

Deviation with CEA values -1.8-2.3% -0.24–0.41% 1.02-1.26%
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CHAPTER 3

RESULTS

3.1 Blocked Cavity

In the experiment, for these tests, the PDE was operated at 20 Hz allowing

multiple detonation wavefronts to pass by the fluidic valve orifice. The fluidic valve

was filled with air at ambient conditions, by altering the plenum cavity. The pres-

sure histories at three different locations (labeled PCB 5, PCB B and PCB T) were

recorded. Figure 3.1 shows the pressure variation of the incident shock (PCB B) and

subsequent reflections inside the fluidic valve for the cavity lengths 3.18, 3.4, 3.78,

4.16 and 4.54 mm (PCB T) for the numerical simulations. For these tests, the fluidic

valve was filled with air at ambient conditions. Similar to the experiment, PCB 5

was located at 0.4575L from the head end of the detonation channel. Within the

cavity, PCB B and PCB T were located at 1.5833Le and 2.0833Le from the inlet of

the orifice channel as shown in Fig. 2.3.

It can be observed that with the shortest cavity of length 3.18 mm, the pressure

magnitude for the first reflection was 18 atm at 15 µs. Whereas, with the longest

cavity of length 4.54 mm, the pressure magnitude for the first reflection was 10 atm

at 19 µs. Upon reflection, it can be seen that the peak pressure increased, with the

increase being substantially higher for the short cavity. This behavior can be expected

from studies of wave reflections in chambers [93]. As this reflected wave traveled back

to the PDE, its magnitude decreases with the relative decrease being largest for the

shortest cavity. It can be concluded that the plenum cavity length altered the wave

reflection pattern and affected the time for which detonation products remained in the
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(a) PCB 5 and PCB B trace for 4.54
mm cavity length

(b) PCB B and PCB T trace for 4.54
mm cavity length

(c) PCB 5 and PCB B trace for 4.16
mm cavity length

(d) PCB B and PCB T trace for 4.16
mm cavity length

(e) PCB 5 and PCB B trace for 3.78
mm cavity length

(f) PCB B and PCB T trace for 3.78
mm cavity length

(g) PCB 5 and PCB B trace for 3.4
mm cavity length

(h) PCB B and PCB T trace for 3.4
mm cavity length

43



(i) PCB 5 and PCB B trace for 3.18
mm cavity length

(j) PCB B and PCB T trace for 3.18
mm cavity length

Figure 3.1: Numerical results of pressure variation for a blocked cavity for the lengths
specified

cavity. This observation is qualitatively similar to the experiment [35]. The pressure

traces show the incident shock passing PCB B (blue trace) and PCB T (red trace)

with almost identical forms except for the short time delay.

3.1.1 Analysis

Figures 3.2 and 3.3 show pressure contours of the blast wave reflections inside

3.18 and 4.54 mm long cavities. For the 3.18 mm cavity, the blast wave entered the

fluidic valve at 0.003 ms whereas, for 4.54 mm cavity, the blast wave entered the

fluidic valve at 0.006 ms. By observation, it is evident that for the longer cavity (4.54

mm), the incident shock wave resided for a longer duration (0.043 ms) than for the

duration (0.035 ms) inside the shorter cavity (3.18 mm).

It can be noted that the current simulations were capable of modeling simplified

detonation waves, but were not able to resolve the cellular structure. Therefore, the

physical structure of the detonation waves was not seen in these figures. However,

since this study is targeted toward understanding wave interactions and to obtain

qualitative understanding, the lack of resolution was deemed to be acceptable.
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Figure 3.2: Pressure contour for the 3.18 mm long, blocked cavity

Figure 3.4 shows the quasi-one-dimensional representation of the incident shock

and subsequent reflections of the experiment [35]. Figure 3.5 shows the time-of-

flight representation of the first incident shock wave and the subsequent reflections

for the 3.18 and 4.54 mm long cavity lengths. The incident shock and reflections

of the highest magnitude from Fig. 3.1 were chosen for the diagram. It is evident

that multidimensional reflections occurred between the incident wave and the cavity

surfaces. This is due to the manner that the detonation wave entered the cavity

from one end. As a result, the incident shock entered the cavity and began to reflect

along the cavity walls causing the excess reflections shown in Fig. 3.1. Figures 3.5
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Figure 3.3: Pressure contour for the 4.54 mm long, blocked cavity

show that the cavity length affected the residence time of the incident shock wave

inside the cavity. It can be observed that shortening the cavity length affected the

manner in which the incident shock propagated and reflected within the cavity. Hence,

for longer cavities, the incident shock produced multiple reflections which prolonged

the fluidic valve blockage effect. In other words, as the cavity length increases, the

incident shock wave induced multiple reflections for a longer duration. While shorter

than the experimental valves, as remarked above, these numerical results exhibited

qualitatively similar behavior. Similar results were demonstrated by other authors

[94].
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(a) 2.1 in. long cavity (b) 3 in. long cavity

Figure 3.4: Wave diagram of shock reflections within the blocked plenum cavity using
experimental data

(a) 3.18 mm long cavity (b) 4.54 mm long cavity

Figure 3.5: Time-of-flight representation of the shock reflections for the blocked cavity
using numerical data

3.2 Air Injection

Following the blocked cavity tests, high-pressure air at 55–95 psia (3.74–6.46

atm) was introduced in the cavity as indicated in Figs. 3.6-3.8 to simulate the potential

fueling conditions of an RDE. Figure 3.1 shows the pressure traces obtained by PCB

5, PCB B, and PCB T measured during typical test runs with injection. It can be

noted that the PCB B trace has an initial, steady-state offset due to the injection
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pressure conditions. Similar to the blocked cavity tests, the detonation wave entered

the fluidic valve cavity but, unlike the blocked cavity tests, exhibited an attenuated

reflection behavior as seen in the experiment. This is due to high-pressure air injection

as well as a complex wave reflection phenomenon at the contact surface between the

air and the detonation products.

Figure 3.6 shows the pressure variation of the incident shock (represented as

PCB B) and subsequent reflections inside the fluidic valve for the cavity length 3.18

mm with pressures 3.74, 5.1 and 6.46 atm. For this test, the fluidic valve of length

3.18 mm was filled with air at pressures 3.74, 5.1 and 6.46 atm. In the Fig. 3.6(b)

the first reflection pressure was at 11 atm at 8.7 µs. Whereas in Fig. 3.6(f) the first

reflection created a spike of 17 atm occurred at 9 µs. It can be concluded that the

higher injection pressure led to a higher pressure for the first reflection.

Figure 3.7 shows the pressure variation of the incident shock (represented as

PCB B) and subsequent reflections inside the fluidic valve for the cavity length 3.78

mm with pressures 3.74, 5.1 and 6.46 atm. For this test, the fluidic valve of length

3.78 mm was filled with air at pressures 3.74, 5.1 and 6.46 atm. For Fig. 3.6(f), it

can be seen that the multiple reflections occurred between 9–15 µs until the injector

cavity pressure began to return a steady-state. Whereas, Fig. 3.7(f) depicted that the

injector cavity pressure began to return the steady-state at 13 µs. It can be concluded

that the longer cavities return earlier to the steady-state than the shorter cavities.

Figure 3.8 shows the pressure variation of the incident shock (represented as

PCB B) and subsequent reflections inside the fluidic valve for the cavity length 4.54

mm with pressures 3.74, 5.1 and 6.46 atm. For this test, the fluidic valve of length

4.54 mm was filled with air at pressures 3.74, 5.1 and 6.46 atm. For Fig. 3.8(b), it

can be seen that the multiple reflections occurred between 15–22 µs until the injector

cavity pressure began to return a steady-state. Whereas, Fig. 3.8(f) depicted that the
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(a) 3.18 mm cavity length with 3.74 atm
injection pressure

(b) Cavity pressure trace for (a)

(c) 3.18 mm cavity length with 5.1 atm
injection pressure

(d) Cavity pressure trace for (c)

(e) 3.18 mm cavity length with 6.46 atm
injection pressure

(f) Cavity pressure trace for (e)

Figure 3.6: Numerical results of pressure variation at injection conditions and lengths
specified above

injector cavity pressure began to return the steady-state at 18 µs. It can be concluded

that the higher injection pressure reduces the number of shock reflections.
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(a) 3.78 mm cavity length with 3.74 atm
injection pressure

(b) Cavity pressure trace for (a)

(c) 3.78 mm cavity length with 5.1 atm
injection pressure

(d) Cavity pressure trace for (c)

(e) 3.78 mm cavity length with 6.46 atm
injection pressure

(f) Cavity pressure trace for (e)

Figure 3.7: Numerical results of pressure variation at injection conditions and lengths
specified above

For these set of tests, the main concern is the time taken for the injector pressure

to return to the steady-state. It is evident that the duration of the wave reflection

in the cavity increased with higher initial pressure in the valve. Unlike the blocked

50



(a) 4.54 mm cavity length with 3.74 atm
injection pressure

(b) Cavity pressure trace for (a)

(c) 4.54 mm cavity length with 5.1 atm
injection pressure

(d) Cavity pressure trace for (c)

(e) 4.54 mm cavity length with 6.46 atm
injection pressure

(f) Cavity pressure trace for (e)

Figure 3.8: Numerical results of pressure variation at injection conditions and lengths
specified above

cavity, the pressure variation recorded by PCB B (blue trace) and PCB T (red trace)

exhibited complex wave behavior arising from the contact surface of the detonation

wave and air.
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3.2.1 Analysis

Figure 3.9 shows the quasi-one-dimensional wave reflection behavior with pres-

surized air-injection into the valve. As mentioned earlier, when a detonation wave

front past the orifice, a blast wave was diffracted into the plenum cavity, setting up

an unsteady wave process. The high-pressure peak from the blast wave blocks the re-

actants from entering the detonation tube. At a later time, as the trailing edge of the

detonation wave propagates past the plenum cavity, the pressure eventually becomes

sufficiently weak for the reactants to start flowing into the tube. As can be observed

in comparison to the blocked cavity results, the duration of the wave reflection in the

cavity increased with air injection pressure. It can be expected that with an increase

in injection pressure, the time for which detonation products remained in the cavity

would decrease.

(a) 2.5 in. long cavity (b) 3 in. long cavity

Figure 3.9: Wave diagram of shock reflections within the air-injection plenum cavity
using experimental data

Figure 3.10 shows the time-of-flight representation of the first incident shock

wave and the subsequent reflections of the cavity lengths 3.78 and 4.54 mm respec-
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tively. It can be seen that the duration of the wave reflection in the cavity increased

with the air injection pressure. For Fig. 3.10(a), the Mach number of the incident

shock for 3.74 atm air injection pressure was 1.34. Whereas, the Mach number of the

incident shock for 6.46 atm air-injection pressure is 1.08. For Fig. 3.10(b), the Mach

number of the incident shock for 3.74 atm air-injection pressure was 1.616. Whereas,

the Mach number of the incident shock for 6.46 atm air-injection pressure was 1.07.

Thus, it can be concluded that the Mach number of the incident shock also reduced

with the rise of injection pressure. Similar results were demonstrated by Braun et al.

[34].

(a) 3.78 mm long cavity (b) 4.54 mm long cavity

Figure 3.10: Time-of-flight representation of the shock reflections for the air-injection
cases based on numerical results

Preliminary data of the post-incident and post-reflected shock pressures are

presented in Table 3.1. The results indicate that the long cavity with the highest

injection pressure is the most effective for stopping high-pressure, post-detonation

gases from entering the valve.
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Table 3.1: Post-incident and post-reflected shock pressures in the cavity

Cavity Initial cavity Post-incident Post-reflected
length, mm pressure, atm shock pressure, atm shock pressure, atm

3.78
3.74 7–9 11
5.1 10–12 12–14
6.46 9–10.5 10–13

4.54
3.74 10–12 12–14
5.1 10–12 12–13
6.46 12–13.5 13–18

3.3 Comparison with Experimental Results

A key parameter that governs the allowable operational frequencies of a high-

frequency detonation engine, when employing fluidic valves for fuel injections is the

interruption time. Figure 3.11 shows an example of the graphical methodology used to

determine the interruption time and its uncertainty. The horizontal line indicates the

steady-state pressure. The vertical line represents the time at which the detonation

wavefront is at its initial value. The oscillatory nature of the pressure, as it passes

through the fluidic valve, was tied to the workings of the detonation engine. The red

line represents the pressure measured by the pressure transducer B. The gap between

the line representative of measurements of PCB B and the dashed line is also known

as uncertainty. The gap repeats itself in the area shown between the second set of

lines [34].

The chronological difference between the point within the plenum pressure

which is at steady state and the point of incidence of the blast wavefront is defined as

interruption time [34]. This interruption time could be placed in a non-dimensional

form as [34], [95]

τ =
tint
Li/U

(3.1)
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Figure 3.11: Graphical representation of interruption time

where tint is the interruption time, Li is the distance from the thrust wall of PDE to

the beginning of the fluidic valve’s orifice, and U is the detonation wave speed. For

each experiment, the detonation wave speed U was calculated using the time-of-flight

method with the transducers mounted along the main tube [34], [35]. Numerically,

the detonation wave speed U was calculated using time-of-flight method by choosing

two points along the length of the detonation tube, which have the same pressure

value at the detonation wavefront and their corresponding times. Since the steady-

state injection pressure was one of the main variables during testing, another non-

dimensional term was created by dividing it by the pressure ratio of the detonation

[34]. A non-dimensional pressure ratio Π was defined as the ratio of the steady-state

injection pressure and the CJ detonation pressure [34]. This parameter can be written

as

Π =
pp/p0
pCJ/p0

=
pp
pCJ

(3.2)

where pp is the plenum cavity injection pressure, and pCJ is the CJ detonation wave

pressure predicted by NASA CEA [89] for a stoichiometric detonation mixture.
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Figure 3.12 shows the plot of non-dimensional interruption time versus non-

dimensional pressure ratio for different cavity lengths (units in mm). Figure 3.12

exhibited an increasing trend of τ with respect to Π. A similar trend was shown in

the experimental results. It can be observed that the longer cavities exhibited higher

interruption time than the shorter cavities. In other words, the longer cavities took a

longer time to return to the steady-state conditions. This is due to the occurrence of

multiple reflections. However, the numerical discrepancies in the magnitude of τ with

respect to the experimental results appear to have been caused by cavity geometry,

position of the fluidic valve, and the viscous effects associated with the experiment.

Figure 3.12: Non-dimensional interruption time Vs non-dimensional pressure ratio
for different cavity lengths

Figure 3.12 shows the plot of non-dimensional interruption time versus non-

dimensional pressure ratio for different fuels. The fluidic valve of the 3.18 mm cavity

length was used for this comparison. In Figure 3.13, argon injection portrayed a

56



decreasing trend for the τ with an increase in Π [34]. Whereas, with the air injection,

both the numerical and experimental results [35] exhibited the increasing trend of τ

with respect to increasing Π.

Figure 3.13: Non-dimensional interruption time Vs non-dimensional pressure ratio
for different fuels

From equation (3.1), it is evident that the non-dimensional interruption time

τ depends on the position of the fluidic valve. Further analysis was conducted to

determine the factors impacting the numerical discrepancies observed in the Fig. 3.12.

Figure 3.14 shows the schematic of the fluidic valve attached at different lengths of

PDE. Two cases, the fluidic valve attached to the PDE at 0.5L and the fluidic valve

attached to the PDE at 0.8L were studied to determine the effects of the position of

the fluidic valve.

The cavity geometry is an important design parameter which impacts the per-

formance of the fluidic valve. The optimal geometry of the fluidic valve plenum
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Figure 3.14: Schematic of the fluidic valve attached at different lengths of PDE

cavity was used in the prior computations. The subsequent computations were made

by incorporating the experimental fluidic valve geometry. This was done to check

the authenticity of the optimal geometry that was used in the earlier computations.

Figures 3.15 and 3.16 shows the pressure variation of 53.34 mm cavity when attached

to the PDE at different positions as shown. The PDE was 150 mm in length with

an inner diameter of 25 mm. The fluidic valve dimensions are shown in Fig. 2.1(b).

The pressure history at 72.4 mm length (PCB B) was measured. Similar to the prior

cases, the fluidic valve was maintained at a constant pressure of 1 atm, temperature

of 300 K and air mass fraction as unity and the detonation channel was filled with a

stoichiometric oxyhydrogen mixture (mass fraction of hydrogen = 0.88, mass fraction

of oxygen = 0.12) at an initial pressure of 1 atm and a temperature of 300 K. The

grid spacing of 0.1 mm was used in these simulations. The fluent settings (shown in

Tables 2.4, 2.3) for these simulations are the same as that of previous computations.

From Fig. 3.15, it can be seen that the injector cavity pressure began to return

to the cavity injection pressure at 0.35 ms and the pressure peak was recorded as 4.7

atm at 0.28 ms. On the other hand, in Fig. 3.16, the injector cavity pressure takes

more time to return to its injection pressure. Also, the pressure peak was recorded

as 6.4 atm at 0.06 ms. The change in response of the detonation wave occurs due to
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multiple factors. The major sources of variation are the position of the fluidic valve

as well as the geometry of the fluidic valve.

Figure 3.15: Pressure variation of 53.34 mm cavity attached to the PDE at 0.8L

Figure 3.16: Pressure variation of 53.34 mm cavity attached to the PDE at 0.1L
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Figures 3.17 and 3.18 show the pressure contours of 53.34 mm cavity when

attached to the PDE at different positions. For the Fig. 3.17, the blast wave entered

the orifice at 0.076 ms and reflected at 0.25 ms. Whereas, for Fig. 3.18, the blast wave

entered the orifice at 0.04 ms. After 0.09 ms, the wave does not propagate and appears

to have settled at that position. From 0.09 ms to 0.14 ms, the cavity pressure took

longer to reach the cavity injection pressure and the recorded wave pressure was 3.5

atm and 3.2 atm, respectively. When the fluidic valve (Fig. 2.1(b)) was attached to

the PDE at 0.1L, the cavity pressure took longer to reach its cavity injection pressure

along with a large amount of computational expense, when compared to the previous

computations (shown in section 3.1 and 3.2). Figures 3.17 and 3.18 help establish

the importance of the fluidic valve position with respect to the PDE. This concludes

that the numerical discrepancies in the magnitude of τ (shown in Fig. 3.12) with

experimental results were limited not only to the viscous effects associated with the

experiment but also to the position of the fluidic valve. Further computations were

run to determine the effect of the fluidic valve position when the valves were attached

at 0.5L and 0.8L of PDE. For these computations, the geometry mentioned in Fig.

2.3 was utilized to reduce the computational expense. Hence the optimal geometry

was employed for further computations by changing the fluidic valve’s position.

Figures 3.19 and 3.20 show the plot of non-dimensional interruption time versus

non-dimensional pressure ratio for different cavity lengths (units in mm) when the

fluidic valve was attached to the PDE at 0.5L and 0.8L, respectively. Similar to the

Fig. 3.12, these plots exhibited an increasing trend of τ with respect to Π.

Figure 3.21 compares the experimental findings with the numerical results by

using the non-dimensional ratios. For this plot, the shortest cavity of all the cases

was chosen. The data points of interruption time for different air injection pressures

were joined as a line for visual aid only. Non-dimensional interruption time Vs non-
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Figure 3.17: Pressure contour of 53.34 mm cavity attached to the PDE at 0.8L

Figure 3.18: Pressure contour of 53.34 mm cavity attached to the PDE at 0.1L

dimensional pressure ratio for the fluidic valve attached at different lengths of PDE

provides a clear trend. The error in the non-dimensional ratio for the fluidic valve

when attached at 0.02L of PDE was highest among the three test cases at 35 %. The

errors in the non-dimensional ratio for the fluidic valve at 0.5L and 0.8L of the PDE

were 12 and 8 %, respectively. In summary, the shorter distance between the thrust
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Figure 3.19: Non-dimensional interruption time Vs non-dimensional pressure ratio
with the fluidic valve attached at 0.5L of PDE

Figure 3.20: Non-dimensional interruption time Vs non-dimensional pressure ratio
with fluidic valve attached at 0.8L of PDE

wall and the orifice of the fluidic valve, higher the error between experimental and

numerical findings. In table A, the non-dimensional interruption time was presented,

for all the fluidic valve positions, and a comparison with the experimental values.
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Figure 3.21: Non-dimensional interruption time Vs non-dimensional pressure ratio
with the fluidic valve attached at different lengths of PDE

Another important parameter that explains the fluidic valve’s performance is

the backflow time. Figure 3.22 shows an example to determine the backflow time.

The first dashed line represents the time at which the detonation wavefront is at its

initial value. The second dashed line represents the time at which the contact surface

exit the cavity. The time between these two lines is known as the valve shut-off

time, which is defined as the time during which the valve is closed. The backflow

time is defined as the time required for the propellants to start propagation after

the detonation products exit the plenum cavity. This backflow time helps to predict

whether the flow comprises of detonated products or the fresh propellants [34].

The non-dimensional form of backflow time is given in equation (3.3). The

backflow time can be measured by plotting the mass fraction of air versus time.

τb =
tb

Li/U
(3.3)

where, tb is the interruption time, Li is the distance from the ignition source to the

fluidic valve’s orifice, and U is the detonation wave speed.
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Figure 3.22: Graphical representation of backflow time

Figure 3.23 shows the air mass fraction variation measured at point PCB B for

the cavity length 3.18 mm with pressures 3.74, 5.1 and 6.46 atm. For Fig. 3.23(a), the

backflow time was 0.15 ms and the valve shut-off time was noted as 0.1 ms. Whereas,

for Fig. 3.23(b), the backflow time was 0.23 ms and the valve shut-off time was noted

as 0.18 ms. Also, for Fig. 3.23(c), the backflow time was 0.3 ms and the valve shut-off

time was noted as 0.2 ms.

Figure 3.24 shows the air mass fraction variation measured at point PCB B for

the cavity length 3.78 mm with pressures 3.74, 5.1 and 6.46 atm. For Fig. 3.24(a), the

backflow time was 0.2 ms and the valve shut-off time was noted as 0.1 ms. Whereas,

for Fig. 3.24(b), the backflow time was 0.24 ms and the valve shut-off time was noted

as 0.17 ms. Also, for Fig. 3.24(c), the backflow time was 0.31 ms and the valve shut-off

time was noted as 0.2 ms.

Figure 3.25 shows the air mass fraction variation measured at point PCB B for

the cavity length 4.54 mm with pressures 3.74, 5.1 and 6.46 atm. For Fig. 3.25(a), the
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backflow time was 0.4 ms and the valve shut-off time was noted as 0.23 ms. Whereas,

for Fig. 3.25(b), the backflow time was 0.42 ms and the valve shut-off time was noted

as 0.24 ms. Also, for Fig. 3.25(c), the backflow time was 0.45 ms and the valve shut-off

time was noted as 0.26 ms. From these figures, it is evident that the backflow time

follows a similar trend as of interruption time.

Figure 3.26 shows the non-dimensional backflow time versus non-dimensional

pressure ratio for different cavity lengths (units in mm). The backflow time followed

a similar trend as of interruption time as expected. It can be concluded that the

longer cavities exhibited higher backflow time than the shorter cavities. This means,

for the longer cavities, the valve shut-off time is greater as those valves takes longer

for the recommencement of the propellant flow.
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(a) 3.18 mm cavity length with 3.74 atm injection
pressure

(b) 3.18 mm cavity length with 5.1 atm injection
pressure

(c) 3.18 mm cavity length with 6.46 atm injection
pressure

Figure 3.23: Numerical results of air mass fraction variation at different injection
conditions specified above
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(a) 3.78 mm cavity length with 3.74 atm injection
pressure

(b) 3.78 mm cavity length with 5.1 atm injection
pressure

(c) 3.78 mm cavity length with 6.46 atm injection
pressure

Figure 3.24: Numerical results of air mass fraction variation at different injection
conditions specified above
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(a) 4.54 mm cavity length with 3.74 atm injection
pressure

(b) 4.54 mm cavity length with 5.1 atm injection
pressure

(c) 4.54 mm cavity length with 6.46 atm injection
pressure

Figure 3.25: Numerical results of air mass fraction variation at different injection
conditions specified above
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Figure 3.26: Non-dimensional backflow time Vs non-dimensional pressure ratio
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CHAPTER 4

CONCLUSIONS AND FUTURE WORK

4.1 Conclusions

The goal of this study was to determine the feasibility of the fluidic valve for

integration into high-frequency PDEs and RDEs. The fluidic valve consists of an

orifice and cavity. The fluidic valve combines the cavity and injection pressure that

utilizes the high pressure of the detonation wave entering the cavity to achieve a con-

trolled interrupted flow. A numerical study of a high-frequency fluidic valve attached

to the pulse detonation engine was conducted. The configuration simulated one form

of valveless operation of pulse or rotating detonation engines. The two-dimensional

inviscid reactive Euler equations and a finite-rate chemistry model were utilized. For

stoichiometric oxyhydrogen combustion, eight species, and a 19–step chemical kinetic

mechanism were employed. A grid study was performed to identify the most suitable

grid spacing and the time-step along with maintaining minimal computational time.

It was determined that the grid spacing of 0.04–0.055 mm and the time-step on the

order of a nanosecond was best suited for this study. The detonation wave velocity

and temperature were 1.26 and 0.32 percent, of theoretical CJ values respectively,

for the corresponding grid spacing. The computations were conducted in two phases.

The first leg of the computations included fluidic valve with blocked cavity at ambient

conditions. The second leg of the computations were conducted with air injected at

different pressure from the fluidic valve aperture. Pressure histories were extracted

to understand the dynamics and wave interactions inside the plenum cavity. An in-

terruption time was defined and extracted, this determines the time required for the
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fluidic valve to return to steady-state injection after the detonation front passes the

injector orifice. These results were used for experimental validation. The points below

summarize the computational results:

• For the blocked cavity test, the pressure variation corresponds to PCB 5 ex-

hibited a similar trend. Also, the cavity length is directly proportional to the

occurrence of reflected waves. The findings were confirmed through analyzing

wave diagrams the increase in cavity length culminates into higher reflection

pressure.

• The air-injection results indicated that the longer cavities returned earlier to

the steady-state conditions than the shorter cavities. The duration of the wave

reflection in the cavity increased with higher initial pressure in the valve. These

results exhibited complex wave behavior arising from the contact surface of the

detonation wave and air.

• For a fluidic valve with active injection, the interruption time depended on

the injection pressure ratio. The chosen range of pressure ratios in this work

showed an increase in interruption time with an increase in injection pressure

ratio. The numerical trends were similar in terms of non-dimensional pressure

and interruption time with the experiment but disagreed with earlier single-shot

results.

• For a fluidic valve with active injection, the interruption time depended on the

distance between the thrust wall and the orifice of the fluidic valve. As the

distance between the thrust wall and the orifice increases, for the same fluidic

valve, the error of the interruption time increases when compared with the

experimental data.
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• The backflow time followed a similar trend as of interruption time. For the

shorter cavities, the valve shut-off time is greater as those valves take longer for

the recommencement of the propellant flow.

4.2 Future Work

The current work touches upon the numerical verification of the experimental

findings which included replicating the experimental results using the stoichiometric

oxyhydrogen mixture. The proposed future work can build upon the findings of

the simulation results by using other combustible mixtures such as hydrogen-air,

methane-air, and real gas. The further expansion of air injection computations by

using multiple cycles will be helpful in simulating practical scenarios. The current

research concluded the importance of the fluidic valve position and the length of

the plenum cavity. Future endeavors can confirm the findings of the dissertation by

considering the viscous effects and impact of the perturbation on the PDE and fluidic

valve operations. Also, the simulations can be performed in the computation domain

to capture the impact of using different combustible mixtures in combination with

k–ω or k–ε models to account for the shear layer impact.
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APPENDIX A

NON-DIMENSIONAL DATA COMPARISON AT DIFFERENT FLUIDIC VALVE

POSITIONS
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APPENDIX B

SHEAR LAYER
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This work is not approved by Dr. Frank K. Lu. In the current work, a det-

onation wave has been modeled as an inviscid two-dimensional a wave propagating

through the stoichiometric oxyhydrogen mixture. The propagating wave leaves a

trail of combustion products. This shear layer arises due to the presence of an ad-

verse pressure gradient and impacts the wave propagation. Hence, a study of the

shear layers and their effect on the wave propagation is explored upon in the cur-

rent work. The study of these perturbations is very difficult in experiments involving

shock tubes. Computational modeling has been found very efficient at picking up the

perturbations. In the current work, a detonation wave was modeled as an inviscid

two-dimensional wave propagating through the stoichiometric oxyhydrogen mixture.

In this study, two cases, an inviscid detonation model and an inviscid model with a

small perturbation were studied. The details of these numerical models are given in

the section below.

B.1 Numerical model

Using ANSYS Workbench Design Modeler, the detonation channel with a length

of L = 40 mm and a width of D = 5 mm was created. A uniform fine mesh was

chosen with a grid spacing of 0.1 mm. The two-dimensional, reactive Euler equa-

tions in cartesian coordinates were solved using ANSYSR© Fluent 19.2. A finite-rate

chemistry model with a 19–step, reversible elementary mechanism for 8 species was

employed for the stoichiometric oxyhydrogen combustion (shown in Table 2.2). For

both cases, the head end of the channel was closed and treated as an adiabatic, slip

wall. The exit plane of the detonation tube was modeled as a constant pressure

boundary condition. All the other edges of the detonation channel were treated as a

wall boundary condition. For both the cases, the detonation channel was filled with a

stoichiometric oxyhydrogen mixture (mass fraction of hydrogen = 0.88, mass fraction
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of oxygen = 0.12) at an initial pressure of 1 atm and a temperature of 300 K. For the

inviscid detonation case, the ignition was provided by a high pressure (35 atm) and

temperature (3500 K) condition patched to the first five cells at the head end of the

detonation channel as shown in Fig. 2.6.

For the inviscid detonation with a perturbation case, along with the small patch

of the first five cells, a small region near the top and the bottom edges were provided

with a high pressure (35 atm), and temperature (3500 K). For the first five cells near

the thrust wall, it can be noted that the mass ratios of species were matched with

NASA CEA [89] results for a stoichiometric oxyhydrogen mixture as shown in Table

2.3. The Fluent settings for these simulations were given in Table B.1.

B.2 Results and Discussion

The effect of the added perturbation can be seen with the help of pressure,

temperature and density plots. These plots were extracted at a point whose length

was 20 mm from the head-end of the tube and width was 5 mm. In addition to those

plots, the species associated with the strong branching and the weak branching were

drawn. The mass fraction plots help to establish the effect of the perturbation based

on their activation energies. Figures B.1 and B.2 show the variation of the mass

fraction with time for OH and H2O respectively. From these figures, it can be seen

that the effect of the added perturbation was greater for OH. This concludes that the

magnitude of OH mass fraction increases for the increases activation energy. This

concludes that the shear layer impacts the wave propagation and slows down the flow

near the wall of the detonation channel. This scenario matches the analysis made by

Massa et al. [96].

Figures B.3, B.4 and B.5 show the variation of pressure, density and tempera-

ture with time, respectively. From these figures, it can be seen that both the curves
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Table B.1: Fluent settings of shear layer simulation

Parameters/Models Settings

Solver Type Density-based

Velocity Formulation Absolute

Time Settings Transient

Spatial Settings Planar

Viscous Model Inviscid

Species Model Species Transport

Reactions Type Volumetric

Chemistry Solver None-Explicit source

Turbulence-Chemistry Interaction Finite-Rate/No TCI

Mixture Material Hydrogen–Air

Solution Formulation Explicit

Flux-Type AUSM

Spatial Discretization Gradient Least Squares Cell-Based

Spatial Discretization Flow Solver Second-Order Upwind

Transient Formulation Explicit

Time Step, sec 10−9

CFL Number 0.1

Solution Initialization Standard Initialization

reach a peak at 0.028 ms. The reduced magnitudes of the peaks in all the curves was

due to the shear layer effect. Results obtained in these were retrieved by inducing

the viscous effects in the inviscid model. The further verification of the results can

be conducted by using the k–ω or k–ε turbulent model. This numerical verification

has also been proposed as a part of future work. Massa et al.’s discussed the effects

of shear layer in gaseous detonation waves [96]. The major distinction in Massa et al.

[96] work was by the activation energy and its impact on shear layer formation. The
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Figure B.1: Mass fraction of OH for oxyhydrogen detonation

Figure B.2: Mass fraction of H2O for oxyhydrogen detonation

higher activation energy mixtures appear to have hotspots, whereas the current work

appears to lack it.
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Figure B.3: Pressure variation of oxyhydrogen detonation

Figure B.4: Density variation of oxyhydrogen detonation

Figure B.6 depicts the pressure contour of the inviscid detonation while con-

sidering the effects of the shear layer. The first frame shows the initial formation of
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Figure B.5: Temperature variation of oxyhydrogen detonation

the shear layer next to the detonation wavefront. Frame two, three and four show

the gradual increase in the shear layer formation. As the wave propagates, the shear

layer gets weaker. This might be due to the weak perturbation. Frame 5 displays

the dispersion of the shear layer towards the initial position of the wavefront. As the

wavefront approaches the exit plane, the shear layer starts consolidating towards the

middle of the detonation tube. This can be evidently seen in computational frames

6 and 7. In frame 8, the shear layer converges near the center of the detonation tube

and does not seem to have any connection with the boundaries. In frame 9, the shear

layer completely disappears as the detonation wavefront nears the exit plane.
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Figure B.6: Pressure contour of the inviscid detonation with perturbation
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