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Abstract 

 

A FIRST PRINCIPLES BASED APPROACH TO STABILIZE Cu2S 

FOR EFFICIENT SOLAR ABSORBER MATERIAL 

 

Sajib Kumar Barman, PhD 

The University of Texas at Arlington, 2019 

 

 

Supervising Professor: Muhammad Nurul Huda, Ph.D. 

Cu2S is an important low-cost, earth-abundant and non-toxic material which has 

shown its potential in the field of photovoltaics. Experimentally known band gaps of this 

material vary between 1.1-1.2 eV, which are suitable for applications in photovoltaics as 

solar light absorbers. Cu2S based thin film solar cells showed nearly 10% efficiency in the 

past. However, it exhibits complex phase behavior; Cu2S can be found in several different 

phases depending on its Cu-deficiency in the structures. In general, all the phases of this 

material suffer from spontaneous Cu-vacancy formations and Cu-diffusions in the crystal. 

The excessive or uncontrollable vacancy formation in the crystal structure makes the 

material to behave as a degenerate semiconductor. As a result, the performance of Cu2S 

based thin film solar cells deteriorates at ambient conditions over the time. To make 

efficient use of this material, reduction of Cu-vacancy formation and Cu-diffusion inside 

the crystal are the two most important challenges at the present. 
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Out of all the experimentally known phases, low chalcocite is the most stable 

stoichiometric phase at or below room temperature. Recently, density functional theory-

based crystal database search has revealed a new stoichiometric phase, acanthite, which 

has higher thermodynamic stability in the ground state than the low chalcocite. In this 

work, we have found from room temperature molecular dynamics calculations, that these 

two have similar features in their crystal structures up to several nearest neighbor 

distances. Also, the electronic signatures of acanthite and low chalcocite Cu2S are 

comparable. Hence in this work we have argued that, instead of low chalcocite, the 

acanthite phase can be, in fact, used to model complex alloying of Cu2S since it has a 

simpler crystal structure and would serve for cost-effective computational studies.  

We present density functional theory (DFT) based systematic studies on Ag and 

Sn doping in the both acanthite and low chalcocite phases of Cu2S. We show that Ag or 

Sn doping in Cu2S is thermodynamically favorable and can help to reduce the vacancy 

formation probability. The diffusion-energy barrier calculation reveals that an Ag atom 

doped at a Cu place can help to control Cu1+ ion diffusion inside the crystal. Ag:Cu2S 

band structures show that Ag doping increases the band gap by a favorable amount, 

which may help to maximize the photo-conversion efficiency. To further compensate the 

formation of Cu vacancies, we looked for another alloying element. After a several 

elemental-searches by DFT calculations, we have decided on Sn. For Sn doped Cu2S, 

we show that Sn introduces defect states at or near the Fermi level in band structures. 

However, such Sn doping effects can be compensated with suitable Cu-vacancies in the 

crystal. Finally, from the chemical potential landscape analyses, the results reported here 

show that the Cu2S can be stabilized with Ag or Sn doping. 
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Chapter 1 

 

Introduction 

 

1.1 Addressing Global Warming and Pacifying with Clean and Renewable Energies 

 

It is evident that energy consumption has a direct correlation to the advent of 

civilization. To meet the accelerating need of energy consumption every year, fossil fuels 

such as petroleum, natural gas, and coal are the primary sources as of now. According 

to U.S. energy information administration, more than 78% of energy resources in U.S. is 

derived from fossil fuel  [1], which eventually results in detrimental global warming and 

hence the climate change. As evident, climate change has direct damaging impacts on 

earth environment  [2,3], and the health of global population, other living organisms and 

overall economic growth of the world  [4–8]. As a result, replacing fossil fuel is of utmost 

importance to save the planet Earth and its living bodies. 

Following the determination to alleviate Earth’s deteriorating health, an urgent 

need triggered decades ago to find replacements with clean and renewable energies. The 

most commonly known clean and renewable energies are solar energy, wind power, 

hydroelectric energy, biomass, hydrogen storage and fuel cell, and geothermal power. 

Out of these, the sun light is the most abundant in nature. Hence making use of it can be 

the best way to not only meet global energy demand but also to pacify damaging effects 

of climate change. Two of the popular ways for harnessing solar energies are direct solar-

to-electricity and solar-to-hydrogen productions, where the technologies involved in these 
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cases are known as photovoltaics (PV) and photo electrochemical (PEC) water splitting, 

respectively. Under ambient sun light conditions, efficient solar absorber materials with 

suitable energy band gaps are necessary to be used in either PV or PEC cell for maximum 

device performance. Since PV cells converts sun light directly to electricity which can be 

fed to external circuit for direct usages, as of now, it is only feasible for the daytime. On 

the other hand, hydrogen produced by PEC cells can be stored and are available for 

usages in the hours of darkness. According to National Renewable Energy Laboratory 

(NREL) of USA, right now the record solar to electricity conversion efficiency for 

multijunction PV cell is 46%, whereas for single-junction GaAs thin film solar cell it is 

29.1%. For the single junction PV cell, this efficiency is close to the limiting theoretical 

value of 30% at energy band gap of 1.1 eV, known as Shockley-Queisser limit  [9]. More 

recent calculations show that this efficiency limit is 33.7% at energy band gap of 1.34 

eV  [10,11] under solar illumination with the AM 1.5G spectrum. For PEC cells, analogous 

calculations for such detailed balance limit are not very straight forward due the complex 

and multicomponent nature of devices. Several approaches and simulations were 

attempted  [12–18], where a study has concluded that the limiting efficiency for an ideal 

single junction PEC device is 30.6% at a bandgap of 1.59 eV under solar illumination with 

the AM 1.5G spectrum  [12]. Even though PEC cells have sought cheap hydrogen fuel 

productions due to high conversion efficiency, its commercialization as of now is far from 

reality while its counterpart, PV cells are dominating solar cell markets. Note that, the 

technologies involved in the scenario must consider cost-effectiveness so that 

commercial operations can be affordable and distributed easily for consumption. 

Therefore, our goal here is to devote on the aspects of PV cells, particularly studying and 
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tuning quantum mechanical properties of cost effective, Earth abundant and non-toxic 

solar absorber materials for maximum photoconversion efficiency. In general, 

fundamental electronic properties that we will be addressing in this work can be equally 

applicable to the similar class of solar absorber materials for PEC water splitting, albeit 

for PEC application the absorbers will be subjected to additional electronic criteria [19]. 

 

1.2 Principle of a PV Cell 
 

A typical single junction photovoltaic cell as in Figure 1. 1, is made when a p-type 

and an n-type material are brought together, and a p-n junction is formed. At this junction, 

electrons from n-type side diffuse to p-type side. Similarly, holes from p-type side diffuse 

to n-type side. This diffusion of electrons and holes in opposite direction creates a thin 

layer of space charge region or depletion layer that sets an electric field from n- to p- type 

side of the junction. When light falls on the cell, photons from the sun light excite electrons 

from the valence band to the conduction band in the semiconductor. For efficient 

absorption of sunlight, the band gap of the semiconductor should match the visible light 

energy range where the sun’s energy output is maximum on earth. This impose a 

maximum limit on the band gap of the semiconductor, which is about 1.5 eV. The electron-

hole pairs created by light absorption in both sides of the cell as can be seen in Figure 1. 

2. These electron-hole pairs are then induced to separate by the electric field set across 

the depletion region. Hence, electrons can be collected to the cathode and holes to the 

anode and fed to a circuit with a load. This is how electric current is generated in a PV 

cell.  
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Figure 1. 1 A schematic of a single junction photovoltaic (PV) cell. 

 

 

Figure 1. 2 A schematic of the band diagram of a single p-n junction PV cell. 
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1.3 Prospects and Challenges with PV materials 
 

 

Currently, Si based solar cells, with a band gap of 1.1 eV, dominate 90% of the PV 

market. But pure grade Si is not as cost-effective as to meet global demand even though 

c-Si based single p-n junction solar cell has shown efficiency close to 27%  [20]. Other 

efficient materials such as Cu(In,Ga)(S,Se)2 and Cu2ZnSn(S,Se)4, respectively, both 

regarded as prominent solar cell absorbers, have shown nearly 20%  [21] and 12.6%  [22] 

efficiency, respectively for solar-light-to-electricity production. However, Ga and In are 

relatively less abundant and more expensive. On the other hand, CZTS based thin film 

solar cells previously emerged as a cost-effective alternative since Cu, Sn, and Zn are 

Earth abundant. However, pure and defect-free synthesis of CZTS is quite challenging. 

Similar ionic radii and tetrahedral coordination of Cu and Zn lead these cations swap their 

lattice sites in the crystal structures. With any of these defects single phase synthesis of 

CZTS is thermodynamically not possible  [23]. Furthermore, high temperature synthesis 

procedures introduce defects to the crystal and electronic structures which eventually 

result in low device performance  [24]. Stabilizing CZTS by adding more dopants in the 

crystal does not meet the overall device efficiency as well. Attempts to lessen such 

imperfections by doping Ba at Zn site previously showed evidence of controlling 

coordination environment in the chalcogenide family BaCu2SnSexS4−x (BCTSSe), but the 

resulting conversion efficiency does not meet expectation  [25]. Hence, it is necessary to 

examine closely the Cu+1 based materials to understand their stability, and design 

complex materials from the scratch. In that context, two such basic materials are Cu2O 
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and Cu2S.  These are also two promising solar-absorber materials owing to their suitable 

band gaps, low cost synthesis process, non-toxicity and Earth abundance  [26,27].  

Cu2O has been utilized as a light-absorbing layer due to its 2.1 eV band gap  

resulting in power conversion efficiencies of ~5 %  [28] for heterojunction solar cells even 

though efficiencies of Cu2O Schottky-barrier solar cells are less than 1 %  [29]. However, 

the theoretical conversion efficiency can reach up to 22% according to Shockley-

Queisser’s detailed balance limit  [9]. Cu2O has a very low Cu-vacancy formation energy 

and can usually form two types of Cu vacancies; one with more localized state (split 

vacancy) another with delocalized state (simple vacancy) over the Fermi level, even 

though a previous theoretical calculation concluded that both defects are localized in 

nature. Cu2S has a much favorable direct band gap of 1.2 eV and has shown nearly 

10% [30] solar-to-electricity conversion efficiency for single junction solar cells. 

Interestingly, both Cu2O and Cu2S are known as p-type materials due to Cu vacancies 

formations. However, in Cu2S split-vacancies for Cu have not been reported so far. It was 

found that Cu vacancies are thermodynamically favorable to form at both Cu rich and 

poor conditions  [31–36]. In addition, uncontrollable Cu diffusion in Cu2S crystals makes 

the solar cell device performance to degrade over long time. Also, naturally occurring 

minerals of Cu2S have complex crystal structures and very low symmetry for Cu ions in 

the systems. Due to the Cu vacancy formation tendency and diffusion in the system, 

various non-stoichiometric Cu2-xS phases are also available. Out of all the experimentally 

known phases of Cu2S, low chalcocite is the most stable one in room temperature. 

Recently, a relatively simple phase of Cu2S is identified by crystal database search and 

computational modeling, which has acanthite like crystal structure and thermodynamically 
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more favorable than low chalcocite in the ground state  [37]. The discovery of this 

acanthite like crystal structure of Cu2S provides wider access to model complex low 

chalcocite phase leading to easier pathways to alloy other materials at Cu sites and 

search for favorable alloyed crystals with lower Cu vacancy formation tendency and 

suitable electronic structures. 

1.4 Literature Review on Cu2S and its limitations in PV application 
 

CuxS (1≤ x ≤2) exits in various mineral forms. There exist four different crystalline 

phases below 90°C which are known as low chalcocite (Cu2S)  [38,39], djurleite 

(Cu1.96S)  [40], digenite (Cu1.8S)  [41], and anilite (Cu1.75S)  [42]. This material also exists 

in a solid-liquid hybrid form above 104°C, which is called high chalcocite or hexagonal 

phase  [43], and at cubic phase above 436°C. Out of all the experimentally known phases, 

low chalcocite is the most stable stoichiometric phase at or below room 

temperature  [35,36]. Both experimental and theoretical band gaps of this phase was 

reported close to 1.2 eV  [35] that resulted theoretically calculated single-junction PV 

efficiency based on this material more than 30%  [35,44–46]. However, experimentally it 

was observed that the spontaneous Cu vacancy formation transformed the stoichiometric 

phase to a heavily p-doped (Cu-deficient) djurleite phase (Cu1.96S)  and led to low device 

performance  [47]. An estimated free carrier concentration in such case is more than 1020 

cm-3  [48]. A relatively new report also shows high hole concentrations in Cu2S thin film 

grown by atomic layer deposition, which can be of the order of 1021 cm-3  [49]. 

Transformation to different Cu deficient phases eventually introduces defects in the 

electronic structures and therefore low photo-absorption. In that case, maintaining p-type 
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doping level in this material is of utmost importance. With the advancement of 

sophisticated synthesis processes and the state-of-the-art theoretical methodologies, it is 

becoming easier to find routes for dealing such situations now a days. As a result, interest 

in this material for efficient and stable applications in photovoltaics is increasing 

again  [48,50–55]. A recently published study by Riha et al has presented a promising 

experimental mechanism to stabilize Cu2S one atomic layer at a time by inserting a single 

layer of Al2O3 in between Cu2S and TiO2 thin films. The study also reported significantly 

reduced carrier concentration in that process under ambient condition  [56]. Since the 

formation of stable Cu2-xS film is a difficult task, development of different techniques for 

stabilization are ongoing, among these a recent publication reported that elemental 

stacked layer deposition method is one of the useful one for growing nanostructured Cu2S 

film for photovoltaic application  [50]. That study reported crystalline Cu2S formation for 

multilayer thin film grown on glass substrate by physical vapor deposition with band gaps 

1.65 to 1.85 eV. Besides, economical synthesis process for Cu2S thin film by chemical 

bath deposition technique with 1.94 eV band gap is also being reported [57]. Since, 

historically, Cu2S has been used in thin film photovoltaic devices, such reports are very 

hopeful for the PV application of this material. Thimsen et al reported that a nonthermal 

plasma process used to synthesize Cu2S nanocrystals were stable in the ambient for 

more than two months  [58]. In addition to stabilizing Cu2S crystals, there has been efforts 

beyond thin film solar cells, such as core−shell nanorod array devices based on CdS-

Cu2S, which show power conversion efficiencies up to 3.8% with promising stability in 

air [59]. However, a comprehensive study on the diffusion kinetics of Cu ions inside the 

material has not been done yet either experimentally or theoretically although several 
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recent theoretical studies have been attempted on the crystal phase stabilities and 

electronic structure properties of Cu+1 based materials, particularly on binary compounds 

for higher stabilization, enhanced quantum mechanical properties  [60–69], where very 

few of these contain studies on the low chalcocite phase  [35–37]. Alongside the studies 

on the bulk phases, interest on the 2D-monolayer aspect of this material is 

emerging  [68,70]. One such 2D-monolayer, named as δ-Cu2S was reported by Guo et 

al, which showed 1.26 eV direct band gap, high electron mobility of up to 6880 cm2 V-1 s-

1 and promising oxidation resistance. However, the energy band gap of this material 

shows significant quantum size effect. The hybrid functional calculated band gap 

decreases significantly with increasing number of layers, and the bulk phase of that does 

not have any band opening [68]. Since low chalcocite is an Earth abundant mineral, 

understanding this material thoroughly and hence figuring out pathways to control its 

intrinsic properties still warrant more attention before moving on completely to other 

phases and dealing with their difficult synthesis processes. It is evident that substitutional 

or interstitial doping can tune the quantum mechanical properties of materials, which have 

already been observed both for Cu2X (X= S, Se, Te) as well  [61–65,67], These studies 

also confirm that density functional theory (DFT) based first-principles calculations are 

quite capable to simulate not only experimental findings but also predict many of the 

important features to lessen experimental costs. However, it is important to note that DFT 

sometimes underestimates the band bags of semiconductors but adding on site Coulomb 

interaction with available post DFT methods, such as DFT + U are good enough for almost 

accurate description of the band structures for Cu-chalcogenides [71].  
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1.5 Goal of this Work 

 

As mentioned above, Cu2S suffers from spontaneous Cu-vacancy formation and 

diffusion in the crystal, which transform this p-type material to a degenerate 

semiconductor leading to deteriorating device performance in the long run, our goal is to 

reduce Cu vacancy formation in the crystal and control the diffusion of vacancy forming 

Cu ions.  The strategy adopted in this work is to alloy Ag in the theoretically predicted 

acanthite structure of Cu2S and search for thermodynamically favorable alloyed 

structures, calculating their Cu vacancy formation energies and diffusion barrier. 

Afterwards, to complement Ag alloying we searched for several other alloy strategies. 

Since one of our goal is to look for cost-effective alloying, we then employ similar studies 

with Sn doping at Cu sites, as substitutional doping of Sn showed the promise to 

compensate the Cu-vacancies effectively. In addition, we compared the outcomes with 

doping in low chalcocite crystals for comparative assessments.   

In the following chapters, required methodologies and systematic studies are 

presented. In chapter 2, the density functional theory which is the theoretical framework 

of this work is discussed briefly. In chapter 3, the stability enhancement mechanism of Ag 

alloyed acanthite Cu2S is presented in detail. Following this, thermodynamic and 

electronic structure calculations for Sn alloyed Cu2S is discussed in chapter 4 with a view 

to finding a cost-effective alternative than Ag, which would result similar stability 

enrichment in Cu2S crystals with suitable electronic properties for photovoltaic 

applications. In chapter 5 and 6, an overall conclusion and future direction of this work 

are given, respectively. 
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Chapter 2 

Methodology 

2.1 Density Functional Theory 

 

Density functional theory (DFT) is the theoretical framework of this work and 

implemented with state-of-the-art simulation package “VASP” in supercomputing systems 

at Texas Advanced Computing Center (TACC) in Austin, TX.  

It is one the most successful theory now-a-days and has been implemented for 

more than last two decades to study the electronic and crystal structures of condensed 

matter. More than 15000 publications are being published each year within the DFT 

framework all over the scientific communities [72]. In the following sections, the density 

functional theory will be discussed briefly.  

 

2.1.1 Introduction 

The most fundamental and accurate study of matter is the key to the understanding 

of the condensed matter or solid-state physics. This type of study can lead to the 

discovery of the intrinsic properties of condensed matter and the effect of various type of 

defects. Density functional theory (DFT) is such a tool which can help to the field of study 

where researchers have been using this for nearly last two decades successfully. 

Presently, it is the most successful and promising approach to compute the electronic 

structure of matter. However, its applicability ranges from atoms, molecules and solids to 

nuclei and the quantum and classical fluids. Its key entity is the electron density and this 

theory is designed to provide the ground state properties of materials. For example, DFT 
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predicts a great variety of molecular properties: molecular structures, vibrational 

frequencies, atomization energies, ionization energies, electric and magnetic properties, 

reaction paths, and so many other properties related to the basics of condensed matter 

physics, chemistry and other related engineering fields. Also, this theory originally has 

been generalized to deal with many different situations: spin polarized systems, 

multicomponent systems such as nuclei and electron hole droplets, free energy at finite 

temperatures, superconductors with electronic pairing mechanisms, relativistic electrons, 

time-dependent phenomena and excited states, bosons, molecular dynamics, etc. 

The original work of density functional theory was pictured on two papers by 

Hohenberg and Kohn, and Kohn and Sham published on 1964 and 1965 respectively.  

 

Two original papers of DFT 

❖ Inhomogeneous Electron Gas, P. Hohenberg and W. Kohn, Phys. Rev. 136, 

B864 (1964).  

❖ Self-Consistent Equations Including Exchange and Correlation Effects, W. Kohn 

and L.J. Sham, Phys. Rev. 140, A1133 (1965).  

 

2.1.2 The Many-Particle Problem 

The most important problem in the field of condensed matter theory is to deal 

many-particle systems within quantum mechanical scheme. Density functional theory 

deals with such large systems of interacting particles and provides mathematical scheme 

to solve the relevant many-particle Schrödinger equations. A typical Schrodinger equation 

of a system of atoms and molecules is  
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H Ψ  =  E Ψ (2.1.1) 
   
Where the Hamiltonian in non-relativistic case can be written as 
 

 

H = 
−ℏ2

2
∑

𝛻𝐼
2

𝑀𝐼

𝐼

+ 
1

2
∑

𝑧𝐼𝑧𝐽ⅇ2

4𝜋𝜖0|𝑅𝐼 − 𝑅𝐽|

𝐼≠𝐽

−
ℏ2

2𝑚
∑ 𝛻𝑖

2
+

1

2
∑

ⅇ2

4𝜋𝜖0|𝑟𝑖 − 𝑟𝑗|
−

𝑖≠𝑗

∑
𝑧𝐼ⅇ2

4𝜋𝜖0|𝑟𝑖 − 𝑅𝐼|
𝑖,𝐼

𝑖

 

 

(2.1.2) 

 
                                                                                                                                      

In equation (2.1.2), the indices i, j are for used for electrons and I, J for atomic 

nuclei, MI to denote nuclear mass, m for the mass of an electron, ri and RI to denote the 

coordinate of electrons and nucleus, and ZI denote the atomic number. Since solid 

material is a strongly coupled system of electrons and nuclei, both electronic and nuclear 

coordinates have been used to describe the non-relativistic Hamiltonian of the system. 

The first term of the Hamiltonian is the kinetic energy of nuclei, 2nd term is for 

nuclei-nuclei interactions, 3rd term for the kinetic energy of electrons, 4th term for the 

electron-electron interactions, and the last term to describe the electron-nuclei 

interactions.  

To deal with such a Hamiltonian of the Schrodinger equation, if the system we are 

interested in is an atom or a small molecule, the number of particles is still rather small, 
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but if we are dealing with larger systems, describing the wave function of the system 

explicitly becomes infeasible, which makes it very difficult for the study of the electronic 

properties of systems. However, since we started with the Hamiltonian of such length, we 

may make it simpler by employing Born-Oppenheimer approximation. To be noted that 

solving such an equation (2.1.1), it takes a lot of approximations.  

 

2.1.3 Born-Oppenheimer (BO) approximation 

To begin with Born-Oppenheimer (BO) approximation, one must consider the fact 

that the nuclei are far massive than electrons, and the velocities of nuclei are relatively 

low compared to that of electrons. Thus, the time scale for the relaxation of electrons is 

shorter than that of nuclei. In that scenario, the assumption is that the electron cloud is 

found to be completely relaxed at any given time even though the atoms are still vibrating. 

Therefore, the BO approximation allows us to separate the electron and atom motion and 

dealing the terms in equation (2.1.2) related to the electron states separately from the 

atomic nuclear states. Hence, the many-particle system can be reduced to the following: 

 

H = −
1

2
∑ 𝛻𝑖

2

𝑖

+ +
1

2
∑

ⅇ2

|𝑟𝑖 − 𝑟𝑗|

𝑖≠𝑗

− ∑
𝑧𝐼ⅇ2

|𝑟𝑖 − 𝑅𝐼|
𝑖,𝐼

 

 

(2.1.3) 

 

 
For simplicity, the units are converted to atomic units, where ℏ = 1, 4𝜋𝜖0 = 1.  

Thus, equation (2.1.3) represents a strongly interacting gas or liquid of electrons moving 

in an external potential, and the Hamiltonian acting on the electrons can now be written 

as 
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H = 𝑇 + 𝑊 + 𝑉𝑒𝑥𝑡 (2.1.4) 

 
                                                                                                        

The first term, T is the kinetic energy operator for the electrons, the 2nd term is the 

electron-electron Coulomb interaction potential, and the 3rd term is the electron-nuclei 

interaction potential, also known as the external potential Vext . The external potential 

refers to the fact that electrons move in the field set by the nuclei. 

 

Now, the Schrodinger equation becomes  

 

H Ψ = [ 𝑇 +  𝑊 +  𝑉𝑒𝑥𝑡  ] Ψ = E Ψ 
 

(2.1.5) 

The corresponding total energy now can be found as the expectation value of the 

Hamiltonian, which is 

E = < Ψ|H | Ψ> (2.1.6) 

 

Thus,  

E = 𝑇 + 𝑊 + ∫ ⅆ3𝑟 𝑉𝑒𝑥𝑡(𝑟)𝑛(𝑟) (2.1.7) 

 

 Here, T and W are the expectation value of the kinetic energy operator and 

electron-electron interaction operator respectively. 𝑛(𝑟) is the electron density. At this 

stage of the formulation pictured in equation (2.1.7), we need a full descriptive form of the 

kinetic energy and the electron-electron interaction, which should include both the 

classical and quantum mechanical nature of electrons and their interactions. Hence, the 

reason why the quantity 𝑛(𝑟) which is introduced here as the electron density play as 

the key role to the formulation of DFT needs to be understood first. The transition from 
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wave function formalism to the electron density treatment requires to be discussed briefly 

in the following section.  

Therefore, before we proceed further, it is important to look back at the 

development and the early foundations of the density functional theory. Hence in the next 

section, a set of models prior to DFT have been discussed. 

 

2.1.4 Background of DFT 

The background and development of DFT consists of a long era for solving the 

many body Schrödinger equation of a quantum mechanical many body system effectively. 

The early work on density functional theory can date back to as early as 1927, when 

Thomas-Fermi model was introduced by replacing the wave function with electron density 

of a system. Thus, going into details of the density functional theory, it is worth to 

summarize its forerunners briefly so that an understanding to the development of DFT 

can be depicted.  

 

Here, the following models are briefly described: 

a. Free electron model (FEM) 

b. Hartree and Hartree-Fock approach 

c. Thomas-Fermi  

 

❖ Free-Electron Model 

This model attempted to solve the last equation assuming electrons in metals 

constitute an ideal gas of fermions. Thus, the electrons are assumed to interact with 

each other in the same way as do neutral gas molecules in an ideal gas. As an added 
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feature, it is also assumed that the electrons obey fermion statistics. The ion cores 

and nuclei are taken as stationary. This model succeeded in describing metals like 

silver or aluminum surprisingly well even though it failed to describe semiconductors 

well.  

 

❖ The Hartree and Hartree-Fock Approaches 

In Hartree approach, electrons are assumed to be non-interacting. Therefore, 

each electron i should obey a Schrodinger like equation as follows 

 

H
eff

 Ψ
i
(r) = (−

1

2
𝛻2 + 𝑉𝑒𝑓𝑓) Ψ

i
(r) = 𝜖𝑖Ψ

i
 (r) (2.1.8) 

                                

Where electrons move in an effective potential named as 𝑉𝑒𝑓𝑓, and the effective 

Hamiltonian as H
eff 

 .This model obeys Pauli principle and the ground state is 

determined by the lowest lying eigenstates. However, this model has a great limitation 

to decide the form of the effective potential 𝑉𝑒𝑓𝑓. 

As a development to this model later came Hartree-Fock approach, where a total 

wave function for the system is used instead of separate single-particle wave functions 

ψi(r), and by construction, the effect of exchange is built into the model such that when 

two electron quantum numbers are switched, the wave function changes the sign.  
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❖ Thomas-Fermi Model 

Replacing the wave function with charge density was first introduced by this model 

in 1927, which was later improved by Dirac. Dirac included a term to describe the 

exchange energy. The total energy in this approach is  

 

𝐸𝑇𝐹  =  𝐶1  ∫ ⅆ3𝑟 𝑛(𝑟)
5
3

  

+  ∫ ⅆ3𝑟 𝑉𝑒𝑥𝑡(𝑟)𝑛(𝑟)  + 𝐶2  ∫ ⅆ3𝑟 𝑛(𝑟)
4
3

  

+  
1

2
∫ ⅆ3𝑟ⅆ3𝑟′  

𝑛(𝑟)𝑛(𝑟′)

|𝑟 − 𝑟′|
  

 

(2.1.9) 

                                                                      
Where 

𝐶1 =  (3/10)(3𝜋2)2/3 

   
and  

𝐶1  =  − (3/4)(3/𝜋)1/3 

 

The 1st term of equation (9) describes the kinetic energy, 2nd term for the electron-

nuclei interaction energy, 3rd term for the exchange and the last term is for electron-

electron Coulomb interaction energy, also known as the Hartree energy. To calculate 

the kinetic and exchange-correlation energy in this approach, it is assumed that 

electrons in the system form a homogenous gas. The idea of homogenous electron 

gas is of fundamental importance for DFT. Thus, the density now can very easily be 

calculated by dividing the total charge with total volume. 
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To describe the density functional theory, it will require two steps. First, the DFT 

theorems provided by Hohenberg and Kohn and then the Khon-Sham formalism which 

maps many electron representations to single particle treatment. In the following, these 

are discussed. 

2.1.5 Hohenberg-Kohn theorem 

❖ Statement 1 

The ground state expectation value of the Hamiltonian is a unique functional of the 

exact ground state electron charge density. 

 

Therefore, the ground state total energy E of a system is a unique functional of 

electron charge density n(r).  

E → E[n] 

 

❖ Statement 2 

The exact ground state density n(r) minimizes the energy functional E[n]. 

 

This statement provides a scheme to find the ground state charge density. For 

example, if we start with a set of trial charge density and calculate for the total energy, 

the density which corresponds to the lowest energy is the exact ground state electron 

density. 
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❖ Statement 3 

If the first two terms of equation (2.1.7) are combined, then that can be considered as 

a universal functional in the sense that it does not depend on the external potential. 

 

Let us rewrite equation (7) as the following 

E = 𝑇 + 𝑊 + ∫ ⅆ3𝑟 𝑉𝑒𝑥𝑡(𝑟)𝑛(𝑟) = 𝐹[𝑛] + ∫ ⅆ3𝑟 𝑉𝑒𝑥𝑡(𝑟)𝑛(𝑟) (2.1.10) 

Here F[n] is the universal functional and its form does not depend on Vext(r).   

𝐹[𝑛] = 𝑇[𝑛] + 𝑊[𝑛] (2.1.11) 

At this stage of the work, we need to know the form of 𝑇[𝑛]  and  𝑊[𝑛]. But it’s not 

very simple to proceed on. We need to consider both the classical Coulomb interaction 

and the quantum mechanical nature of electrons in the system. Therefore, the idea of 

non-interacting homogenous ideal gas hypothesis can be taken into consideration, 

where the electrons are non-interacting and form a homogenous ideal gas. Then 

equation (2.1.11) can be written as 

𝐹[𝑛] = 𝑇𝑆[𝑛] +
1

2
∫ ⅆ3𝑟 ⅆ3𝑟′

𝑛(𝑟)𝑛(𝑟′)

|𝑟 − 𝑟′|
 + 𝐸𝑥𝑐[𝑛] (2.1.12) 

Where the first term is the kinetic energy of the hypothetical electron gas, the 2nd term 

is the classical Coulomb interaction energy between electrons and the last term is the 

exchange and correlation energy which contains all many-particle effects result from 

the many-particle contribution to kinetic energy and the Pauli Exclusion Principle. To 

be noted that, in the term 𝑇𝑆[𝑛], the electron density is same as the actual ground 
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state density of real system. Now it’s possible to calculate the ground state density 

and the total energy of the system from equation (2.1.10). However, we need to know 

the forms of 𝑇𝑆[𝑛] and 𝐸𝑥𝑐[𝑛] for which we need to proceed to Kohn-Sham formalism 

in the following section. 

 
 

2.1.6 Kohn-Sham formalism 

This formalism provides a scheme to map many particle problems to a system of non-

interacting single particles assuming that the ground state charge densities are same 

for both real and hypothetical one. If we include the terms of equation (2.1.12) into 

equation (2.1.10), we get 

𝐸[𝑛] = 𝑇𝑆[𝑛] +
1

2
∫ ⅆ3𝑟 ⅆ3𝑟′

𝑛(𝑟)𝑛(𝑟′)

|𝑟 − 𝑟′|
 + 𝐸𝑥𝑐[𝑛]

+ ∫ ⅆ3𝑟 𝑉𝑒𝑥𝑡(𝑟)𝑛(𝑟) 

(2.1.13) 

Applying the variational principle to the energy functional of equation (2.1.13), we get  

𝛿𝐸[𝑛] = 0 (2.1.14) 

𝜇 =  
𝛿𝐸[𝑛]

𝛿𝑛(𝑟)
 =  𝑉𝑒𝑥𝑡  +  ∫ ⅆ3 𝑟′  

𝑛(𝑟′  )

|𝑟 − 𝑟′|
 + 

𝛿𝑇𝑆[𝑛]

𝛿𝑛(𝑟)
+ 

𝛿𝐸𝑥𝑐

𝛿𝑛(𝑟)
 (2.1.15) 

              

Where μ is the Lagrange multiplier, also known as the chemical potential.  
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Now we apply the variational principle to the energy functional of the hypothetical 

system where it is considered that electrons are moving in the field of an effective 

potential. The energy functional in such case is 

𝐸[𝑛] = 𝑇𝑆[𝑛] + ∫ ⅆ3𝑟 𝑉𝑒𝑓𝑓(𝑟)𝑛(𝑟)                                                                                            (2.1.16) 

After applying the variation to E[n], we get 

𝜇 =  
𝛿𝐸[𝑛]

𝛿𝑛(𝑟)
 =

𝛿𝑇𝑆[𝑛]

𝛿𝑛(𝑟)
+ 𝑉𝑒𝑓𝑓 (2.1.17) 

Now from equation (2.1.15) and (2.1.16), it is evident that 

𝑉𝑒𝑓𝑓  =  𝑉𝑒𝑥𝑡 + ∫ ⅆ3𝑟′
𝑛(𝑟′)

|𝑟 − 𝑟′|
 + 

𝛿𝐸𝑥𝑐[𝑛]

𝛿𝑛(𝑟)
 (2.1.18) 

Where the last term of the above equation is called the exchange-correlation potential 

𝑉𝑥𝑐 =
𝛿𝐸𝑥𝑐[𝑛]

𝛿𝑛(𝑟)
 

(2.1.19) 

 

Now, it can be stated that the effective potential transforms the many-particle problem 

to a single-particle formulation and the corresponding effective Hamiltonian for such 

case is  

H
eff

= −
1

2
𝛻2 + 𝑉𝑒𝑓𝑓  (2.1.20) 

And the Schrodinger equation is  

H
eff

 ψ
i
(r) = (− 1

2
∇2 + 𝑉𝑒𝑓𝑓) Ψ

i
(r) = ϵiψi(𝑟)                                    (2.1.21) 

The solutions to the above equation are the Kohn-Sham eigenvalues, {ϵi} and Eigen 

functions, {ψi(𝑟)}   and the ground state density in this case is given by 
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𝑛(𝑟) = ∑ |ψ𝑖(𝑟)|2𝑁

𝑖=1
                                                                                                                     (2.1.22) 

Here the sum is for N lowest eigenstates of the effective Hamiltonian. 

After solving equation (2.1.21), the form of the kinetic energy term 𝑇𝑆[𝑛] can be found 

as  

𝑇𝑆[𝑛] = ∑ < ψ𝑖

𝑁

𝑖=1

|−
1

2
𝛻2| ψ𝑖 > =  ∑ 𝜖𝑖

𝑁

𝑖=1

− ∫ ⅆ3𝑟𝑉𝑒𝑓𝑓(𝑟)𝑛(𝑟) (2.1.23) 

Then the total energy of the system is  

𝐸[𝑛] = ∑ 𝜖𝑖
𝑁
𝑖=1 −

1

2
∫ ⅆ3𝑟 ⅆ3𝑟′ 𝑛(𝑟)𝑛(𝑟′)

|𝑟−𝑟′|
− ∫ ⅆ3𝑟  𝑉𝑥𝑐[𝑛]𝑛(𝑟) + 𝐸𝑥𝑐[𝑛]                                            (2.1.24) 

    At this point of the formulation, there remains no difficulty with the form of 𝑇𝑆[𝑛] but 

forms of 𝐸𝑥𝑐[𝑛]. The exact functional for 𝐸𝑥𝑐[𝑛] is not available yet, but there have been 

developed some approximations and used to calculate for the total energy of many-

particle systems within DFT framework. 

 A schematic of the flow chart of the DFT self-consistent loop while solving Kohn-

Sham equation for a many body system is presented in Figure 2. 1. 



24 
 

 

Figure 2. 1 A generic flow chart of DFT self-consistent loop for Kohn-Sham calculation. 

 

2.1.7 Approximations to 𝐸𝑥𝑐[𝑛] 

There are three popular approximations to 𝐸𝑥𝑐[𝑛] which are presented in brief in the 

following. 

(a) Local Density Approximation (LDA) 

o Derived from homogenous electron gas 

o Approximates the energy of the true density by the energy of a local 

constant density 

 

Then exchange-correlation energy per particle of a homogenous electron gas with density 

n(r) is given by 

𝐸𝑥𝑐
𝐿𝐷𝐴[𝑛] = ∫ ⅆ3𝑟 𝑛(𝑟)𝜖𝑥𝑐(𝑛) 

(2.1.25) 
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Where the corresponding exchange-correlation potential can be expressed as 

𝑉𝑥𝑐
𝐿𝐷𝐴 =  

𝛿𝐸𝑥𝑐
𝐿𝐷𝐴[𝑛]

𝛿𝑛
 (2.1.26) 

(b) Generalized Gradient Approximation (GGA) 

o Where the density undergoes rapid changes, an improvement over LDA is 

necessary 

o Gradient of electron density is considered 

The functional looks like in this case is 

𝐸𝑥𝑐
𝐺𝐺𝐴[𝑛] = ∫ ⅆ3𝑟 𝑛(𝑟) 𝑓(𝑛(𝑟),  𝛻𝑛(𝑟)) (2.1.27)  

 

GGA is a better approximation than LDA and provide more accurate ground state 

properties of condensed matter.  

 

(c) Hybrid Functionals 

This functional incorporates a portion of exact exchange from Hartree–Fock 

theory with exchange and correlation from DFT, whereas several ways are 

available for this mixing. HSE06 is such a hybrid functional known as Heyd-

Scuseria-Ernzerhof  [73–75] functional, and has the following form 
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𝐸𝑋𝐶
𝐻𝑆𝐸 = 𝛼𝐸𝑋

𝑆𝑅(𝜇) + (1 − 𝛼)𝐸𝑋
𝑃𝐵𝐸,𝑆𝑅(𝜇) + 𝐸𝑋

𝑃𝐵𝐸,𝐿𝑅(𝜇)

+ (1 − 𝛼)𝐸𝐶
𝑃𝐵𝐸 

 

2.1.28 

Where 𝐸𝑋
𝑆𝑅 is the short-range part of the exact exchange and mixed with the short-

range part of the GGA exchange 𝐸𝑋
𝑃𝐵𝐸,𝑆𝑅

.  𝐸𝑋
𝑃𝐵𝐸,𝐿𝑅

 is the long-range counterpart of 

the decaying long-range part of the exact change. In the above equation (2.1.28), 

𝛼 is known as the mixing parameter, and 𝜇 controls the short-rangeness of the 

interaction. Standard values for 𝛼 and 𝜇 are 0.25 and 0.2, respectively.  

 

2.1.8 DF+U   
 

LDA or GGA functional employed DFT calculations often fail to describe strongly 

correlated systems with localized d or f electrons, which result inaccurate electronic and 

related properties by a factor of two  [76,77]. This can be attributed to the lack of proper 

treatment of the self-interaction corrections of electrons. On the other hand, hybrid 

functional employed DFT can predict the electronic properties quite accurately in most of 

the cases although it’s computationally highly expensive. In that case, a computationally 

cost-effective alternative than hybrid functional employed DFT calculation is to introduce 

an on-site Coulomb repulsion with a Hubbard parameter. This method is known as 

LDA/GGA + U method. The approaches developed to include this on-site interaction are 

known by Liechtenstein’s  [78] and Dudarev's approach [79]. In this work, Dudarev’s 

approach is used. 
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Chapter 3 

Stability enhancement of Cu2S against Cu vacancy formation by Ag alloying 

 

3.1 Introduction 

 

Cu2S has great importance in the field of renewable energy. In thin film solar cells, 

Cu2S has proved its potential as a solar absorber material which brought much attention 

to the scientific community in past years  [80–83]. This material is earth abundant and 

non-toxic. CuxS (1≤ x ≤2) exits in various mineral forms such as chalcocite [5, 6], 

djurleite  [39], dijenite  [41], anilite  [42] etc. The stoichiometric Cu2S exits in three different 

forms at three different temperature ranges. Monoclinic or low chalcocite phase (Figure 

3. 1) is formed below 104⁰C, hexagonal or high chalcocite phase in between 104⁰C and 

436⁰C and cubic phase at or above 436⁰C  [38,39]. Among the stoichiometric structures, 

low chalcocite is the most stable one at room temperature  [35,36].  
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Even though low chalcocite is the most stable one, it is prone to form Cu 

vacancies  [35,36,47,84–86]. In addition, Cu positions in the crystal unit may not be well 

defined. At or above 105⁰C, this phase transforms into hexagonal or high chalcocite 

phase. This high chalcocite phase is a solid-liquid hybrid phase  [43]. In this phase, Cu 

sub-lattice is found to remain in liquid phase while S sub-lattice remains in solid phase. 

This is however a complex crystal structure. In addition, other CuxS phases are also 

complex and show higher tendency to Cu vacancy formations. This vacancy formation 

trend leads to instability of copper sulfides. In another  theoretical study based on DFT 

theory by Su-Huai et al., among known CuxS phases, anilite (Cu1.75S) was shown to be 

the most stable structure at Cu-rich limit  [35]. However, that structure is heavily doped 

with holes due to Cu vacancies. In this work, we look for a suitable structure of CuxS near 

  

Figure 3. 1 Low chalcocite (monoclinic phase, Cu2S); Cu in blue and S in yellow. 
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its stoichiometric composition such as x = 2 which would have less hole concentrations 

than that in anilite. 

In a crystal structure database search and DFT study, a new phase of CuxS near 

stoichiometric composition (x = 2) has been predicted recently which is an acanthite like 

crystal structure at x = 1.98. This structure was found by replacing Ag atoms of acanthite 

Ag2S with Cu atoms. It has been shown that this relatively new predicted acanthite Cu2S 

is more favorable to form than low chalcocite structure at 0 K but Cu vacancy formation 

trend has not decreased, rather higher  Cu vacancy formation tendency at x = 1.98 

compared to low chalcocite phase has been found  [37].  

Hence, Cu vacancy formations in the crystal are major challenges toward the use 

of this material in the field of photovoltaic. Therefore, controlling Cu vacancy related 

effects are very important in this regard. In this study, we are focusing on two major 

aspects: (i) reducing Cu vacancy formation and (ii) controlling the diffusion of Cu atoms 

inside the acanthite Cu2S crystal. For this purpose, we have alloyed Ag in acanthite Cu2S 

so that the stability against Cu vacancy formation in the crystal increases. Hence, the 

vacancy formation probability is reduced and then the Cu atom’s diffusion energy barrier 

inside the crystal is increased without altering the electronic properties of this material 

significantly. We have found that Ag alloying with acanthite Cu2S can help to reduce the 

Cu vacancy formation tendency in the crystal while the formation of Ag alloyed structure 

is also thermodynamically favorable. In addition, the energy band gap of Ag alloyed 

structure is higher than that of pristine structure, which indicates a higher photovoltage is 

possible due to Ag alloy in acanthite Cu2S. 
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3.2 Computational Methodology 

 

The theoretical framework of this study is within the density functional theory (DFT) 

[18, 19]. The density functional theory is implemented as in Vienna ab-initio simulation 

package (VASP)  [89,90]. We have used projector augmented wave (PAW) 

method  [91,92] in generalized gradient approximation (GGA) also known as Perdew-

Burke-Ernserhof (PBE) exchange correlation functional  [93]. The energy cut-off for plane 

wave basis set was 400 eV. Total energies of all the structures have been calculated 

using VASP code. Before total energy calculations, we let all the structures to relax fully. 

Each ion has been relaxed until the force is equal or less than 0.01 eV/Å. The allowed 

error in total energy for global break condition in electronic self-consistent loop is 1E-6 eV 

and the achieved convergence for total energies based on k-grid is within 1E-5 eV. For a 

Cu2S unit cell (12 atoms), 21x9x9 gamma centered k-point sampling has been used for 

structural optimization and DOS plots while 7x3x3 gamma centered k-point sampling has 

been used for a 2x2x2 supercell of Cu2S (96 atoms). Since DFT underestimates band 

gap and it is well known for the case of transition metals, we have used GGA-DFT+U 

method for the calculations of band structures and density of states (DOS) plots. Here U 

is a Hubbard parameter and has been applied on both Cu-d and Ag-d orbitals to enhance 

on-site Coulomb interaction. In this study, Ueff (U - J) = 7 has been used where U = 8 and 

J = 1. A justification of the choice of U value will be discussed later. For all other 

calculations such as geometric optimization and total energies, GGA-DFT has been used 

only.  
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Since we have studied the stability issue of acanthite Cu2S systematically, we have 

calculated formation energies of Ag alloyed acanthite Cu2S and Cu vacant Cu2S 

structures along with band structures and DOS plots. The formation energies of Ag 

alloyed structures have been calculated using the following formula: 

 Ef = Etot( compounⅆ) − Etot(host) + n(μCu + ΔμCu) − n(μAg + ΔμAg) (3.1) 

 

which requires the following to be satisfied 

 ΔHCu2S = 2ΔμCu + ΔμS and ΔH(Cu2−xAgxS) =  (2 − x)ΔμCu  +  ΔμS  +  x ΔμAg (3.2) 

where Etot(compounⅆ) is the total energy of Ag alloyed Cu2S and Etot(host) is the total 

energy of pristine Cu2S cell without Ag. ΜCu and μAg are the chemical potentials of copper 

and silver respectively.  

 The enthalpies of formation of the strucutures have been calculated using by 

 ΔHCu2−xSAgx
= E(Cu2−xSAgx) − (2 − x)E(Cu) − E(S) − xE(Ag) (3.3) 

Here  ΔHCu2−xSAgx
 is the enthalpy of formation of Cu2−xSAgx. E(Cu2−xSAgx) is the total 

energy per formula unit for Ag alloyed Cu2S compounds. E(Cu) , E(S) and E(Ag) are total 

energies per Cu atom, S atom and Ag atom respectively in their stable bulk phases. 

The enthalpy of formation of acanthite Cu2S per formula unit has been calculated 

using the total energy of a 2x2x2 acanthite Cu2S supercell and the bulk energies of Cu 

and S. The enthalpy of Cu2S per formula unit is  ΔHCu2S =  −0.4362 eV. Using this value 

and Equation (3.2) we get ΔμCu =  − 0.22 eV  anⅆ  ΔμS = 0 eV at Cu-poor condition while 
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ΔμCu =  0 eV anⅆ  ΔμS =  −0.4362 eV  at Cu rich condition. The Cu chemical potential has 

been taken to be equal to the energy of its bulk phase.  

 

3.3 Acanthite Cu2S 

 

The acanthite Cu2S structure as in Figure 2, has 8 Cu atoms and 4 S atoms in its 

unit cell. This structure was derived from acanthite Ag2S by replacing all the Ag atoms in 

its unit cell with Cu atoms and was fully relaxed by DFT until the force on each ion was 

equal or less than 0.01 eV/Å  [37]. Cu atoms are in layers along (101) plane and S atoms 

are arranged around Cu atoms to form trigonal planar along (010) as in Figure 3. 2. For 

this structure, traditional DFT only calculation shows no band gap. However, a band 

opening in its band structure is observed if an on-site Coulomb interaction is added on 

Cu-d with GGA-DFT+U method  [79,94]. At Ueff = 7, the calculated band gap is 0.86 eV 

while the experimental band gaps of CuxS (1≤ x ≤2) fall in the range of 1.1-1.2 eV [9, 16]. 

The band structure is presented in Figure 3. 3. The no band gap with traditional DFT is 

due to the well-known fact that GGA-DFT underestimates the band gap for materials with 

partially filled 3d bands.  

In Table 3. 1, we see that band gap increases with higher U values and the type 

of the band gap changes from indirect to direct at U = 11. Even though for U values higher 

than 8, band gap increases considerably, and the minimum of the conduction band tends 

to move along Z-Γ while the maximum of the valance band remains at Γ point. Finally, the 

gap becomes completely direct at U = 11. Furthermore, the top of the valance band shifts 

down toward the more negative of the valance band with the application of higher U 
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values on Cu-d. This is since highly localized d10 orbitals move toward the more negative 

of the valance band with higher Coulomb repulsion. In addition, the well-known 

experimental band gap of Cu2S phases is indirect  [96]. Hence, U = 8 and J = 1 (Ueff = 7) 

were chosen for the calculations of band structures and DOS plots. However, no U was 

applied for other calculations such as ionic relaxations and total energies of various CuXS 

systems. 

 

Figure 3. 2 Acanthite Cu2S unit cell; Cu in blue and S in yellow. 
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Table 3. 1 Band gaps of acanthite Cu2S and their types with different U values 

U Band Gap(eV) Band Type 

0.00 No Gap 

 

3.00 0.10 Indirect 

5.00 0.42 Indirect 

7.00 0.70 Indirect 

8.00 0.86 Indirect 

9.00 0.99 Indirect 

11.00 1.19 Direct 
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Figure 3. 3 Band structure of acanthite Cu2S calculated by GGA-DFT+U method. Here, 

Ueff = 7 is applied on Cu-d only, where U = 8 and J = 1. The zero-energy level is defined 

by subtracting the Fermi energy (Ef). 

 

The band opening can also be viewed from its corresponding DOS plots. The Cu-

d orbital which is highly localized near the Fermi level shifts toward the more negative 

energy of the valance band as in Figure 3. 4, due to enhanced Coulomb repulsive 

potential. In Figure 3. 4, it can also be seen that the total DOS intercepts the Fermi level 

and Cu-d orbital is active near the Fermi level when no U is applied. At Ueff = 7, Cu-d peak 

at -0.91 eV moves at -1.79 eV, peak at -2.13 eV moves at -3.57 eV, and shows a band 

opening as in the band structure.  
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Figure 3. 4 Density of states (DOS) plots for acanthite Cu2S for Ueff = 0 and Ueff = 7. The 

zero-energy level is defined by subtracting the Fermi energy (Ef). 
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3.4 Cu vacancy 

 

The well-known tendency of forming Cu vacancies in Cu2S phases leads the 

material to behave as a p-type material, and higher number of vacancies eventually turn 

this into a degenerate semiconductor. This vacancy formation tendency can be realized 

from the defect (Cu vacancy) formation energy. In the pristine structure of acanthite 

phase, the defect formation energy per Cu vacancy in a supercell is 0.04 eV at Cu rich 

and -0.18 eV at Cu poor condition. The negative value of formation energy indicates that 

spontaneous formation of a Cu vacancy is possible at Cu poor condition, while such a 

vacancy can also easily be formed due to thermal excitation since the defect formation 

energy at Cu rich condition is very low. The equivalent temperature of 0.04 eV is 464.20 

K. From the calculation of defect formation energies, we find that a second vacancy 

formation is also favorable at Cu poor condition even though the formation energy is 0.06 

eV higher than that for a single vacancy. Overall it is seen from Figure 3. 5 that more than 

1 Cu vacancy at Cu poor condition are favorable in this structure. In addition, it is to be 

noted that the formation of a Cu vacancy in an acanthite crystal does not deform the 

crystal structure much. 
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Figure 3. 5 Defect formation energies for 1 and 2 Cu vacancies per supercell in acanthite 

Cu2S. 

 

Here, we compare the lattice parameters of a fully relaxed 2x2x2 pristine supercell 

with a Cu vacant structure. In Table 3. 2, we see that the lattice parameters are almost 

same with a little change of 0.01 to 0.02 Å for c and b respectively while for α and γ its 

0.01° and for β its 0.13°. This little or no change in the crystal structure might be another 

possible reason for Cu vacancies to be highly favorable in this phase as well.  
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Table 3. 2  Lattice parameters of 2x2x2 pristine Cu2S and 1 Cu vacant supercells. 

 a(Å) b( Å) c( Å) α(°) β(°) γ(°) 

Pristine structure, 

Cu2S 
8.01 14.34 13.72 90.00 89.00 90.00 

1 Cu vacant Cu2S 

structure 
8.01 14.36 13.71 89.99 89.13 89.99 

 

However, the band gap of this defect structure increases from 0.86 eV (for pristine) 

to 0.93 eV (for defect).  From the band structure of this acanthite Cu2S with defect, as in 

Figure 6, we see two bands from the top of valance band intercept the Fermi level. The 

intercepting bands are due to a hole state created from the vacancy and the possible 

hybridization between Cu-d and S-p near or at the Fermi level. Nevertheless, the band 

gap is still indirect. This effect can clearly be viewed from the corresponding DOS plot as 

in Figure 3. 7. The plot shows a possible Cu-d and S-p hybridization at the Fermi level. 

Due to the Cu vacancy in the crystal, a Cu-d orbital contributes to the conduction band. 

Hence a hybridization between Cu-s, Cu-d, S-s and S-p is possible which can be seen 

from the inset of Figure 3. 7. 
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Figure 3. 6 Band structure of a Cu vacant acanthite Cu2S for Ueff = 7 applied on Cu-d. 

The zero-energy level is defined by subtracting the Fermi energy (Ef). 
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Figure 3. 7 Density of states (DOS) plot of a Cu vacant acanthite Cu2S supercell. Inset is 

the magnified DOS for a selected portion. The zero-energy level is defined by subtracting 

the Fermi energy (Ef). 

 

Even though the newly predicted acanthite Cu2S is more favorable than low 

chalcocite at stoichiometric composition, its Cu vacancy formation tendency at x = 1.98 

was reported higher than that in low chalcocite  [37].  This vacancy formation tendency is 

a potential hindrance to the prospect of its usages as a solar absorber material. Hence, 

stabilizing this material against vacancy formation is essential.  

To study in detail with this predicted acanthite phase of Cu2S, we take a 2x2x2 supercell 

which contains a total of 96 atoms, 64 of them are Cu atoms and 32 of them are S atoms. 

The structure is shown in Figure 3. 8. In the supercell, Cu layers are seen to form along 

(101) plane and S atoms are arranged in between consecutive Cu layers.  
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Figure 3. 8 Acanthite Cu2S supercell; 64 Cu atoms in blue and 32 S atoms in yellow. 

 

 

3.5 Silver alloy 

 

Since the acanthite phase of Cu2S is derived from Ag2S, we alloy Ag in Cu layers 

in different concentrations. Different arrangements of Ag atoms in a Cu layer are made to 

have different alloy configurations, as in Figure 3. 9, and we look for the most favorable 

structures according to their energetics. After that we calculated the energies of Cu 

vacancy formation in those alloyed structures. 
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Figure 3. 9 (a) 1 Ag atom, (b) 5 Ag atoms doped in a Cu layer, (c) 10 Ag atoms (str 1) and 

(d) 10 Ag atoms (str 2) arranged in different configurations in a Cu plane within an 

acanthite Cu2S supercell; Cu in blue and Ag in silver. 

 

Since different configurations of Ag-Cu alloy are possible in a Cu layer, here we present 

two different arrangement of alloys for ten Ag atoms in the structure as in Figure 3. 9(c) 

and (d) as examples. 
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Table 3. 3 Formation energies for Ag alloyed structures are presented. For Ag doping, a 

2x2x2 acanthite Cu2S super cell is considered. There are 64 Cu atoms and 32 S atoms 

in a pristine Cu2S super cell. 

 

Alloy formation energy per Ag 
atom (eV) 

Enthalpy of formation 
per formula unit (eV) 

Cu rich Cu poor  

Cu2S  -0.44 

1Ag-Cu₂S 0.30 0.08 -0.43 

1Ag in 1Cu-vacant Cu₂S 0.04 -0.18 -0.43 

1Cu in 1Cu-vacant Cu2S -0.04 0.18 -0.44 

10Ag-Cu₂S(str1) 0.28 0.06 -0.35 

10Ag-Cu₂S(str2) 0.28 0.06 -0.35 

 

 

The energetics presented in Table 3. 3 shows that the formation energies per Ag 

atom are very low and their enthalpies of formation are all negative which indicate the Ag 

alloy formation in acanthite Cu2S is thermodynamically favorable. The energetics also 

show that doping of an Ag atom in a structure containing a Cu vacancy is energetically 

as favorable as an acanthite Cu2S crystal formation. The enthalpy of formation of a 

pristine acanthite Cu2S crystal and an Ag doped crystal are -0.44 eV and -0.43 eV 

respectively. The enthalpies of an Ag doped in a pristine acanthite structure and in a Cu 

vacant structure are both -0.43 eV. On the other hand, the energies of formation per Ag 

atom of Ag doped structures are very low, which are 0.30 eV at Cu rich and 0.08 eV at 
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Cu poor for 1Ag-Cu2S while these are 0.04 eV at Cu rich and -0.18 eV at Cu poor 

conditions for 1Ag in 1Cu-vacant Cu2S structure. The formation energies for 1Cu in 1Cu-

vacant Cu2S which is analogous to 1Ag in 1Cu-vacant Cu₂S are -0.04 eV at Cu rich and 

0.18 eV for Cu poor condition. This indicates that Cu2S structure intends to retain its 

pristine structure at Cu rich condition and takes little energy for 1Cu atom to get into a Cu 

vacant site at Cu poor condition. On the other hand, 1Ag atom can easily be doped into 

a Cu vacant site at Cu poor condition and requires little energy at Cu rich condition. 

Hence, it is seen that 1Ag atom can be doped into a Cu vacant site at a controlled Cu 

environment, meaning that Ag alloy is thermodynamically possible to form.  In addition, 

the energy cost per Ag atom for alloying higher number of Ag atoms goes lower, such as 

for ten Ag atoms in the structure it is 0.02 eV less than a single Ag atom in the structure 

at both Cu rich and poor conditions while their enthalpies of formation are both -0.35 eV. 
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3.6 Cu-vacancy in Ag alloyed Cu2S 

 

 Table 3. 4 Energy of formation per Cu vacancy in acanthite Cu2S with Ag alloying. 

Cu vacancy in 

Defect formation energy per Cu 

vacancy (eV) 

Cu rich Cu poor 

Cu₂S (1 vacancy/supercell) 0.04 -0.18 

Cu₂S (2 vacancies/supercell) 0.10 -0.12 

1Ag-Cu₂S (1 vacancy/supercell) -0.22 -0.44 

1Cu-vacant_1Ag-Cu₂S (2 vacancies/supercell) 0.25 0.03 

10Ag-Cu₂S(str1) (1 vacancy/supercell) 0.11 -0.11 

10Ag-Cu₂S(str2) (1 vacancy/supercell) 0.08 -0.14 

 

In the thermodynamically stable alloyed structures of AgxCu2-xS, the Cu vacancy 

formation energies at both Cu rich and Cu poor conditions are calculated and presented 

in Table 3. 4. The formation energy for a single Cu vacancy in one Ag atom doped Cu2S 

is less than that in a pristine Cu2S, which indicates a defect formation is more favorable 

in the Ag doped crystal, which may occur due to the impurity related strain. However, a 

second vacancy in the same structure i.e. in 1Cu-vacant_1Ag-Cu₂S structure is relatively 

less favorable. The formation energy goes higher by 0.21 eV at both Cu-extreme 
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conditions. Hence more than one vacancy is not thermodynamically favorable in an 

already Cu vacant and one Ag atom doped Cu2S crystal. In structures with higher number 

of Ag atoms such as 10 Ag atoms as in Figure 3. 9(c) and (d), a vacancy formation is less 

favorable than a vacancy in pristine acanthite Cu2S. The vacancy formation energies in 

the Ag alloyed structure having alloy arrangement as in Figure 3. 9(c) are 0.11 eV at Cu 

rich and -0.11 eV at Cu poor which are higher than the formation energies per vacancy in 

pristine Cu2S for both one and two vacancies per supercell. These are 70 meV and 10 

meV higher respectively. In addition, the structure having alloy arrangement as in Figure 

3. 9(d) has 40 meV higher energy than a single vacancy in pristine Cu2S but 20 meV less 

energy than the case for two vacancies. Overall, the energetics suggest that Ag alloying 

in acanthite Cu2S can help to reduce Cu vacancy formation tendencies. As the defect 

concentrations depend on the formation energies, this implies that at similar 

thermodynamic conditions, Cu vacancy density in Ag alloyed acanthite Cu2S will be less 

than that in the pristine acanthite Cu2S. A schematic of alloy and defect formation 

energies is presented in Figure 3. 10. 
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Figure 3. 10 Energy of formation of Cu vacancy in pristine and silver doped acanthite 

Cu2S. 

 

It is also important to check the energy band gap of Ag alloyed structures to make 

sure it is good enough to be used as a photovoltaic material. The band gap of 10 Ag 

atoms alloyed in Cu2S supercell is 0.93 eV which is 0.07 eV higher than that of the pristine 

Cu2S. However, if a Cu vacancy is considered in this alloyed structure, the direct gap is 

0.90 eV which is still higher than the pristine one.  
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Figure 3. 11 Band structures of (a) 10 Ag atoms alloyed Cu2S and (b) 1Cu vacancy in 

10Ag-Cu2S supercell. In both cases, Ueff = 7 has been applied on Cu-d and Ag-d 

simultaneously. 

 

The gap as in Figure 3. 11(a) shifts below Fermi level since U has been applied on both 

Cu-d and Ag-d orbitals which become localized toward the more negative in the valance 

band. A Cu vacancy in this Ag alloyed structure leaves a hole state in the valance band 

since Ag atom enters with +1 oxidation state like a Cu atom. Hence, a band from the 

valance band is found to intercept the Fermi level as in Figure 3. 11(b). However, the 

number of bands intercepting the Fermi level is less than that in a Cu vacancy containing 

pristine Cu2S structure as seen in Figure 6 where two bands intercepted the Fermi level.  
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3.7 Controlling Cu-diffusion 

 

To analyze the Cu vacancy formation, we studied Cu diffusion inside the crystal. 

After the vacancy is formed, the vacancy forming atom should leave its original site and 

travel somewhere else. In this case, the diffusion study can help us to understand the 

nature of the vacancy formed by Cu atoms, which are moving to different interstitial sites. 

The diffusion study can also help to recognize paths of diffusion and energies required 

by atoms to diffuse through different paths. To model such a diffusion path followed by a 

dislocated Cu atom, we have calculated the diffusion energy barrier while a Cu atom 

diffuses through a Cu plane for both undoped and Ag atom doped supercells. The results 

are reported in this section. At first, we take a fully relaxed acanthite Cu2S supercell and 

choose a Cu atom to be displaced to different interstitial sites. For some cases, the 

displaced Cu atom relaxes back to its original position while in other cases it stays to 

some favorable sites and does not come back to its original position at all. For such a 

dislocated Cu atom, as in Figure 3. 12, a tunnel in the crystal is chosen to model the 

diffusion. To do so, a cross marked Cu atom in an undoped crystal (as seen in Figure 3. 

12(a)) has been displaced from its original site to different nearby interstitial sites. After 

full relaxations, we have found that the displaced Cu atom is relaxed back to the original 

site in most of the cases. In some cases, the displaced atom remains in suitable interstitial 

sites. For such a case, a stable structure is found when this displaced Cu atom has been 

placed in the center of a tetragon of four nearby Cu atoms along a tunnel inside the 

crystal. After full relaxation of that system, we have applied the nudge elastic band (NEB) 

method to find the minimum energy path (MEP) and calculated the diffusion energy 
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barrier of that diffused Cu atom. The saddle point along the MEP gives the diffusion 

energy barrier in this case  [97] . The calculated diffusion energy barrier of the Cu atom 

in the undoped acanthite Cu2S structure is found to be 0.72 eV. The plot is presented in 

Figure 3. 13.  After the energy barrier is calculated for an undoped acanthite Cu2S 

supercell, we intend to compare the result with the Ag doped case. Thus, the next step is 

to find what would happen to the energy barrier if the dislocated atom has an Ag atom 

doped in the neighborhood of its original position. For this to be done, an Ag atom is 

doped in a Cu site near the intended diffusing Cu atom, and the structure is relaxed 

completely. Then we have displaced the Cu atom to different interstitial sites again to 

check if a similar tunnel can be found along which the displaced Cu atom would not relax 

back. When we have got one like the undoped crystal, the elastic band method is applied 

to find the minimum energy path (MEP) and to calculate for the energy barrier. To be 

noted, all the initial and final structures were relaxed completely so that the energy 

calculation is accurate enough and the global break condition for the total energy in 

electronic self-consistent loop is kept within 1E-6 eV. The diffusing Cu atom in Ag doped 

crystal is identified with a cross mark as in Figure 3. 12(c) and the final defect structure 

with displaced stable Cu atom is presented in Figure 12(d).  The diffusion energy barrier 

in this case is 0.77 eV, which is 50 meV higher than that in the undoped acanthite Cu2S 

supercell. In the relaxed Ag doped structure, the displaced Cu atom forms a trigonal 

planar with three S atoms in the tunnel and the doped Ag atom forms a tetrahedra with 

four nearby S atoms as in Figure 3. 12(d).  

The higher diffusion barrier in Ag doped crystal may be attributed to the distortion 

in the lattice that occurs in the diffusion environment. If we look carefully, it is seen that 
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the distortion in the diffusion environment is higher for the case of Ag doped structure. 

The Cu atom next to the diffused one displaces from the original site less in the pristine 

structure than in the doped Ag atom structure. The doped Ag atom displaces 0.12 Å with 

respect to the original position while the corresponding Cu atom in the pristine crystal 

displaces only 0.06 Å. For the Ag atom, it is twice as much as the Cu atom. For a S-Cu-

S linear bond in the pristine structure, the S-Cu bond length is 2.18 Å which increases by 

0.10 Å after the diffusion takes places. On the contrary the linear S-Ag-S bond breaks 

down in the Ag doped structure and a tetrahedra forms (as seen in Figure 3. 12(d)) with 

the diffusion and the average S-Ag bond for that tetrahedra becomes 2.75 Å, which is 

0.35 Å higher than initial S-Ag bond length in the S-Ag-S linear arrangement. The higher 

distortion in the Ag doped structure may also be related to the higher ionic radius of Ag, 

which is 1.15 Å while that for the Cu is 0.73 Å. This clearly shows that the Ag atom needs 

to displace more than the corresponding Cu atom while Cu diffusion takes places along 

the path in the tunnel.  
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Figure 3. 12 (a) A fully relaxed Cu2S structure where the cross marked Cu atom is chosen 

to be displaced from its original position to an interstitial site and the path is denoted with 

a red arrow, (b) a relaxed structure of Cu2S after the Cu atom displaced from its original 

site. The displaced Cu atom makes a planer triangle with three nearby S atoms. (c) A Cu 

atom next to the cross marked Cu atom is replaced by an Ag atom and (d) a fully relaxed 

Ag doped structure where the cross marked Cu atom is displaced from its original position 

and stable at an interstitial site in the tunnel. The displaced Cu atom makes a planer 

triangle and the Ag atom makes a tetrahedra with nearby S atoms. Cu, S and Ag atoms 

are in blue, yellow and grey respectively. 
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Figure 3. 13 Diffusion energy barrier of a Cu atom inside acanthite Cu2S with and without 

Ag atom doped in a nearby site. 

 

 

 

Figure 3. 14 DOS plots for atoms in a (a) S-Cu-S and (b) S-Ag-S linear bonds in an 

acanthite Cu2S and Ag-doped Cu2S crystal structure respectively. The DOS plots are 

calculated using GGA+U while Ueff = 7 has been used on both Cu-d and Ag-d. 
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From the DOS plots for atoms of S-Cu-S and S-Ag-S linear bonds in the crystal as in 

Figure 3. 14, it is seen that near the Fermi level S-p and Cu-d hybridization is stronger in 

the undoped crystal than the S-p and Ag-d hybridization in the Ag doped crystal. At the 

top of the valance band the Cu-d contribution is higher than Ag-d and Ag-s contribution 

is higher than Cu-s. It may be the reason that the Ag-S bond is more ionic in nature and 

Cu-S bond is more covalent. To justify this claim we calculate the charge density 

difference of the Ag doped crystal structure and find, from the 2D charge density 

difference plot (Figure 3. 15), that the contour lines around the Ag atom are more spherical 

meaning that the valance charge are centered around Ag more than that around a Cu 

atom. The more ionic bonding nature in S-Ag may require higher energy for a Cu atom to 

diffuse in the Ag doped environment since it requires higher energy for a bonded Ag atom 

to displace from its original site to facilitate a nearby Cu atom to diffuse. This higher 

diffusion energy in an Ag doped structure may limit the Cu diffusion inside the acanthite 

Cu2S crystal. 
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Figure 3. 15 2D charge density contour plot of an Ag atom doped Cu-S plane in acanthite 

Cu2S crystal structure. 

 

 

3.8 Conclusions 

 

The focus of this study was to address the stability issue due to Cu vacancy 

formations in Cu2S. To minimize Cu vacancy formations, two issues were addressed: Cu 

vacancy formation possibility and the Cu atom’s diffusion. Reduced Cu diffusion is 

important since Cu vacancy forms within the bulk and if the vacancy forming Cu atom can 

be controlled with Ag doping so that Cu atom cannot leave the vicinity of the vacancy site, 

then it would most likely be recombined with the vacancy. In our study we have found that 
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Ag alloying with Cu in the acanthite phase of Cu2S can help to reduce the vacancy 

formation probability and the alloy formation is also found to be thermodynamically 

favorable. From the energy barrier calculation, it was also evident that Ag atom doped in 

Cu place can help to reduce diffusion inside the crystal. The energy band gap of Ag 

alloyed structure which has less vacancy formation tendency is 0.93 eV which is higher 

than that of the pristine Cu2S. This is an indication that Ag alloying may help to increase 

the band gap to maximize the photo conversion efficiency. Overall, Ag alloying in this 

regard will help to expand the capability of Cu2S in photovoltaic applications. 
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Chapter 4 

Thermodynamic stabilities and electronic structures of Sn doped Cu2S 

 

4.1 Introduction 

 

CuxS (1≤ x ≤ 2) is an important low cost, non-toxic and earth abundant material. It 

has many stoichiometric and non-stoichiometric phases. There exist four different 

crystalline phases below 90°C. They are low chalcocite (Cu2S)  [38,39], djurleite 

(Cu1.96S)  [40], digenite (Cu1.8S)  [41], and anilite (Cu1.75S)  [42]. This material also exists 

in a solid-liquid hybrid form above 104°C, which is called high chalcocite or hexagonal 

phase  [43], and at cubic phase above 436°C. Out of all the experimentally known phases, 

low chalcocite is the most stable stoichiometric phase at or below room 

temperature  [35,36], and mostly known for its prospective photovoltaic application even 

though Cu vacancy induced instability was observed at Cu2S active layer in Cu2S/CdS 

heterojunction devices under ambient conditions  [47,98–101]. In early 1980s, Cu2S/CdS 

based thin film solar cells showed nearly 10% efficiency  [102,103], but deterioration in 

device performance in the long term limit led to reduced interest later. Owing to not only 

earth abundance and non-toxicity but also suitable electronic properties, interest in this 

material for efficient and stable applications in photovoltaics is increasing again  [48,50–

55], where promising experimental mechanism to stabilize Cu2S one atomic layer at a 

time has been reported  [56]. In addition, our reported theoretical study on a newly 

identified bulk phase of Cu2S which has an acanthite like crystal structure  [37] has shown 

that Ag alloying can help to reduce the Cu vacancy formation tendency without altering 
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the electronic properties of the system  [104]. However, finding a cost-effective alternative 

to Ag warrants more studies on the stability and electronic properties while alloying other 

materials at cationic sites. In this study, we will first establish that acanthite phase of Cu2S 

which has a relatively simpler crystal structure can indeed be used to model low chalcocite 

phase. This will allow us to model complex doping, and alloying structures in low 

chalcocite supercells. We then dope Sn for Cu sites in this acanthite structure of Cu2S 

and compare similar studies on low chalcocite. Sn has electronegativity of 1.96 and 

covalent radius of 139 pm while those for Cu are 1.90 and 132 pm, respectively.  

 

Low chalcocite phase contains 96 Cu and 48 S atoms in its monoclinic unit cell, 

space group P21/c, has a complex crystal structure. The unit cell has symmetrically 

inequivalent 24 Cu and 12 S atoms. Hexagonal-closed-packed S atoms mainly build the 

frame of this structure while Cu atoms occupy triangular interstices  [39]. On the other 

hand, DFT predicted acanthite phase of Cu2S which was found thermodynamically more 

favorable in the stoichiometric limit than the low chalcocite phase in their ground states 

has only 8 Cu and 4 S atoms in its monoclinic unit cell  [37]. In this structure, S atoms are 

five-fold coordinated with Cu atoms, different than the coordination in low chalcocite. 

However, half of the Cu atoms occupy triangular interstices like low chalcocite and other 

half form linear S – Cu – S bonds. The crystal structure of acanthite phase is presented 

in Figure 4. 1. The figure presents three planes of the crystal structure in a 3x2x2 supercell 

representation. In contrast to low chalcocite phase, the atoms in the acanthite phase have 

higher symmetry. Such higher crystalline order in acanthite phase facilitates higher 

control for doping other materials. Even though the crystalline order in low chalcocite is 
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less than acanthite phase, there is evidently some correspondence on atomic sites order 

between the two phases.  The geometric correspondence is presented in Figure 4. 2. 

From Ab-initio molecular dynamics simulations at room temperature (27°C) for 3 ps, as 

modeled for both acanthite and  

 

 

 

Figure 4. 1 The crystal structure of acanthite Cu2S along (a) (100), (b) (010), and (c) (001) 

planes. Cu and S atoms are in blue and yellow, respectively. For better visual, a 3x2x2 

supercell is presented. Each box in solid black line represent a unit cell. S atoms are five-

fold coordinated while half of the Cu atoms occupy triangular interstices and the other half 

forms S-Cu-S linear bonds in this structure.  
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Figure 4. 2 Ionic arrangements of Cu and S atoms in (a) acanthite and (b) low chalcocite 

phases of Cu2S. Cu and S ions are in blue and yellow, respectively. The figure shows that 

S ions mainly build the frame of the phases, where Cu ions are arranged in between S. 

In acanthite phase, S is well decorated with highly symmetric Cu. For low chalcocite 

phase, ions are distorted from highly symmetric sites. However, the layered arrangement 

of S ions is similar for both cases. 

 

 

low chalcocite phases in Figure 4. 3, we have found that the packing of atoms in 

neighboring shells follow a similar trend for both structures. The total and partial radial 

distribution function (RDF) calculated for both, as in Figure 4. 4, evidently show that the 

atoms are packed in a similar fashion. Our calculated cumulative RDF, as in Figure 4. 5, 

also confirms the structural order, other than Cu atoms in low chalcocite phase beyond 

second nearest neighbor, follow almost a similar trend. The details for the average 

nearest neighbor (nn) distances up to 5th nn can also be found in Figure 4. 6. 
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Figure 4. 3 Atomistic representation for Cu2S (a) acanthite and (b) low chalcocite phases 

after Ab-initio molecular dynamics (AIMD) simulations at 300 K for 3 ps. Cu and S atoms 

are in blue and yellow, respectively. Both supercells contain 96 Cu and 48 S atoms. The 

maximum nearest neighbor distance is 2.54 Å for both structures, and the minima are 

2.01 Å for acanthite and 2.06 Å for low chalcocite. 
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Figure 4. 4 The radial distribution function (RDF), g (r) for both acanthite and low 

chalcocite phases of Cu2S: (a) total, (b) Cu – Cu, (c) Cu – S, and (d) S – S. Solid and 

dashed lines are for acanthite and low chalcocite phase, respectively. Ab-initio molecular 

dynamics were carried out for both phases at 300 K for 3 ps to examine the structural 

properties. The size of the supercells allows proper computation for radial distribution 

function up to r ～ 6 Å. Both structures show good correspondence on peak positions for 

both total and partial RDFs, meaning that the packing of atoms in neighboring shells follow 

a similar trend. This figures also shows that the effective width of atoms for both structures 

are very close. This can be understood from the minimum nearest neighbor distances as 

well. They are 2.01 Å for acanthite and 2.06 Å for low chalcocite.    
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Figure 4. 5 The cumulative radial distribution function (RDF), G (r) for both acanthite and 

low chalcocite phases of Cu2S: (a) total, (b) Cu – Cu, (c) Cu – S, and (d) S – S. Solid and 

dashed lines are for acanthite and low chalcocite phase, respectively. Ab-initio molecular 

dynamics were carried out for both phases at 300 K for 3 ps to examine the structural 

properties. The size of the supercells allows proper computation for radial distribution 

function up to r ～ 6 Å. The stepwise curves in the figure refer to good crystallinity. In 

particular, Cu – Cu partial G (r) curves show that Cu atoms in acanthite possess higher 

structural order beyond second nearest neighbor. For both phases, S atoms are highly 

ordered which is evident from (b) and (c). However, irrespective to the degree of 

crystallinity, both phases show overall good structural correspondence.   
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Figure 4. 6 Average nearest neighbor (nn) distances between atoms in acanthite and low 

chalcocite phases of Cu2S, up to 5th nn along with the minimum and maximum values of 

nn. 

 

 

For a single defect study involving a Cu site in low chalcocite crystal structure 

would require 24 inequivalent Cu sites to be dealt in 24 separate calculations. Such 

scenario increases the computational cost. In contrast to that, only two separate 

calculations are necessary for a single defect study in acanthite phase. To investigate if 

doping in two separate phases would result in similar outcomes, especially for the 

electronic structures and energy landscape, we have tested Sn doping in low chalcocite 

phase as well and compared with the cases of acanthite phase. This can be found in the 

later part of this manuscript. Hence, in this work, we are going to consider the acanthite 

phase for the defect and possible alloy studies. The study focuses on the stability and 
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electronic properties for substitutional Sn doping for Cu sites in the acanthite phase of 

Cu2S.  

 

4.2 Computational Methodology 

 

The theoretical framework of this work is based on the density functional theory 

(DFT)  [87,105] implemented with the projector augmented wave method  

(PAW)  [91,106] as in Vienna ab initio simulation package (VASP)  [89,90]. All the 

calculations in this work were spin polarized and the generalized gradient approximation 

(GGA) functional by Perdew–Burke–Ernserhof (PBE)  [93,107] was used for the 

exchange-correlation energy. All the structures in this work were geometrically optimized 

without any symmetry constraint. The convergence criteria for the electronic self-

consistent loop was set equal to or less than 1E-06 eV. All the ions were relaxed until the 

Hellman-Feynman force was equal to or less than 0.01 eV/Å. The kinetic energy cut off 

for the plane wave basis set was 520 eV. Cu 3d10 4s1, S 3s2 3p4 and Sn 4d10 5s2 5p2 are 

the valance electrons configurations considered for this work. Since it is well-known that 

GGA-DFT underestimates band gaps, we have applied the rotationally invariant form of 

GGA + U, formulated by Dudarev et al.  [79], which adds a Hubbard parameter U with 

the standard GGA to enhance the on-site Coulomb interaction. In our study, U 

parameter is used for electronic structure calculations only. Ueff (U – J) = 7 is applied on 

Cu d, and 4 on Sn p. The justification for the U value on Cu d can be found from a 

previous study as in ref.  [104]. The band structures for all the acanthite structures were 

calculated along A(1/2,1/2,0) - X(0,1/2,0) - Γ(0,0,0) - Z(1/2,0,0) - D(1/2,0,1/2) - M(1/2, 
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0.496, 0.512) high symmetry points. The symmetry points for an acanthite Cu2S crystal 

structure was calculated by AFLOW  [108]. The Brillouin zone for all the supercells was 

sampled by a 7x3x3 gamma centered k-mesh. For visualization, VESTA  [109] was used 

throughout the work. 

 

A 2x2x2 supercell of acanthite Cu2S was considered to model Sn alloyed 

structures. The pristine supercell contains 64 Cu and 32 S atoms. For Sn substitution in 

Cu places, one to ten Sn atoms were considered and doped in different combination 

and configurations to search for thermodynamically stable Cu2-xSnxS structures. The 

energies of formation for Cu2-xSnxS structures were calculated using the following 

formula: 

 𝐸𝑓 =  𝐸𝑡𝑜𝑡(𝐶𝑢2−𝑥𝑆𝑛𝑥𝑆) −  𝐸𝑡𝑜𝑡(𝐶𝑢2𝑆) + 𝑛(𝜇𝐶𝑢 + 𝛥𝜇𝐶𝑢) − 𝑛(𝜇𝑆𝑛 + 𝛥𝜇𝑆𝑛) (4.1) 

 

which requires following Equation (4.4.2) and (4.) to be satisfied 

 ∆𝐻𝐶𝑢2𝑆 = 2𝛥𝜇𝐶𝑢 +   𝛥𝜇𝑆 
  

(4.2) 

 ∆𝐻𝐶𝑢2−𝑥𝑆𝑛𝑥𝑆 = (2 − 𝑥)𝛥𝜇𝐶𝑢 +  𝑥𝛥𝜇𝑆𝑛  +  𝛥𝜇𝑠 
 

(4.3) 

Where 𝐸𝑡𝑜𝑡(𝐶𝑢2−𝑥𝑆𝑛𝑥𝑆) and 𝐸𝑡𝑜𝑡(𝐶𝑢2𝑆) are total energies of Sn alloyed and pristine 

Cu2S supercell structures, respectively. 𝜇𝐶𝑢, 𝜇𝑆𝑛 and 𝜇𝑆 are the chemical potentials for 

Cu, Sn and S respectively, which were taken to be equal to the energy per atom in their 

bulk states. n is the number of atoms taken out or doped in the system. The energy of 

formation gives a thermodynamic measure for the energy cost of Sn doping in a host 
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structure. The formation enthalpies for pristine and Cu2-xSnxS structures were calculated 

by  

 ∆𝐻𝐶𝑢2𝑆 = 𝐸(𝐶𝑢2𝑆) − 2𝜇𝐶𝑢 − 𝜇𝑆 (4.4) 

   

 ∆𝐻𝐶𝑢2−𝑥𝑆𝑛𝑥𝑆 =  𝐸(𝐶𝑢2−𝑥𝑆𝑛𝑥𝑆) − (2 − 𝑥)𝜇𝐶𝑢 − 𝑥𝜇𝑆𝑛 − 𝜇𝑆 (4.5) 

 

Where 𝐸(𝐶𝑢2𝑆) and 𝐸(𝐶𝑢2−𝑥𝑆𝑛𝑥𝑆) are the total energies of the pristine and alloyed 

systems per formula unit. The formation enthalpy provides information about the 

thermodynamic stability of a system. The lower is the enthalpy of a system, the higher 

is the thermodynamic stability. 

For the investigation of the structural properties, ab-initio molecular dynamics 

(AIMD) simulations were carried out for both acanthite and low chalcocite phases of 

Cu2S with PBE-GGA functional as implemented in VASP. Since a low chalcocite unit 

cell contains 96 Cu and 48 S atoms, to compare the dynamical evolution of acanthite 

phase with low chalcocite, a 3x2x2 acanthite supercell of Cu2S containing the same 

number of atoms was made. Both systems could evolve at 300 K for 3 ps. The 

simulations were carried out in NVT ensembles and the temperature was set with Nose-

Hoover thermostat. The Brillouin zone was sampled with only Γ-point for both structures.    

 

4.3 Sn doping in Cu2S: Cu2-xSnxS 

 

One to ten number of Sn atoms are doped in different configurations on a Cu plane 

of 28 atoms in 2x2x2 acanthite supercells. Since doping sites may have numerous 
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combinations, and testing all possible cases would be computationally expensive, we 

doped Sn atoms from nearest to furthest Cu sites possible in this case. Based on DFT 

calculated formation enthalpies and energies of formation, ground state energy structures 

for different Sn concentrations were found. Since our test structures are limited in 

numbers, the least energy structures for higher Sn concentrations may not be the actual 

ground state structures. However, the structures filtered from the energy landscape 

should give enough information if Sn doping in this phase is thermodynamically favorable. 

For a single Sn doping, two inequivalent Cu sites can be considered. A Cu atom in the 

crystal may either form an S – Cu – S linear bond or occupy an interstitial triangular site 

with three S atoms at vertices. The calculated formation enthalpy difference per formula 

unit between these two structures of Cu1.97Sn0.03S is very small, only 2 meV. For higher 

Sn concentrations, at least ten test structures were made. Then total energies of the fully 

relaxed systems were calculated. The formation enthalpies (calculated from Equation 4 

and 5) and energies of formation (Equation 4.1) are presented in Figure 4. 7. The energies 

of formation per Sn atom at Cu rich and poor conditions were calculated for the least 

energy structures only. Figure 4. 7(b) shows that Sn doping at Cu poor is always favorable 

than Cu rich condition and becomes thermodynamically favorable when number of Sn 

atoms is equal to or higher than 4. As Sn concentration increases, the energy cost for Sn 

doping decreases. In this study, the most stable structure is found for 10 Sn atoms doped 

structure, Cu1.69Sn0.31S. To check if Sn doping in low chalcocite phase follows a similar 

trend, we doped one to three Sn atoms for different Cu sites and found that Sn doping 

formation energy decreases as Sn concentration increases for both Cu rich and poor 

conditions. The energy landscape is presented in Figure 4. 8.  
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Figure 4. 7 (a) Formation enthalpy per formula unit, and (b) energy of formation per Sn 

atom per supercell at Cu rich and poor condition for 𝐶𝑢2−𝑥𝑆𝑛𝑥𝑆 structures. Formation 

enthalpy per formula unit is the lowest for the pristine structure and increases as higher 

number of Sn atoms doped for Cu sites.   

 

 

Figure 4. 8 Formation energy for Sn doping in low chalcocite calculated per Sn atom in a 

144-atom crystal structure. The formation energy landscape shows that thermodynamic 

cost decreases as number of Sn atoms increases, which follows a similar trend like Sn 

doping in acanthite structures. 
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4.3.1 Single-phase stability of Cu2-xSnxS 

 

In addition, we have also calculated the single-phase stability zone for Sn doped 

acanthite systems, Cu2-xSnxS for x = 0.03, 0.19 and 0.31 to check if secondary sulfide 

phases are formed by Cu and Sn cations which may co-exist at any given growth 

conditions. To do this, we have considered possible compounds such as pure acanthite 

Cu2S, low chalcocite Cu2S, α-SnS, β-SnS, SnS2, Sn2S3 and Cu2SnS3. To avoid these 

possible secondary phases to occur in the equilibrium growth condition of Cu2-xSnxS the 

following conditions need to be satisfied: 

 

Acanthite Cu2S: 2Δμ𝐶𝑢 + Δμ𝑆 <  ΔH𝐶𝑢2𝑆 =  −0.44 (4.6) 

Low chalcocite Cu2S: 2Δμ𝐶𝑢 + Δμ𝑆 <  ΔH𝐶𝑢2𝑆 =  −0.41 (4.7) 

Cu2SnS3: 2Δμ𝐶𝑢 + Δμ𝑆𝑛 + 3Δμ𝑆 <  ΔH𝐶𝑢2𝑆𝑛𝑆3
=  −2.11 (4.8) 

α-SnS: Δμ𝑆𝑛 + Δμ𝑆 <  ΔH𝛼−𝑆𝑛𝑆 =  −0.97 (4.9) 

β-SnS: Δμ𝑆𝑛 + Δμ𝑆 <  ΔH𝛽−𝑆𝑛𝑆 =  0.03 (4.10) 

SnS2: Δμ𝑆𝑛 + 2Δμ𝑆 <  ΔH𝑆𝑛𝑆2
=  −1.24 (4.11) 

Sn2S3: 2Δμ𝑆𝑛 + 3Δμ𝑆 <  ΔH𝑆𝑛2𝑆3
=  −2.19 (4.12) 

 

To form a stable Cu2-xSnxS system in equilibrium, Equation (4.4.3) has to be satisfied 

where the upper and lower bounds for each atomic species are following: 

 

 
ΔH𝐶𝑢2−𝑥𝑆𝑛𝑥𝑆

2 − 𝑥
≤ Δμ𝐶𝑢  ≤ 0 ⅇ𝑉 (4.13) 
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ΔH𝐶𝑢2−𝑥𝑆𝑛𝑥𝑆

𝑥
≤ Δμ𝑆𝑛  ≤ 0 ⅇ𝑉 (4.14) 

 ΔH𝐶𝑢2−𝑥𝑆𝑛𝑥𝑆 ≤ Δμ𝑆  ≤ 0 ⅇ𝑉 (4.15) 

 

The calculated chemical potential landscapes for three cases (x = 0.03, 0.19 and 0.31) 

are presented in Figure 4. 9. The respective formation enthalpies for such Cu2-xSnxS 

systems are -0.3940, -0.3415 and -0.3516 eV, respectively. 

 

 

 
Figure 4. 9 Chemical potential landscape for the Sn doped acanthite Cu2S systems, Cu2-

xSnxS, for (a) x = 0.03, (b) x = 0.19 and (c) x = 0.31 calculated at thermodynamic 

equilibrium conditions and represented with triangles. The shaded area represents the 

single-phase stability zone for Cu2-xSnxS and the dotted lines are for the possible 

secondary phases which may occur during doped systems formation. 

 

 

  The reason that three different Sn doping concentrations are considered here is to 

check how the stability zone along with secondary phases change as Sn doping 

concentration increases from the lowest to the highest doping limit. The figure shows that 

the area for the single-phase stability zone (blue shaded area) decreases as Sn doping 
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concentration increases. For the first two cases (x = 0.03 and 0.19), the possible 

secondary phases that may form are α-SnS, SnS2 and Sn2S3. In this case, no Cu2S 

phases, either acanthite or low chalcocite is found, as well as, β-SnS and Cu2SnS3 do not 

appear within the triangle. The single-phase stability zone for Cu1.97Sn0.03S and 

Cu1.81Sn0.19S are significantly large.  For the first case, Cu1.97Sn0.03S, the single phase 

stability zone forms within the area enclosed by the vertices (0, -0.53), (0, -13) and (-0.18, 

-1.13) while for Cu1.81Sn0.19S, these are (0, -0.9), (-0.05, -1.25) and (0, -1.8). On the other 

hand, when Sn doping concentration is increased to 10.42% (x = 0.31), low chalcocite 

phase formation is visible for 𝛥𝜇𝐶𝑢 ≤ -0.19 eV which is very close to Cu poor and Sn rich 

limit. However, the zone area for low chalcocite phase is negligible. The single-phase 

stability zone in this case is quite small compared to the previous case. The zone is visible 

near the Cu rich and Sn poor limit only. The reason that the area in this case appears 

even at Sn poor limit is probably since higher concentration of Sn in the system distorts 

the local doped environment more and facilitates higher portion of secondary sulfide 

phases to form. In addition, only α-SnS and Sn2S3 phases are found in the triangle and 

β-SnS, SnS2 and Cu2SnS3 do not appear within the given thermodynamic conditions. Out 

of the three-doping scenario, it is evident that the least number of Sn doping in the 

systems results in the highest probability for single-phase stability of a Sn doped system 

at a given growth condition.   
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4.3.2 Electronic structures of Cu2-xSnxS 

 

Since we have now established that Sn doping for Cu sites in acanthite Cu2S is 

thermodynamically favorable, we are now interested to the electronic structures 

for Cu2−xSnxS. The GGA + U calculated band structures for different Sn concentrations 

are presented in Figure 4. 10. It is found that Sn doping introduces defect bands at or 

near the Fermi level. Similar outcome is also found for Sn doped low chalcocite phase as 

in Figure 4. 11. As the doping concentration increases, number of defect bands also 

increases. Note that, defect bands in Figure 4. 10(a) and (b) are found for one and two 

Sn doped structures, respectively.  

 

 

Figure 4. 10 GGA + U calculated band structures for Sn doped acanthite Cu2S. Ueff  = 7 

and 4 are applied on Cu d and Sn p, respectively. The Fermi level is set at 0 eV. 

 𝐶𝑢2−𝑥𝑆𝑛𝑥𝑆  structures for (a) one, (b) two, and (c) five Sn atoms doped cases are 

presented here to show the doping effect. As it can be seen, Sn doping introduces defect 

bands at or near the Fermi level. The number of defect bands increases as Sn 

concentration increases. 



75 
 

 

Figure 4. 11 GGA+U (U = 8 on Cu d and 5 on Sn p, J = 1) calculated band structures for 

Sn doped low chalcocite structures. (a) One, (b) two, and (c) three Sn atoms doped for 

Cu sites in a 144-atom low chalcocite structure. (d) One Sn atom is doped along with a 

Cu vacancy in same size cell. The figures show that Sn doping introduces defect bands 

below the Fermi level. Generous contributions from doped Sn occupy the bottom of the 

conduction band and pulls down the states at or below the Fermi level. The defect states 

are generally composed of heavily hybridized Cu d, Sn p and S p states. The number of 

defect bands increases with higher Sn doping concentrations. (d) The band structure for 

Cu1.96Sn0.02S shows that the defect band generated from the combined effect of Sn 

doping and Cu vacancy is just below the Fermi level. The Fermi level is set at 0 eV.   

 

 

To understand the nature of the defect bands as to how they originate and their 

contribution in the lattice, we calculated the band decomposed charge density, partial 

density of states (p-DOS) and the partial orbital contribution associated to the defect 

bands for the first two cases of Figure 4. 10. The details are presented in Figure 4. 12 

and Figure 4. 13. The band decomposed charge density isosurface for both cases show 
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that the defect bands are mainly due to the charges accumulated around the doped Sn 

atoms. Contributions from Cu and S atoms in the doping environment are less. 

Neighboring Cu and S atoms displaced from their original lattice sites due to the doping 

effect gain little charge in their basins. As a result, the contributions from nearby atoms 

add up and eventually contribute to defect bands. This can be understood better from the 

partial density of states plots. Figure 4. 12(b) and Figure 4. 13(b) show the predominant 

contribution to the defect bands are from Sn p and Cu d orbitals. However, Cu p and S p 

also contribute significantly. Here, it is worth to mention that, the top of the valance bands 

for both pristine acanthite  [104] and low chalcocite (Figure 4. 14) are dominated by Cu 

d. The second dominant contribution is from S p which hybridize with Cu d. This is a 

common characteristic in other Cu-chalcogenides such as CZTS  [110], CuGaS2, CuInS2 

etc. as well  [71,111–114].  Interestingly, the bottom edge of the conduction band in 

acanthite is composed of Cu p. A little above the conduction band edge, Cu s and d 

hybridize with S p. The details about the conduction band edge will be discussed later. 

Since the defect bands shown in the figures are composed of both occupied and 

unoccupied states, where the empty states from bottom of the conduction bands get 

occupied partially or in full depending on the doping concentrations, almost all orbitals are 

present at the Fermi level as defect states. To quantify the orbital contribution in defect 

states further, we calculated the percentage of s, p, and d character of the defect bands 

for each k-point along the symmetry lines from orbital-projected wave functions for the 

above mentioned two cases. Figure 4. 12(c) shows that the single defect band is 66% p, 

24% d, and only 10% s. When number of Sn atoms are doubled, p contribution is not 

affected much. Figure 4. 13(c) shows two defect bands are 63% p, 27% d, and 10% s in 

character. The d contribution increases when Sn atoms are doubled since Sn doped local 

environment is distorted more. Consequently, higher number of Cu atoms are displaced 

from their original lattice sites which eventually introduce Cu d character in defects. Also, 

Sn d contribution increases with higher number of Sn atoms. As it can be found from the 

band structures in Figure 4. 10, number of defect bands increases with higher number of 

Sn atoms, and the doped material starts to behave almost metallic for Cu1.84Sn0.16S. It is 

known that the digenite phase (Cu1.84S) is metallic due to its highly p-type nature  [36]. In 

the acanthite phase, when Sn is doped for Cu sites, higher doping concentrations make 
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the material metallic as well, but it possesses now n-type characteristics. The nature of 

defect bands for Sn doped low chalcocite phase is like the Sn doped acanthite phase as 

well, which can be found in detail from the density of states plot as presented in Figure 4. 

15. 

 

 

 

 

 

Figure 4. 12 (a) Band decomposed charge density isosurface (～10% of the maximum 

density) for the defect band, originated due to a single Sn atom doped for a Cu site in 

acanthite Cu2S supercell, Cu1.97Sn0.03S. The band decomposed charge density is 

calculated for all the k-points along the symmetry lines used in the band structure 

calculations. This figure shows that the defect band is mainly due to the substituted Sn 

atom and the lattice distortion created due to the substitution. Cu and S atoms contributing 

to the defect band are displaced from their original sites to some extent. (b) The partial 

density of states (p-DOS) derived from GGA + U DOS calculation for the whole cell, 

Cu1.97Sn0.03S, shows that Sn p and Cu d dominate the defect band while (c) the defect 

bands decomposed partial orbital calculations show that p orbital contribution is about 

66%. d and s orbitals contribute nearly 24% and 10%, respectively. 
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Figure 4. 13 (a) Band decomposed charge density isosurface (～10% of the maximum 

density) for defect bands located at the Fermi level, originated due to 2 Sn atoms doped 

for two Cu sites in acanthite Cu2S supercell, Cu1.94Sn0.06S. This defect bands 

decomposed charge density is calculated for all the k-points along the symmetry lines 

used in the band structure calculations. This figure shows that the defect band is mainly 

due to the substituted Sn atoms and the lattice distortion created due to this substitution. 

Cu and S atoms contributing to the defect band are displaced from their original sites to 

some extent. (b) The partial density of states (p-DOS) derived from GGA + U DOS 

calculation for the whole cell, Cu1.94Sn0.06S, shows that Sn p and Cu d dominate defect 

bands while (c) the defect bands decomposed partial orbital calculations show that p 

orbital contribution is about 63%. d and s orbitals contribute nearly 27% and 10%, 

respectively. 



79 
 

 

Figure 4. 14 GGA + U (U = 8 on Cu d and J = 1) density of states (DOS) plot for the low 

chalcocite phase of Cu2S. Inset is the magnified partial density of states plotted from a 

144-atoms unit cell. The Fermi level is set at 0 eV. 

  

 

Figure 4. 15 GGA + U (U = 8 on Cu d and 5 on Sn p, J = 1) calculated density of states 

(DOS) plot for a low chalcocite system doped with Sn atoms (Cu1.94Sn0.06S). Inset is the 

magnified view of the defect states of the system. It shows that the top of the valance 

band is mostly composed of Cu d and S p as like the pristine case. The defect bands 
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created due to Sn doping is mainly composed of heavily hybridized Cu d, Sn p and S p. 

The contribution from Cu s and p at the defect level is also appreciable. However, the 

overall composition of the defect states due to Sn doping in low chalcocite system is very 

similar to the case of acanthite phase.      

 

4.3.3 Charge states of Cu, S and Sn in crystal structures 

 

Table 4. 1  DFT calculated Bader charge states in electronic charge unit (e) for atomic 

species in pristine and doped crystals of acanthite Cu2S. 

 

  Average Bader Charge states (e) 

Number of Sn atoms Crystal stoichiometry Cu S Sn 

0 Cu2S + 0.37 - 0.75  

1 Cu1.97Sn0.03S + 0.37 - 0.74 + 0.66 

5 Cu1.84Sn0.16S + 0.36 - 0.75 + 0.57 

10 Cu1.69Sn0.31S + 0.33 - 0.76 + 0.62 

 

To explore the above behavior, we need to understand the cationic role of Sn atom 

in the crystal structure. Hence we employed Bader charge analysis  [115–118] to get the 

charge states of the atomic species in pristine and doped crystal structures, which is 

reported in Table 4. 1. The table shows that the average charge states for Cu and S in 

pristine crystal are + 0.37 e and – 0.75 e, respectively. They remain almost unchanged 

for Sn doped crystals. However, the charge state for Sn atoms is almost twice of Cu. A 

similar scenario is also found for Sn doped low chalcocite phase as given in Table 4. 2. It 
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shows that Sn donates twice as much electrons than corresponding the Cu atom, to the 

bonded S atom. Hence, a substitutional Sn atom for Cu site creates charge defects to 

some extent. This extra charge from Sn is accumulated in the doping environment and 

creates defect bands. From the band structure plots as in Figure 4. 10, it can be found 

that the defect bands are derived from the bottom of the conduction band. In our band 

structures, the bands below Fermi level (Ef) are all occupied, and above are all empty. A 

defect band at the Fermi level is composed of occupied and unoccupied states. Hence, it 

can be stated in short that a Sn atom provides extra electrons which eventually occupy 

empty bands from the bottom of the conduction band. As a result, when Sn concentration 

increases, more empty bands are occupied and pulled down to the Fermi level, which 

eventually fill up the band gap. This phenomenon leads to a metallic characteristic for 

highly doped systems.  

 

Table 4. 2 The GGA-DFT calculated Bader charge states for species in low chalcocite 

systems with and without Sn doping. It shows that the average charge states of Sn in the 

system are almost twice of Cu atoms which is like the case of Sn doping in acanthite 

phase of Cu2S. As Sn doping concentration varies, overall charge states remain similar. 

  
Average Bader Charge states (e) in 

Low chalcocite 

Number of Sn atoms Crystal stoichiometry Cu S Sn 

0 Cu2S + 0.38 – 0.76  

1 Cu1.98Sn0.02S + 0.38 – 0.76 + 0.72 

2 Cu1.96Sn0.04S + 0.38 – 0.79 + 0.76 

3 Cu1.94Sn0.06S + 0.37 – 0.76 + 0.61 
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4.3.4 Conduction band-edge of Cu2-xSnxS 

 

At this point, we come back again to study the composition of the bottom of the 

conduction band of a Sn doped system. To do this in the simplistic form, we compare the 

band decomposed charge density of the first conduction band from a pristine system with 

the same from a single Sn doped system. Details are presented in Figure 4. 16 (a, b). 

The figures show that the first conduction band in pristine Cu2S are mainly contributed by 

charges around S atoms and interstitial sites. On the other hand, when a Sn atom is 

doped for a Cu site, the doped atom with distorted neighbors and highly accumulated 

interstitial charges make the first conduction band. In Figure 4. 16 (c, d), it is found that 

the orbital contribution changes along the symmetry lines.  Around Γ point, total s and d 

contributions are the maximum while p is the minimum. This explains the presence of Cu 

d at the bottom of the conduction band. Interestingly, when higher number of conduction 

bands are considered, the overall contribution around the conduction band edge is 

dominated by Cu p for pristine case (Figure 4. 16 (e)). For a Sn doped case, it’s a 

compound effect from Sn p and Cu p orbitals (Figure 4. 16 (f)).  
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Figure 4. 16 The first conduction band from a pristine (a, c) and a Sn doped (b, d) systems 

are compared with help of band decomposed charge density and partial orbital 

contribution calculated from orbital projected wave functions. For (a) and (b) the charge 

density isosurface correspond to ～25% of the maximum. (e) and (f) are the partial density 

of states (p-DOS) near the bottom of the conduction band for the whole pristine and a Sn 

doped system, respectively.    
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4.3.5 Cu-vacancy in Cu2-xSnxS 

 

It is well known that almost all the known phases of Cu2S suffer from spontaneous 

Cu vacancy formation, and it is also evident for this acanthite phase  [37,104]. In this 

section, we would focus on the thermodynamics and electronic structures for 

simultaneous Cu vacant and Sn doped structures. We considered the least and the 

maximum number of Sn doped structures to calculate for the Cu vacancy formation 

energy. To make a Cu vacancy, a Cu atom was removed from its site. Then the energy 

of such a relaxed structure was used to calculate for the Cu vacancy formation per 

supercell. The energy landscape is given in Figure 4. 17. The figure shows that Cu 

vacancy formation at Cu poor condition is always favorable, as expected. However, the 

energy for the second one is less negative which means that the second Cu vacancy in 

a pristine structure is less favorable than the first one even though thermodynamically, 

it is possible to form. Interestingly, we get two extreme scenarios for Sn doped cases. 

For a single Sn doped supercell, we find that the Cu vacancy formation becomes more 

probable than any other cases at both Cu rich and poor conditions, but this probability 

decreases and becomes the least for the heavily Sn-doped case, Cu1.69Sn0.31S. Such 

scenario was also observed for Ag doped acanthite Cu2S as in ref.  [104].  

 

It is also well-known that Cu vacancies in pristine Cu2S introduce p-type defects. 

In that case, the top of the valance band intercepts the Fermi level. However, our 

investigation shows that a Cu vacancy can interplay with the defect originated from Sn 

doping, and depending on the concentrations, the valance band edge moves closer to or 
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far from the Fermi level as in Figure 4. 18. This figure presents the band structures for 

Cu-vacancy contained Sn doped cells. When a Cu vacancy is made to a single Sn doped 

cell, the p-type characteristic of the system is compensated, and the top of the valance 

band is located just below the Fermi level. In Figure 4. 18(a), the defect band related to 

Sn doping is now pushed from the Fermi level to more positive energy and composed of 

unoccupied states only. If the number of Cu vacancy is doubled in the same cell, hole 

states are now found at the top of the valance band. The first defect band is relatively at 

the same energy state as the previous case, but a new defect like band is seen to 

originate at the bottom edge of the conduction band which looks like the first one. The 

hole states at the Fermi level due to the Cu-vacancies can now be compensated with 

suitable Sn-doping. Since Cu-vacancies are supposed to be found in Cu2S due to the 

intrinsic nature of this material, this study indicates that Sn-doping can be a viable 

alternative to reduce the vacancy formation tendencies while the defect states in band 

structures can be mitigated with remaining Cu-vacancy states. 
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Figure 4. 17 The formation of energy per Cu vacancy in pristine and Sn doped 96 atoms 

supercell. The figure shows that a Cu vacancy formation is thermodynamically favorable 

for a pristine structure (green line) at Cu poor condition and the energy is slightly positive 

at Cu rich. In the same structure, a second vacancy formation (orange line) is less 

probable than the first one. This vacancy formation becomes highly favorable in a single 

Sn doped supercell (blue line) at both Cu rich and poor condition.  On the other hand, for 

highly Sn doped case, Cu1.69Sn0.31S, Cu vacancy formation probability decreases and the 

least (purple line) for all the cases considered here. 
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Figure 4. 18 GGA + U band structures for different number of Cu vacancy contained Cu2-

xSnxS. (a) and (b) for one and two Cu vacancies in a single Sn doped cell, respectively. 

The Fermi level is set at 0 eV. All the states below the Fermi level are occupied. 

 

4.4 Conclusion 

 

In summary, we have employed the first principle calculations to study the stability, 

electronic and optical properties of Sn doped acanthite Cu2S. From the ab-initio molecular 

dynamics study we have found that there is a good structural correspondence between 

the low chalcocite and acanthite phases of Cu2S at room temperature. Sn was doped in 

acanthite for different concentrations and in different configurations. The calculated 

thermodynamic landscape shows that Sn doping in acanthite phase is thermodynamically 

favorable. The chemical potential landscape calculation shows that the single-phase 
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stability zone for low concentration Sn doping is significantly large at thermodynamic 

growth condition. However, the single-phase stability zone area decreases as Sn doping 

concentration increases. Since Cu2S phases suffer from Cu vacancy formation, we also 

calculated the vacancy formation energy for Sn doped systems and found that even 

though the Cu vacancy formation probability increases in low Sn doped system, the 

probability decreases with higher Sn concentration. From the electronic structures, it is 

found that Sn doping introduces defect bands at the Fermi level, mostly contributed by 

Sn p. The number of defect bands increases as Sn doping concentration increases and 

the fill in the band gap. Hence, heavily Sn doped systems show metallic characteristics. 

The electronic structure also shows that the p-type characteristic which originates due to 

Cu vacancy in pure Cu2S can be compensated with suitable amount of Sn doping. In such 

case, the top of the valance band lies exactly below the Fermi level. Similar studies are 

also carried out for low chalcocite phase to some extent in this work and found that there 

is good correspondence for the thermodynamic properties and electronic structures with 

the cases of acanthite phase.  
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Chapter 5  

Conclusion 

 

In this dissertation, the goal was to stabilize Cu2S against the formation of 

excessive Cu vacancy in the crystal and to control the diffusion of the vacancy forming 

Cu ions. Photovoltaic devices based on Cu2S showed deteriorating performance over the 

time due to this intrinsic and spontaneous Cu vacancy formation tendency. However, the 

promise of this material in the photovoltaics community never fade away completely since 

Cu2S has suitable bandgap energy and it consists of earth abundant, non-toxic elements. 

Besides, Cu2S in single junction solar cells showed nearly 10% efficiency in the past. So, 

this material meets the primary criteria of being used in the arena intended for clean and 

renewable energy alternatives to fight the global warming and the climate change. A cost-

effective solution to tackle the well-known problem of this material should enable proper 

usage of the p-type nature of this semiconductor as an efficient solar absorber material.  

Even though Cu2S has a simple stoichiometric composition, it’s a complex material 

with several crystalline phases, where low chalcocite is experimentally known the most 

stable stoichiometric phase at or below room temperature. This phase has 96 Cu and 48 

S atoms in its unit cell, where Cu atoms are distributed in 24 inequivalent symmetric sites. 

The Cu sites in Cu2S are not very well defined in the low chalcocite phases. Studying a 

low symmetry crystal system is not very straight forward either experimentally or 

theoretically. Hence studying phase stabilities and modelling for related electronic 

properties are quite challenging. In that case, a relatively new stoichiometric phase of 

Cu2S, derived computationally from crystal structure database search with density 
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functional theory (DFT), has an acanthite like simple crystal structure, and been found 

thermodynamically more stable than low chalcocite in the ground state, have shown 

promise to serve as a viable alternative to model for relevant Cu vacancy and diffusion 

studies in low chalcocite. Nowadays, DFT is the state-of-the-art method to study the 

ground state thermodynamic and electronic structure properties of many body quantum 

mechanical systems, and with the advent of sophisticated computational technologies, 

DFT can be implemented in supercomputing facilities with relative ease. Hence, the DFT 

as implemented in VASP was used as the theoretical framework for a systematic quantum 

mechanical study of both acanthite and low chalcocite phases of Cu2S. Since DFT 

underestimates the band gaps, a post-DFT method such as DFT + U was employed to 

calculate the band structures and the density of states for all the necessary cases.   

We have discovered good structural correspondence between the low chalcocite 

and acanthite crystal structures by ab initio molecular dynamics simulations at room 

temperature. For both structures, S atoms mainly build the frames of the crystal 

structures. The average nearest neighbor distances up to fifth nearest neighbor are very 

close even though Cu atoms in low chalcocite phase have low symmetry compared to the 

acanthite phase. The calculated radial distribution function (RDF) shows the atoms’ 

overall packing follow a similar pattern except Cu atoms beyond the second nearest 

neighbor. After that the crystallinity of Cu in low chalcocite is very low. However, 

cumulative RDF shows that the total number of atoms packed in neighboring shells are 

similar for both structures. Such correspondence allows cost-effective and time saving 

computational modeling on acanthite like structure compared to low chalcocite. In 
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addition, the valence states of Cu in both structures have almost the same electronic 

signature.  

To stabilize Cu2S, our first approach was to alloy this material in its acanthite 

structure with suitable doping element having similar charge state as like Cu. Since 

acanthite Cu2S was derived computationally from acanthite Ag2S and both Cu and Ag 

possess similar charge states and belong to the same group of the periodic table, we 

doped Ag at Cu sites at various concentrations and searched for the thermodynamically 

stable crystal configurations. Reduced Cu vacancy formation tendency was found for Ag 

doped systems Cu1.69Ag0.31S with higher energy band gaps than the pristine acanthite 

Cu2S, which indicates the potential for higher photo-voltage efficiency as well. In addition, 

the calculated Cu diffusion energy barrier showed that Cu diffusion could be controlled in 

the Ag doped environment of the system. However, the thermodynamic calculations 

showed that Cu vacancy would prevail in such systems to some extent albeit in a lesser 

concentration compared to the pristine Cu2S.  

In the next step, we considered a cost effective alternative than Ag which would 

limit the Cu vacancy formation and preserve the electronic properties suitable for efficient 

solar absorption as well. It is worth to mention that limited Cu vacancy in Cu2S is 

necessary to preserve the p-type nature for its use in photovoltaics. From the Bader 

charge analysis for substitutional doping at Cu sites by different element such as Zn, Sn, 

Bi, Nb and Ta shows that Sn has twice the charge states of Cu in SnCu:Cu2S. Hence a 

single Sn doping at a Cu site with no vacancy introduces a defect band mostly contributed 

by Sn p. On the other hand, there are unoccupied states at the top of the valence band 

for a Cu vacancy contained Cu2S system. When Sn is doped near a Cu vacancy site, the 
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vacancy related defect at the top of the valence band is eased, which shows that suitable 

amount of Sn doping coupled with Cu vacancies in the crystals of Cu2S is another viable 

alternative to mitigate the Cu vacancy related defects in this material. Chemical potential 

landscapes for Sn doping also confirmed that single phase synthesis of SnCu:Cu2S at low 

Sn doping concentrations is highly favorable. For comparison, Sn doping effects in low 

chalcocite were also studied where similar trends on the thermodynamics and the 

electronic structures were found as that in the acanthite phase.   

In conclusion, a systematic theoretical study on the aspect of limiting the Cu 

vacancy formation in acanthite and hence the low chalcocite phase of Cu2S by 

incorporating Ag ang Sn impurities is presented within the density functional theory 

framework. The thermodynamics and the electronic properties were studied for both 

pristine and defect structures which present a detail landscape of the material. The 

reasons as of why Ag and Sn limit the Cu vacancy formation in Cu2S are different: while 

Ag improves the integrity of the structure, Sn compensates the defect states created by 

the Cu vacancies. A further complex alloy study for Cu2-x-yAgxSnyS will be necessary in 

the future to benefit from both the features by optimizing x and y. The methodologies 

developed for controlling Cu vacancy formation and the diffusion should aid experimental 

studies as well and open new opportunity for materials based on Cu2S to be extensively 

used in photovoltaics in near future. 
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Chapter 6  

Future direction 

 

At present, this work has considered only the bulk phases of Cu2S. It is usual to 

have quantum size effect on the electronic properties of materials and since Cu2S are 

used mostly for thin film PV cells, systematic theoretical studies on different thickness of 

Cu2S thin film should also be carried out as well.  

When thin film solar cells are made, different layers of metal oxides are used, and 

their heterojunction interfaces play a crucial role on the overall performance of devices. 

Hence, interfacial studies to determine the band off set and the detail mechanism of 

charge transports should be investigated carefully.  

 

 

 

 

 

 

 

 

 

 

 

 

 



94 
 

Appendix A 

 

Electronic band structures and density of states plots for doped acanthite systems, 

XCu:Cu2S (X = Ag, Zn, Sn, Bi, Nb and Ta) and calculated Bader charges states of different 

species in their crystal structures. 
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Figure 1 GGA+U calculated band structures (top) and density of states plots (bottom) for 

Ag, Zn, Sn, Bi, Nb, and Ta doping (Separately) of a single Cu site, denoted as XCu, in 2 × 

2 × 2 supercells (64 Cu and 32 S atoms) of Cu2S acanthite. The Fermi level is set to 0 

eV. The density of states (DOS) is given in arbitrary unit. AgCu and ZnCu introduce no 

intermediate or defect mid-gap states. However, the CBM in ZnCu shifts to a lower energy 

and intercepts the Fermi level. For SnCu, an intermediate band is introduced at the Fermi 

level, which is composed of both occupied and unoccupied states. Meanwhile, BiCu 

occupies a band from the CBM and moves it below the Fermi level. For NbCu and TaCu, 

the system shows near-metallic characteristics. 

 

 

Table 1 Calculated average Bader charge states of different 

 species in doped acanthite Cu2S. 

Average Bader charge states 

Cu Ag Zn Sn Bi Nb Ta S 

+ 0.37 + 0.30 + 0.71 + 0.66 + 0.52 + 1.23 + 1.28 - 0.74 
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Appendix B 

 

 

Figure 1 GGA + U (Ueff = 7 on Cu d and 4 on Sn p) calculated band structure and density 

of states of a Cu vacancy contained Sn alloyed acanthite Cu2S system, Cu1.69Sn0.16S. 
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In the following appendices, abstracts for some of the projects completed alongside this 

dissertation work are added as supplements. 

 

 

List of projects not included in the main body of this dissertation: 

1. Electronic structure basis for enhanced overall water splitting photocatalysis with 

aluminum doped strontium titanite in natural sunlight.  

Zhao, Z., Goncalves, R., Barman, S.K., Willard, E.J., Byle, E., Perry, R., Wu, Z., Huda, 

M.N., Osterloh, F.E. Energy Environ. Sci., 2019,12, 1385-1395 DOI:10.1039/C9EE00310J 

 

2. One-step hydrogen extraction and storage in plasma generated palladium 

nanoparticles.  

Chaudhary, R.P., Barman, S.K., Huda, M.N., Koymen, A.R. J Nanopart Res (2018) 20 
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Appendix C 

 

Electronic structure basis for enhanced overall water splitting photocatalysis with 

aluminum doped strontium titanite in natural sunlight 

 

Abstract 

Overall water splitting with photocatalyst particles presents a potentially cost-effective pathway to 

hydrogen fuel, however, photocatalysts that can compete with the energy conversion efficiency 

of photovoltaic and photoelectrochemical cells are still lacking. Recently, Goto et al. reported 

(Joule, 2018, 2(3), 509–520) that Al-doped SrTiO3 microparticles, followed by modification with 

Rh2-yCryO3 support overall water splitting with 0.4% solar to hydrogen efficiency and with 56% 

apparent quantum yield at 365 nm. Earlier, based on transient IR spectroscopy results, the 

improved activity of Al:SrTiO3 had been attributed to the removal of Ti3+ deep recombination sites 

by the Al3+ ions. Here we use X-ray photoelectron spectroscopy to show that Al3+ incorporation 

not only reduces the Ti3+ concentration but also diminishes the n-type character of SrTiO3 and 

shifts the Fermi level to more oxidizing potentials. According to DFT, the electronic structure of 

Al-doped SrTiO3 depends sensitively on the relative locations of Al3+ and oxygen vacancies sites, 

with Al3+ ions next to the oxygen vacancies being most effective at suppressing the sub-band gap 

states. Reduced hole and electron trapping resulting from the elimination of Ti3+ states is 

confirmed by surface photovoltage spectroscopy and electrochemical scans. These findings not 

only provide an experimental basis for the superior water splitting activity of Al-doped SrTiO3, 

under ultraviolet and solar irradiation, but they also suggest that aliovalent doping may be a 

general method to improve the solar energy conversion properties of metal oxides. Additionally, 

overall water splitting with a type 1 single bed particle suspension ‘baggie’ reactor under direct 

sunlight illumination with 0.11% solar to hydrogen efficiency is also demonstrated for the first time. 
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This provides a proof of concept for one of the models in the 2009 US Department of Energy 

Technoeconomic analysis for photoelectrochemical hydrogen production. 
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Appendix D 

 

One-step hydrogen extraction and storage in plasma generated palladium nanoparticles 

 

Abstract 

This study demonstrates a novel way of hydrogen extraction from toluene and direct 

storage in plasma generated palladium (Pd) nanoparticles in onestep. Monodispersed Pd 

nanoparticles with a narrow particle-size distribution have been successfully synthesized, 

for the first time, by a plasma discharge between Pd electrodes in the cavitation field of 

toluene. The resulting well-dispersed Pd nanoparticles embedded in carbon are stabilized 

against agglomeration. The effect of experiment time on the particle size and the 

expansion of lattice spacing due to hydrogen are investigated by experimental and 

computational studies using density functional theory (DFT). Using X-ray diffraction and 

high-resolution transmission electron microscopy measurements, it was found that 

particle size and lattice expansion increase with experiment time. Pd nanoparticle 

synthesis for in situ hydrogen storage in one step using plasma discharge in an 

appropriate solvent emphasizes the importance of adopting this methodology which offers 

several advantages. These include rapid reaction rate, ability to form very small 

nanoparticles with narrow size distribution and hydrogen extraction from the solvent for 

direct storage in the Pd nanoparticle lattice. 
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Appendix E 

 

Mechanism behind the easy exfoliation of Ga2O3 ultra-thin film along (100) surface 

 

Abstract 

The transparent wide band gap semiconductor β - Ga2O3 has gained wide attention due 

to its suitability to a wide range of applications. Despite not being a van der Waals material 

and having highly strong ionic bonding, the material can be mechanically cleaved and 

exfoliated easily along favorable surfaces to make ultra-thin layers and used in device 

fabrications. One of the interesting properties of this material is that thin layers preserve 

the pristine bulk-like electronic properties, which makes it even more promising for 

applications in power devices. However, very little is known about the mechanism why 

such ultra-thin film or even single bilayer exfoliation is favorable from the bulk. In this 

letter, we have explained the mechanism of such phenomenon by detailed analyses of 

different types of Ga – O bonding character. The protocol of methodology used and 

developed in this study can be utilized in general to understand bond breaking and 

forming of other complex materials as well. This understanding will give us a better control 

to fabricate thin film 2D devices. 
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Figure 1: Positive charge density difference (isosurface value ～ 0.02 e/Å3) for Gaoct – O octahedra 

(Ga1 – O) and Gatet – O tetrahedra (Ga2 – O) in bulk β - Ga2O3. Bonds those break during 

exfoliations are Ga1 – O3 bonds. Ga2 – O3 and Ga2 – O1 bonds are on (100)B surface which 

remain unbroken. In this bulk charge density difference plot, the distinct charge accumulation in 

between the Ga2 – O3 and Ga2 – O1 bonds indicate their covalent nature. 
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Appendix F 

 

Crystal structures and their electronic properties of silicon-rich silicon carbide materials 

by first principle calculation. 

 

Abstract 

 

Materials design for next generation solar cell technologies requires an efficient and cost-

effective research approach to supplement experimental efforts. Computational research 

offers a theoretical guide by applying cutting edge methodologies to the study of 

electronic structures of newly predicted materials. In this chapter, we present a brief 

discussion on oxides and sulfides, two promising material groups for photovoltaic 

applications, and conduct a density functional theory study on two sulfide systems: 

acanthite Cu2S, and S-doped triclinic CuBiW2O8. In Cu2S, we show that Ag alloying can 

minimize intrinsic Cu vacancies and diffusion, as well as increase the band gap without 

introducing detrimental mid-gap trap states. For CuBiW2O8, we show that 50% S-in-O 

anion doping clustered on Cu narrows the band gap and reduces overall charge carrier 

effective masses with respect to the pristine cell. Results highlight the potential of sulfides 

as a mechanism for engineering suitable band gaps for photovoltaics. 
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Appendix G 

 

Crystal structures and their electronic properties of silicon-rich silicon carbide materials 

by first principle calculations 

 

Abstract 

 

Silicon carbide has been used in a variety of applications including solar cells due to its 

high stability. The high bandgap of pristine SiC, necessitate nonstoichiometric silicon 

carbide materials to be considered to tune the band gap for efficient solar light 

absorptions. In this regards, thermodynamically stable Si-rich SixC1-x materials can be 

used in solar cell applications without requiring the expensive pure grade silicon or pure 

grade silicon carbide. In this work, we have used density functional theory (DFT) to 

examine the stability of various polymorphs of silicon carbide such as 2H-SiC, 4H-SiC, 

6H-SiC, 8H-SiC, 10H-SiC, wurtzite, naquite, and diamond structures to produce stable 

structures of Si-rich SixC1-x. We have systematically replaced the carbon atoms by silicon 

to lower the band gap and found that the configurations of these excess silicon atoms 

play a significant role in the stability of Si-rich SixC1-x. Hence, we have investigated 

different configurations of silicon and carbon atoms in these silicon carbide structures to 

obtain suitable SixC1-x materials with tailored band gaps. The results indicate that 6H- 

SixC1-x is thermodynamically the most favorable structure within the scope of this study. 

In addition, Si substitution for C sites in 6H-SiC enhances the solar absorption, as well as 

shifts the absorption spectra toward the lower photon energy region. 
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