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Abstract 

 
A NEW APPROACH FOR PERFORMANCE EVALUATION OF BRIDGE 

INFRASTRUCTURE USING TERRESTRIAL LIDAR AND ADVANCED MATHEMATICAL 

MODELING 

Ali Shafikhani, PhD 

 

The University of Texas at Arlington, 2018 

 

Supervising Professor: Anand J. Puppala  

High plastic expansive clays when subjected to different climatic conditions undergo 

large ground movements causing distress to infrastructures including bridges, pavements, 

buildings, retaining structures, and others. Performance assessment of these structures built 

on problematic soils such as expansive clays is important to reduce maintenance and extending 

the design life of infrastructure. Rapid developments in remote sensing technologies with 

precise evaluation have influenced the monitoring techniques for assessing the health condition 

of civil infrastructure projects. While these technologies have considerably aided in performance 

evaluation, cogent procedures for evaluating the ground movements are still required that 

integrates technologies, climatic factors, soil behavior models. This research study presents an 

integrated approach using the Three-Dimensional Terrestrial Laser Scanning (3D-TLS) 

technique and advanced mathematical modeling (system identification approach) for assessing 

the performance of the bridge infrastructure including highway embankment, bridge deck, 

bridge approach slab, bridge abutments, and columns. First, an optimized framework is 

developed to evaluate ground movements using 3D-TLS technique, which is an active-remote 

sensing Light Detection and Ranging (LiDAR) remote sensing technology that uses near-

infrared light to monitor physical characteristics of earth’s surface. The ground movements from 

the processed scans, and climatic factor parameters including temperature and precipitation 

variations were used to develop advanced mathematical models of dynamic systems using 



vi 

collected time-series data. The validation of the developed integrated framework is illustrated 

on a test site built on high plastic expansive clay soils located in North Texas. Cost-Benefit 

Analysis (COA) is performed to compare 3D-TLS remote sensing and prevalent monitoring 

approaches. This research highlights the integration of latest technological developments 

with advanced mathematical models to predict the condition of a bridge infrastructure. 
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Chapter 1: Introduction 

General Overview 

Geotechnical Structural Health Monitoring (GSHM) refers to the process of evaluating the 

condition of the infrastructure with respect to defined allowable tolerance criteria using 

different monitoring techniques. The condition of a bridge infrastructure is often addressed 

based on incurred ground movements, including vertical, lateral, and structural 

movements, corrosion of rebar system, and integrity of structure (Chen and Chai 2010; 

Das et al. 2018; Huston 2010; Karbhari and Ansari 2009). To evaluate these movements, 

engineers primarily relied on visual observations and technologies including in-situ 

sensors, such as inclinometers, extensometers, piezometers, pressure cells, deformation 

gauges, and elevation surveys (Dunnicliff 1993). Figure 1.1 presents a joint extensometer 

that can measure the relative displacements between concrete slabs.  

  
Figure 1.1 LVDT installed joint extensometer in a concrete dam site (Brylawski and Asce 

2007) 
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Current monitoring techniques adopted by different agencies and researchers are 

labor-intensive, time consuming, point based measurements, and often difficult that can 

lead to unsafe practices (Eberhardt and Stead 2011; Jooste and Cawood 2006; Rezaeifar 

2013; Su et al. 2006). Despite the accuracy of some of these techniques, the reliability of 

the point measurements data over the entire test site is not always valid, as the failure can 

be triggered at any location of the infrastructure (Indicator 2004; LIU et al. 2007; Mikkelsen 

and Wilson 1983). This uncertainty prompted engineers to constantly adopt new 

technologies to precisely evaluate ground movements. Remote sensing, which is an 

upcoming promising technology that is extensively being used in other disciplines, 

(Davenport 2001; Jensen 2005; Kerr and Ostrovsky 2003; Petite and Huff 2002; Siegal 

and Gillespie 1980) is considered in this study, for infrastructure monitoring purposes in 

this study. 

Remote sensing is a multi-disciplinary science that includes optics, spectroscopy, 

photography, computer sciences, electronics and telecommunication disciplines (Aggarwal 

2004; Choudhury 2008; Panigrahi and Goyal 2016). The main objective of remote sensing 

is to monitor atmosphere or the Earth’s surface and capture objects’ physical 

characteristics without direct contact (Aggarwal 2004; Campbell and Wynne 2011; Curran 

1985). Depending on the monitoring target, different systems, including satellites, aircrafts, 

or stationary scanners, can be employed (Aggarwal 2004; Ehlers et al. 2003; Hausamann 

et al. 2005).  

Satellite, aerial, and terrestrial remote sensing images provide valuable geological 

information about the monitoring site (Gupta 2017; Sabins 2007; Siegal and Gillespie 

1980). Terrain mapping and analysis, identification of existing faults, areas of instability in 

mines, potential landslide assessment, and soil moisture and texture are some applications 

of these imageries (Dewitte et al. 2008; Jones 2006; Kayen et al. 2006; Mukoyama 2011; 
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Stewart et al. 2009). This research study focuses on evaluating ground movements using 

a terrestrial active remote sensing technique, Light Detection and Ranging (LiDAR).  

LiDAR is an active remote sensing technology that uses ultraviolet, visible, or near-

infrared light rays to scan objects (Lefsky et al. 1999; Lim et al. 2003). This technology was 

developed in the second-half of the 20th century to provide visual models of the earth’s 

surface (Aggarwal 2004; Campbell and Wynne 2011). During the last decade, 

technological advancements in remote sensing and site instrumentation techniques have 

enabled engineers and researchers to collect highly accurate time-series data from civil 

infrastructures. One of the most important applications of collected time-series data is to 

develop prediction models for ground movements, which is considered a key step to geo-

structural health monitoring and performance evaluation of infrastructure projects 

(Hashash and Whittle 1996; Kolay et al. 2008; O’reilly and New 1982; O’rourke 1993; 

Puppala et al. 2014, 2016). Current prediction models for ground movements of different 

soil types rely on analytical, empirical, and numerical methods (Adem and Vanapalli 2013; 

Alonso et al. 1999; Banerjee and Viladkar 2015; Briaud et al. 2003; Lowe et al. 2006; 

Nelson et al. 2007; Overton et al. 2006; Puppala et al. 2014; Vanapalli and Lu 2012; Vu 

and Fredlund 2004; Wray et al. 2005; Zhang 2005). However, these models do not account 

for climatic factors, which play a key role in governing the movements of high plastic clay 

soils. For example, expansive soils swell when they absorb water and shrink during dry 

periods, causing huge distress to civil infrastructure (Banerjee et al. 2018a; Chen 2012; 

Nelson and Miller 1997; Pedarla et al. 2015; Phanikumar and Singla 2016; Punthutaecha 

et al. 2006; Puppala et al. 2006). Hence, it is important to incorporate climatic factors, such 

as temperature and precipitation, to accurately predict the ground movements, which in 

turn will assist to evaluate the performance of bridge infrastructures. In this research study, 
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a new advanced mathematical modeling approach, using system identification theory, is 

conceived to overcome some of the current limitations with prediction models. 

System identification, in essence, is the process of capturing physical 

characteristics of a system and matching it to a mathematical model structure (Fassois and 

Rivera 2007a; Keesman 2011). Applications of this technique transcend from engineering 

practices to other fields, including economics, biology, medicine, ecology, and geology 

(Fassois and Rivera 2007a; Natke 2014). Unlike the soil constitutive models that deal with 

limited parameters to describe the very complex behavior of soils, the system identification 

approach follows cause and effect concepts. For example, consider the relationship 

between the swell-shrink behaviors of expansive soils with respect to moisture content 

variations; the system identification approach is capable of considering the dynamic effect 

of ambient conditions, such as temperature and precipitation changes, directly. 

Consequently, the objective of this research study is to develop a framework that 

integrates technology driven data measurements, time-series climatic data sets, and 

advanced mathematical modeling that assists in developing long term ground movement 

prediction models for bridge infrastructures. In this research study, the ground vertical 

movements are determined using LiDAR technology, and advanced mathematical 

modeling is performed using system identification approach. The following sections 

present the research objectives and thesis organization for the performance evaluation of 

geotechnical infrastructure using the integrated terrestrial LiDAR remote sensing technique 

and system identification approach. 

 Research Objectives 

The main objective of this dissertation research is to develop a framework that 

could be used to evaluate the condition and performance of a bridge infrastructure and to 

develop advanced mathematical models that could predict ground movements using site 
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parameters, collected time-series measurements, and climatic factors. The framework is 

developed by integrating the in-situ testing techniques and system identification approach. 

The following are different research activities formulated to achieve the proposed objective: 

a) Develop an optimized methodology for evaluating the ground movements using 

the 3D terrestrial LiDAR technique. In this task, different combinations of 

scanning plans, resolution, and quality settings are evaluated for the 

optimization of LiDAR scanning patterns to develop a 3D visualization model of 

a bridge infrastructure; 

b) Validate the developed optimized methodology by performing a series of LiDAR 

surveys at a bridge infrastructure located in North Texas. This site was selected 

based on the history of the differential settlements that occurred at the bridge 

approach slab in reference to the bridge deck and extensive measurements 

including vertical displacements, vertical and lateral pressures obtained over a 

span of five years; 

c) Develop advanced mathematical ground movement prediction models using 

system identification approach by considering measured ground movements 

using LiDAR, horizontal inclinometers, and site parameters, including 

temperature and precipitation; 

d) Validate and evaluate the efficiency of the developed models with ground truth 

parameters and existing prediction models in the literature. Evaluating the cost-

benefit analysis of the LiDAR technique in assessing the ground movements in 

comparison to conventional monitoring techniques; 

 

e) Develop final recommendations and guidelines for implementing the 3D 

terrestrial LiDAR and system identification approach in evaluating the 
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performance and condition of bridge infrastructure that is beneficial to various 

transportation agencies, including city public works and department of 

transportation.  

 Thesis Organization 

This thesis is comprised of seven chapters: Introduction (chapter 1); Literature 

Review (chapter 2); Development of Framework for Performance Assessment of Geo-

Infrastructure; (chapter 3); Application of the Developed Framework for a Bridge Approach 

Embankment (chapter 4); Development of a Ground Movement Prediction Model for the 

Studied Approach Embankment by Using the System Identification Approach (chapter 5); 

Cost-Benefit Analysis (CBA) of Surveying Techniques (chapter 6); and Summary, 

Conclusions, and Future Research Recommendations (chapter 7). 

Chapter 1 provides the introduction to performance assessment for bridge 

infrastructure projects, research objectives and thesis organization. The importance of 

using remote sensing techniques for performance monitoring of bridge infrastructure and 

developing soil movement prediction models are highlighted.  

Chapter 2 provides a summary of the performance assessments of a bridge 

infrastructure based on laboratory testing, modeling approach, and field techniques. 

Application of Satellite and LiDAR remote sensing techniques for geotechnical and 

geological purposes and an introduction to the system identification theory are highlighted. 

Chapters 3, 4, 5 and 6 provide the development of framework for 3D terrestrial 

laser scanning (3D-TLS) field operations, optimization of LiDAR scans, validation of the 

developed methodology, and development of a settlement prediction model for a bridge 

approach slab and CBA for monitoring a bridge approach slab site. 
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In chapter 3, the development of framework for performance evaluation of bridge 

infrastructure by using 3D terrestrial laser scanning (3D-TLS) remote sensing monitoring 

technique and system identification modeling approach is presented.  

In chapter 4, the validation of the developed framework at the top of a bridge 

approach embankment is presented. 

In chapter 5, the model identification process of vertical movements at the top of 

the bridge approach embankment is performed and a mathematical prediction model for 

ground vertical movements is proposed for the potential future natural hazards. 

Chapter 6 presents Cost-Benefit Analysis (CBA) of surveying techniques for 

measuring ground vertical movements over the pavement surface of the bridge approach 

embankment. 

Chapter 7 presents a summary of the research, conclusions and recommendations 

for future research. 
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Chapter 2: Literature Review 

 Introduction to Bridge Infrastructure 

Bridges in civil infrastructure are referred to as structures that provide passage 

over a river and chasm, making vehicular movement possible between different 

geographical areas (Duan and Chen 1999; Lin and Yoda 2017; Troyano 2003). Bridge 

infrastructure is generally subjected to high cyclic loads and severe environmental 

conditions. Determining the required maintenance level to achieve optimized lifespan for 

bridge infrastructure has been challenging for transportation agencies and asset managers 

for several decades (Rashidi et al. 2013).  

Based on the American Society of Civil Engineering (ASCE) infrastructure report 

card, there were 614,387 bridges in the United States (U.S.) in 2017. It was estimated that 

almost four in 10 of these bridges were operated for at least 50 years (ASCE 2017; 

Matthews 2017; Narayanan 2017). Approximately 9.1% of the entire bridges in the U.S. 

encountered structural issues. Recent studies demonstrated that an average of 188 million 

trips were made daily across these structurally deficient bridges in 2016 (ASCE 2017). 

While most of the bridge infrastructure projects in the U.S. were designed to operate for 50 

years, the average age of the existing bridges is 43 years old. Hence, the number of the 

bridge infrastructure projects that soon require major rehabilitation increases substantially 

(ASCE 2017; Nguyen 2018; Rana 2017). Figure 2.1 classifies America’s bridge 

infrastructures by age. 
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Figure 2.1 Classification of America's bridge infrastructure by age (ASCE 2017) 

 

Annually, the U.S. government allocates billions of dollars to maintain aged bridge 

infrastructure systems. It was reported by the U.S federal government that $11.5 billion 

was spent to rehabilitate bridges in 2006. This amount increased dramatically to $17.5 

billion in 2012. According to the most recent U.S. federal government estimates, $123 

billion was reported to be required on the maintenance projects of the nation’s aged bridge 

infrastructure systems in 2017 (ASCE 2017; Malheiro et al. 2018; writers 2018). Figure 2.2 

depicts the top and bottom five U.S. states with structurally damaged bridges by number 

and percent. 

8%

12%

13%

12%

15%

39%

Age of Bridge

0-9 10-19 20-29 30-39 40-49 50+



10 

 

Figure 2.2 Top and bottom five U.S. states with deficient bridge infrastructure systems 

(ASCE 2017)  

The aging bridge infrastructure together with limited financial resources for 

rehabilitation measures paved the way from radical departure of conventional monitoring 

techniques and evaluation methods for assessing the condition of the infrastructure 

(Onoufriou and Casciati 2015). This new challenging research area is conceptually 

motivated to lower the maintenance costs and extend the life of existing bridge 

infrastructure (Brownjohn 2007; Frangopol and Liu 2007; Karbhari 2009; Karbhari and 

Ansari 2009; Kirkham et al. 2004; Sanford et al. 2003).  

In general, performance monitoring of bridge infrastructure consists of global 

health monitoring and local health monitoring methods (Chang et al. 2003; Farrar and 

Worden 2007; Murray et al. 2004). In the local health monitoring approach, the intensity of 

potential or occurred damage in infrastructure can be determined only in specific 
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monitoring areas. Installation of field instrumentations such as inclinometer casings, 

pressure cells, and joint extensometers are some examples of the local health monitoring 

approach. However, in the global condition assessment method, health and performance 

of the entire infrastructure can be assessed by detecting the potential or occurred damage 

locations (Chang et al. 2003). Based on functionality of different components, different 

monitoring systems are employed. The following sections present different components of 

a bridge infrastructure and their functions and performance evaluation methods.   

 Bridge Infrastructure Components 

Bridge infrastructure is mainly composed of bridge decks, bearings, abutments, 

approach slabs, and embankments. Each of these components have a specific function in 

order to provide complete structural integrity to withstand the design loads safely and 

reliably throughout its designed service life. The following sections present each 

component and their functionality. 

2.2.1 Bridge Deck 

Bridge decks are structural parts of the bridge superstructure that provide direct 

passage for moving loads. Traffic loads are transferred from the moving vehicles to the 

major load-carrying members via bridge decks (Drains et al. 2011). The bridge deck can 

be constructed of different materials such as concrete, steel, open grating, or wood 

(Clouston et al. 2005; Horvath and Hendrickson 1998). Bridge decks are normally covered 

with asphalt or concrete pavement system.  A typical view of a post-tensioned reinforced 

concrete bridge deck slab is shown in Figure 2.3.  
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Figure 2.3 Post-tensioned concrete bridge deck slab (Kromel and Maher 2010) 

2.2.2 Bridge Bearings 

Bridge bearings are designed to transfer traffic loads from bridge deck to the bridge 

abutments. In a bridge infrastructure, three different types of bridge bearings are used: 

elastomeric, plane sliding, and roller bearings. Elastomeric bearing provides rotational and 

translational movement degree of freedom for the bridge deck. This type of bearing 

supports the bridge deck against longitudinal, transverse and vertical loads. Plane sliding 

bearings are made from low friction polymer, polytetrafluoroethylene (PTFE), and sliding 

against a metal plate to resist against vertical movements and loads perpendicular to the 

keyway. Multiple rolling bearings are designed to accommodate large movements in the 

longitudinal direction and to resist against vertical loads (Eggert and Kauschke 2002; 

Mazroi et al. 1983). A schematic view of these three types of bridge bearings is 

demonstrated in Figure 2.4. 

 
(a)         (b)                (c) 

Figure 2.4 (a) Elastomeric bearing, (b) plane sliding bearing, and (c) Multiple rolling 

bearing (Childs 1998) 
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2.2.3 Abutments 

Abutments are bridge elements connected to the deck at either end of a bridge to 

provide support for the bridge structure. Abutments are composed of bridge seats, wing 

walls, back walls, piles, and footings. There are several types of bridge abutments (Chen 

et al. 2000). A typical type of abutment system, which is commonly used by many state 

Department of Transportations (DOT’s), is shown in Figure 2.5. 

 

Figure 2.5 Typical bridge abutment system (Klaiber et al. 2004) 

2.2.4 Bridge Approach Slab 

Bridge approach slabs are built over the approach embankments to provide 

smooth transition of moving wheel loads from the approach embankment to the bridge 
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deck. Indeed, approach slabs are considered an intermediate bridge between the bridge 

approach embankment and bridge structure (Authority 2002; Hoppe 1999; Kramer and 

Sajer 1991). Figure 2.6 demonstrates a schematic view of a bridge approach slab.  

 

Figure 2.6 Schematic view of bridge approach slab (Paraschos et al. 2016) 

However, a differential settlement at the end of a bridge near the interface between 

the abutment and the embankment is considered a serious problem for highway agencies, 

commonly called “bump phenomenon” (Briaud et al. 1997; Hassona et al. 2017; Nicks 

2009). Several rehabilitation techniques including grout injection, soil nailing, hot mix 

overlays, micro-piling, and fill replacement methods include using light-weight materials 

such as the Expanded Polystyrene (EPS) geofoam, rubber tires are some solutions 

attempted to mitigate bump phenomenon.  

 Performance Evaluation Measures for Bridge Infrastructure 

This section presents different performance evaluation measures of a bridge 

infrastructure that are currently being adopted by different state agencies practitioners, and 

researchers. The key steps used for performance evaluation are instrumentation, 

monitoring, and development of prediction models. Instrumentation and monitoring are 
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essential measures for successful performance evaluation of bridge infrastructure projects. 

Collected data from the monitoring phase should be employed to predict future probable 

concerns in order to reduce maintenance costs and increase the bridge infrastructure 

design life. The following sections present detailed background of different performance 

evaluation approaches focusing on field instrumentation and remote sensing techniques. 

A detailed review of the numerical, empirical, and analytical modeling approaches is 

elaborated subsequently.   

2.3.1 Performance Evaluation Using Sensor Instrumentation 

According to the Federal Highway Administration (FHWA) bridge inspector’s 

reference manual, all public bridges in the U.S. should undergo visual inspection once 

every two years (Ryan et al. 2012).  Although human sensing abilities such as visual 

inspection are noticeable, several health factors of a system cannot be measured. This 

includes ground and structural elements displacements, strain, pressure, temperature, 

cracks, fatigue, etc. are some examples (Huston 2010). Hence, more accurate sensing 

techniques are required to produce detailed information about the physical characteristics 

of a bridge system. 

Installing sensors within the bridge components can provide a detailed response 

of each component with respect to different loading and environmental conditions (Catbas 

et al. 2008; Park et al. 2000). It should be noted that infrastructure, sensors, information, 

and their interactions with the decision-making process are all internally connected. The 

interrelationship between these steps is depicted in Figure 2.7 (Ettouney and Alampalli 

2011). There are several types of sensors used to evaluate performance measures of 

different components of a bridge infrastructure. The following are some of the most 

commonly used sensing instrumentations for geotechnical engineering applications. 
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Settlement cells are used to monitor settlement and heave in embankments, 

embankment foundations- during dewatering or preloading- and for subsidence monitoring 

due to tunneling and mining. In a settlement cell, the transducer measures the pressure, 

induced by the column of liquid in the attached tube. As the installed transducer settles 

with the surrounding ground, the height of the liquid increases in the tube and the 

transducer shows a higher pressure. Settlement is calculated at different periodic intervals 

by converting the change in pressure to the liquid head. Figure 2.8 depicts a typical type 

of settlement cell and its components, including a reservoir and tubing (Indicator 2004). 

System: Infrastructure state 

Sensing 

Human sensing, inspectors Information from sensors 

Information from sensing 

Decision making  

The effects of decisions on the system 

Figure 2.7 Interrelationship between infrastructure, sensors, and collected information  
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Figure 2.8 A typical type of settlement cell (Indicator 2004) 

Magnet extensometers and Sondex settlement systems are the other two most 

commonly used settlement cells for measuring heave and settlement in embankments. The 

magnet extensometer system consists of a probe, a graduated cable, a reel with built-in 

light and buzzer, and a number of magnets positioned along the length of an access pipe. 

The magnets move with settlement or heave of the surrounding ground and the readings 

are obtained by drawing the probe through the access pipe to find the depth of the magnets 

(Indicator 2004). In Sondex settlement systems, a probe, a signal cable, a cable reel with 

a built-in voltmeter, and a number of stainless steel sensing rings are used. Collecting data 

from these systems can be performed by drawing a readout probe throughout the installed 

magnets alo0ong the entire length of a casing. A schematic view of the magnetic 

extensometer system is shown in Figure 2.9 (Spathonis 2011). 
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Figure 2.9 Schematic view of Magnetic extensometers and Sondex settlement systems 

(Spathonis 2011) 

 
Horizontal Profile Gauges (HPG) or Inclinometers are widely used to monitor 

settlement in bridge approach embankments. There are two types of inclinometer systems 

including the portable-traversing system and in-place system (Geo-Enterprises 2006). In 

the traversing system, the wheeled portable inclinometer probe is steered into a graved 

casing to measure ground vertical, lateral, or differential movements. However, in an in-

place probe system, the inclinometer is positioned into a span when continuous reading is 

required. It should be noted that both systems require inclinometer casings to operate. 

Figure 2.10 presents different types of inclinometers (Geo-Enterprises 2006; Hanna 1985). 



19 

      
(A)                  (B) 

Figure 2.10 Inclinometer probe systems (A) portable traversing probe, (B) in-place probe 

system (Geo-Enterprises 2006) 

Reliable measurement of lateral and vertical pressures in a soil media makes an 

important contribution to assess the performance of a bridge infrastructure. Interaction 

between a bridge structure and approach embankment, evaluation of traffic loading effects 

on underneath soil movements, and structural movements and fluctuations of vertical 

pressures due to shrink-swell behavior of a foundation expansive soil media are some 

examples.  

Monitoring lateral and vertical pressures was a challenge to practitioners and 

researchers for several years since most sensing techniques include compliance in the 

measurement concept (Talesnick 2013). The Earth Pressure Cell (EPC) transducers have 

been used widely for several years to measure average vertical and lateral pressures in 

soil. Depending on the type of soil, expected earth pressure magnitudes, ambient 

conditions, and required accuracy, different types of EPC can be used to monitor earth 

pressures (Theroux et al. 2000; TN and SM n.d.). A sensitivity parameter is provided along 

with measured soil pressure as an accuracy indication for different types of pressure cells 

(Hvorslev 1976; Selig 1980; Wachman and Labuz 2011; Weiler and Kulhawy 1982). Figure 
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2.11 depicts a common type of EPC that is commonly used to measure vertical and lateral 

earth pressures (Talesnick 2013). In order to consider the effects of ambient conditions on 

bridge infrastructure performance, some earth pressure cell models are equipped with 

thermometers to measure the temperature variations and pressure changes 

simultaneously (Shafikhani et al. 2017). 

 

Figure 2.11 A typical type of earth pressure cell gage (Talesnick 2013) 

2.3.2 Performance Evaluation Using Impact-Echo Method  

Impact-Echo is a non-destructive test that is based on propagation of sound waves 

through a material. Small cracks, delamination, voids in concrete and pavement, and 

pavement thickness can be detected from acoustical responses (Grosse et al. 2005; Hoła 

and Schabowicz 2010). A typical design of the impact-echo instrument is a four wheeled 

device in which a built-in striker part produces the acoustic wave to pass through the target; 

whereas, the reflected response of strikes is measured from an installed microphone. 

Figure 2.12 depicts a typical handheld design of impact-echo equipment. 
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Figure 2.12 Handheld impact-echo non-destructive testing equipment (Hoensheid et al. 

2012) 

This method is most widely used to evaluate the integrity of different components 

in a bridge infrastructure with a high accuracy (Scott et al. 2003; Yehia et al. 2007). The 

major concern with this test is traffic interruption and the low rate of data collection and in 

the active traffic areas (Hoensheid et al. 2012). 

2.3.3 Performance Evaluation Using Ground Penetrating Radar (GPR) 

Ground Penetrating Radar (GPR) is a non-destructive geo-physical method that 

uses radar pulses to image the subsurface. GPR is a wide bandwidth-low frequency 

electromagnetic wave data acquisition technique with center frequency of less than 500 

MHz. The wide bandwidth wave transmission mechanism enables the GPR to detect 

features with maximum embedment depth. GPR waves can transmit through different 

types of material such as soil, concrete, and water. According to the conductivity of various 

materials, the reflected energy will be measured by a processor to produce images. A 
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skilled operator is required to interpret the acquired data from the GPR. One of the primary 

applications of this technique is to detect subsurface material density beneath the bridge 

approach slab and close to the bridge structure, where the bump phenomenon usually 

occurs (Acharya et al. 2014; Berns et al. 2011; Islam 2010; Seo 2005). A typical GPR 

system structure is illustrated in Figure 2.13 (Anderson et al. 2016). 

 

Figure 2.13 Ground Penetration Radar (GPR) system structure (Anderson et al. 2016) 

2.3.4 Performance Evaluation Using Ultrasonic Surface Wave (USW) 

The USW is a method of the Spectral Analysis of Surface Waves (SASW) used to 

estimate the properties of the near surface materials. In this method, by using high-

frequency range waves, the penetration depth of dispersed waves is limited to the 

thickness of the target object. The USW is based on impacting the surface of a medium to 

estimate its layer thickness and elastic modulus by considering the velocity of propagation 

as a function of frequency and wave length. In this test, at least two transducers should be 

employed to record the response energy from impacts. The USW is commonly used as an 

in-situ bridge infrastructure inspection test to evaluate bridge deck condition. Figure 2.14 

demonstrates a schematic view of the USW method (Baker et al. 1995; Chakraborty et al. 

2018; Nazarian et al. 1997).  
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Figure 2.14 Schematic view of evaluation of a layer modulus by the USW method (La et 

al. 2015) 

There are several advantages of using the USW test to inspect bridge 

infrastructure conditions. The penetration depth in the USW test for flaw detection is more 

than other Non-Destructive Techniques (NDT). Both subsurface and surface 

discontinuities can be detected with this highly portable device and the results can be 

deciphered instantaneously. Although these advantages, there are some limitations of 

performing the USW test. A highly skilled operator is required to perform signal and spectral 

analysis of the USW outputs. Since the USW is a local testing approach, it is not possible 

to monitor the condition of the entire bridge infrastructure. Also, traffic control strategies 

may be required while performing the USW test (Kogias 2007).  

2.3.5 Performance Evaluation Using Total Station Surveys 

Total station is the most commonly used traditional surveying tools used by various 

state agencies to obtain three-dimensional coordinates of target points. A total station is a 

combination of an electronic theodolite, an Electronic Distance Measuring (EDM) device, 
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and a data collector with a memory unit. A graphical explanation of the total station 

surveying mechanism is depicted in Figure 2.15.  

 

Figure 2.15 Elements of measurement in total station (Wang 2017) 

Total station is technically set up on a tribrach attached to the top of a tripod. A 

prism pole is used to locate three-dimensional coordinates of a target point with respect to 

a specific reference point. Ground movements can be measured with a total station by 

comparing the coordinates of target points from consecutive surveys. According to Figure 

2.16, ground vertical movement of a target point can be calculated from the following 

equation: 

 𝐻𝑇 = 𝐻𝑠 + 𝐻𝐼 ± 𝐿 sin (
𝜋

2
− 𝑉) − 𝐻𝑅 2.1 
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Where, 𝐻𝑇 represents the elevation of the target prism, 𝐻𝑆 is the elevation of the station 

point, 𝐻𝐼 is the total station instrument height, 𝐿 is the slope distance between the total 

station and the prism pole, and 𝐻𝑅 is the reflector height (Wang 2017).  

Total station is a quick setup, multitasking, accurate surveying tool in which a 

graphical view of the land and plots can be exhibited in advanced equipment versions. 

Different errors associated with total station surveys are operator mistakes, measurement 

error, and stationing error. The errors in each step can accumulate and decrease the 

reliability of the measurements; however, due to the relative ease of employing this 

technique at the test site and use of skilled labor can provide high accurate point-based 

measurements. Also, depending on the location and traffic conditions, it is not always 

feasible to accomplish total station surveys. For instance, total station survey cannot be 

performed without stopping the traffic in an active traffic area (Cuypers et al. 2009; Fröhlich 

and Mettenleiter 2004). 

2.3.6 Remote Sensing Techniques 

Remote sensing refers to the science of obtaining reliable information from the 

physical objects and environment through the process of recording, measuring, 

interpreting, and digital representations of energy patterns derived from noncontact 

sensors (Campbell and Wynne 2011; Curran 1985). The history of remote sensing dates 

back to the inventory of photography in 1826, when a number of scientists conducted 

experiments with photosensitive chemicals (Campbell and Wynne 2011). The theory of 

electromagnetic energy was developed in 1873 and the application of photography as an 

aerial reconnaissance technique was initiated for military purposes during World War I in 

the 1910’s. Operation of photography was expanded and photogrammetry was developed 

in the 1920’s and during 1930’s radar technology was developed in Germany, UK, and 

USA (Jensen 2005). For the first time, the term “remote sensing” was used between the 
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1930’s and 1960’s by using the infrared and microwave energy spectrums for military 

projects (Campbell and Wynne 2011). The improvement of analog imagery to digital format 

during the 1970’s and rapid advances in digital image processing made it possible to 

analyze imagery by using computers. Finally, remote monitoring and analysis was began 

to be widely utilized for engineering applications in the 1990’s. A brief history of remote 

sensing is presented in Table 2.1 (Jensen 2005). 

 
Table 2.1 History of remote sensing technology (Jensen 2005) 

Date Remote Sensing History 

1826 The invention of photography 

1850’s Photography from balloons 

1873 Theory of electromagnetic energy by J. C. Maxwell 

1909 Photography from airplanes 

1910’s World War I: aerial reconnaissance 

1920’s Development and applications of aerial photography and establishment of 

photogrammetry 

1930’s Development of radar in Germany, USA, and UK 

1940’s World War II: application of infrared and microwave regions 

1950’s Military research and development 

1960’s The satellite era: Space race between USA and USSR 

1960’s First use of term “remote sensing” 

1970’s Rapid advances in digital image processing 

1990’s Remote sensing was started to use widely for engineering purposes 

 
Remote sensing equipment records information of an object or phenomenon 

without direct contact by utilizing different types of sensors that are located on orbital or 
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sub-orbital platform (Aggarwal 2004; Gao 2008). Figure 2.16 depicts different remote 

sensing techniques for orbital and sub-orbital platforms.  

 

 
Figure 2.16 Orbital and sub-orbital platform (Gao 2008) 

Two types of sensors are used for the data collection and interpretation: 1. Optical 

sensors, which consist of visible reflectance, near infrared reflectance, and thermal infrared 

radiation sensors; 2. Microwave sensors are divided into two categories of passive 

(scattering) and active (backscattering) types of sensors. Figure 2.17 depicts a schematic 

of both active and passive remote sensing techniques (Tsang et al. 1985; Ulaby et al. 1986; 

Woodhouse 2017).  



28 

 

Figure 2.17 Passive and active remote sensing mechanisms (Ulaby et al. 1986) 

In active remote sensing, the energy is produced from the remote sensing platform. 

Whereas, in the passive remote sensing measurements depend upon a natural or external 

energy resource, it is referred as passive remote sensing. The sections below present a 

brief overview of the passive and active remote sensing techniques. 

 Passive Remote Sensing 

Passive remote sensing refers to a technique in which a passive sensor measures 

the amount of reflected visible or invisible solar energy from a target object to capture 

physical characteristics of the object such as distance, color, and size. The most common 

types of passive sensors include satellite-based sensors operated from an orbital platform 

(Lyzenga 1978; Päivinen and Anttila 2000). Advanced Space-borne Thermal Emission and 

Reflection (ASTER), Land satellite (Landsat), Advanced Very High Resolution Radiometer 

(AVHRR), Moderate Resolution Imaging Spectro-radiometer (MODIS), and Satellite SPOT 

(French: Pour l’Observation de la Terre) are some examples for passive remote sensing 

satellites (Aggarwal 2004; Al-Rawabdeh et al. 2016; Nageh and Saturday 2014; Sabins 

2007).  
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There are two main limitations to the passive remote sensing technique. First, 

reflected visible and near-infrared radiation from a target object can be assessed only 

during daylight hours. Second, even during the daylight, clouds interfere with both incoming 

and outgoing radiation at near-infrared wavelengths (Scaioni et al. 2014).  

 Active Remote Sensing 

 The active remote sensing process is performed by sensors that rely on their own 

energy source for illumination. In active remote sensing, the sensor emits radiation toward 

a target object (Campbell and Wynne 2011; Nageh and Saturday 2014). Physical 

characteristics of the object can be measured by assessing the amount of reflected 

radiation from the target with the sensor. The most popular techniques for active remote 

sensing include: Radio detection and ranging (RADAR), Synthetic Aperture Radar (SAR), 

Light Detection and Ranging (LIDAR), and space and air-borne RADARs and LiDARs. 

Passive and active remote sensing can be performed from orbital and sub-orbital 

platforms. Satellite Based Imagery (SBI) is the most common approach for sensing from 

orbital platforms, whereas LiDAR is considered as one of the most recent technologies for 

sensing from sub-orbital platforms. SBI and LiDAR remote sensing techniques are 

discussed in more detail in the following sections. 

 Satellite Based Imagery (SBI)  

Even though photography has proven to be an important visualization technique 

to produce analog maps, the associated need to telemeter imagery in digital format has 

given rise to the development of SBI as an important remote sensing technique. SBI remote 

sensing is a combination of data collection techniques from the Earth’s surface or the 

atmosphere along with mathematical interpretation of collected data from space using 

satellites (Aggarwal 2004; Lazecky et al. 2015; Nageh and Saturday 2014). Installed 

sensors on the satellite receive radiated electromagnetic energy with different spectrums 



30 

from objects on the Earth. The radiance (amount of radiation from an object) measured by 

sensors represents properties of targets by producing an image of sensed region.  

Since the human eyes can only recognize the reflected solar light by objects within 

the range of 400 to 700 nm, several types of equipment are utilized to make 

electromagnetic reflection beyond this range (near infrared, middle infrared, thermal 

infrared, and microwaves) visible. Scientifically, the electromagnetic wavelengths are very 

broad, and not all of them are applicable for remote sensing. Also, only limited wavelengths 

interact with the Earth’s surfaces, as the shorter wavelengths are absorbed significantly 

from the atmosphere. Figure 2.18 depicts the electromagnetic wave production from the 

solar spectrum wavelengths radiations of the sunlight (Gao 2008).  

 

Figure 2.18 Electromagnetic wavelengths (Gao 2008). 

The scanning mechanism in SBI is based on collecting data within the 

instantaneous field of view (IFOV) of objects. The process of scanning is fulfilled by 
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sweeping a small field of view in a west to east direction at the same time the satellite is 

moving in a north to south direction (Lazecky et al. 2015; Thyagarajan and Minden 2002). 

Thus, with regard to the type of sensors mounted on satellite, different types of data can 

be collected from diverse objects. 

 There are several satellite systems operating to collect imagery for specific 

characteristics for particular applications. The most common satellite systems and their 

applications are described below (Al-Rawabdeh et al. 2016; Thyagarajan and Minden 

2002): 

a) The ASTER passive sensor is used in glaciology, urban change, 

evapotranspiration and surface fluxes, hydrology, volcanology, and 

geology.  

b) Landsat sensors are used widely for crop acreage inventories, timber 

class identification and mapping, regional land use classification, 

geological mapping and interpretation, generation of photo maps, mining 

monitoring, and erosion evaluation. Landsat sensors collect Thematic 

Mapper (TM) data with different spatial resolutions and spectral ranges 

from target objects. Several other analyses can be performed on TM data, 

such as detection of beach erosion, areal snow assessments, pollution 

monitoring, mineral and petroleum exploration, and sea ice movement 

monitoring. 

c) The AVHRR sensor provides full resolution data mostly for meteorological 

applications, such as drought early warming, regional and global 

vegetation monitoring, snow and ice mapping, dynamic oceanography, 

detection of forest fires, soil moisture analysis, geology, continental scale 

mapping, toxic algal bloom detection, and sand storm monitoring. 
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d) The mission of the MODIS sensor is to provide a wide series of 

visualization data from the entire surface of the Earth, oceans, and 

atmosphere. It has been designed to monitor the entire surface of the 

Earth every two days with the primary application of making decisions for 

environmental purposes.  

e) The SPOT sensor was designed to detect visible near-infrared radiance 

data by focusing on geological exploration and the evaluation of major 

geologic faults and structures.  

f) The Constellation of Small Satellites for Mediterranean Basin Observation 

(COSMO-SkyMed) system is composed of four radar satellites for Earth 

observation launched by the Italian Space Agency. 

COSMO-SkyMed is at the forefront of technology and equipped with high-

resolution radar sensors to observe the Earth day and night, regardless of weather 

conditions. The constellation has been fully operational since 2008 (Covello et al. 2010; 

Pulvirenti et al. 2011). The main purpose of the COSMO-SkyMed constellation is to monitor 

the Earth and provide global scale data for emergency situation prevention and 

management of environmental risks, land management, exploration of natural resources, 

as well as military, scientific, and commercial purposes (Bovenga et al. 2012; Covello et 

al. 2009). Additionally, there are other SBI sensors, such as the European Remote Sensing 

Satellite (ERS) and the Japanese Earth Resource Satellite (JERS), which are used widely 

for providing topographic and coastal maps (Kellndorfer et al. 1996; Simard et al. 2002).  

Collected data from SBI systems can be used for geotechnical engineering 

purposes, such as land slide explorations, monitoring of post-earthquake ground 

movements, and assessment of liquefaction hazards in global scale investigations (Bouali 

et al. 2017; Johnson 1988; Lazecky et al. 2015; Sabins 2007; Yang and Yu 2016).  Figure 
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2.19 demonstrates data interpretation using mathematical models to recognize landslide 

scrap. In this figure, higher eigenvalues represent landslide scrap aspects, because these 

areas are less clustered than other smooth terrain surface (Al-Rawabdeh et al. 2016). 

   

        (a)             (b) 

Figure 2.19 Recognition of landslide scrap features (a) Mathematical approach (b) 

Manual approach (Al-Rawabdeh et al. 2016) 

Figure 2.20 also depicts the collected data interpretation from COSMO-Sky Med 

of landslide occurrences before and after the landslide over Montescaglioso (Italy – square 

zone) by the University of Florence (Manconi et al. 2014). The analysis has been performed 

using an advanced InSAR algorithm for surface deformation monitoring to identify 

precursor movements. 
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Figure 2.20 Ground movement analysis before landslide occurrence (Montescaglioso-

Italy) (Manconi et al. 2014) 

It is not always necessary to perform specific mathematical analysis to monitor 

movements corresponding to landslides, slope instability, and ground movements by using 

SBI technique. In order to have a reasonable visual analysis and interpretation, it is highly 

recommended to use small spatial resolution images. Figure 2.21 depicts the first NASA 

satellite images of the affected area by the M-6.9 earthquake in northern India (Gahalaut 

2011; Rai et al. 2012). 
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Figure 2.21 Landslide occurrence monitoring after earthquake in Northern India (Rai et al. 

2012) 

 Analysis and interpretation of a 10 m spatial resolution image shows a rather high 

incidence of slides in the valleys at the north end part of the image. It is evident in the figure 

that many slides happened towards the east and the south. However, the epicenter was 

about 45 km to the northwest of this location. Thus, most slopes failed away from the 

epicenter rather than towards it. Also, most of the slides appear to be shallow rockslides 

that have connected to gully systems; many of them initiated high on the hillside.  There 

are also some large slides nearer to the main channels (Rai et al. 2012).  

Beyond physical aspects of objects, SBI made it possible to estimate some quality 

controls of objects. The European Space Agency’s Soil Moisture and Ocean Salinity 

(SMOS) mission is to monitor the surficial water amount of soil and to estimate the 

concentration of salt in seawater’s top layer for agricultural purposes (Jackson 1993; Njoku 

and Entekhabi 1996; Silvestrin et al. 2001; Zwissler et al. 2017).  Figure 2.22 demonstrates 

surficial soil moisture content estimation using the SBI technique for agricultural purposes.  
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Figure 2.22 The amount of water held in ground surficial layers (Silvestrin et al. 2001) 

Estimation of soil moisture content is feasible using data from thermal bands of 

optical sensors. NASA’s Soil Moisture Active Passive (SMAP-launched at 2014) satellite 

mission is to estimate moisture content and freeze/thaw state of soil to understand changes 

on Earth. In another studied case, Landsat shows a devastating landslide happened after 

the M-7.8 Gorkha earthquake in Nepal, which led to form a new lake in the Manaslu 

trekking area of Nepal. Figure 2.23 demonstrates a landslide dam lake formation imagery 

of the region (Galetzka et al. 2015).  



37 

 

Figure 2.23 Dam-lake formation imagery from Landsat 8 (Galetzka et al. 2015) 

The lake is formed at the upstream of the village Ghapsya (5 kilometers) after a 

landslide dammed the Tom Khola River. Thus, these satellite-based imageries can be used 

to perform analysis and interpretation, such as evaluation of risk for probable future 

earthquakes or aftershocks, which has not been done yet.   

 Light Detection and Ranging (LiDAR)  

LiDAR is an active remote sensing technology in which laser beam pulses are 

discharged from a rotating mirror to provide geographic point cloud data from a target 

object (Carter et al. 2012). A point cloud is a set of millions of points in space from the 

external surface of a target object. Data output from LiDAR often look like 360 degree 
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digital images, which are made by recording clouds of points using one of the below 

techniques (Hu et al. 2010; Lato 2010; Lim et al. 2003): 

a. An infrared laser resource discharges a stream of focused pulses at a rotating 

mirror and scatters them towards the surface of and object on the ground. When 

the receiver unit recaptures the reflected energy, the elapsed time between the 

emitted signal and received echo is calculated by the laser scanner. Terrestrial 

Laser Scanner (TLS) systems are used in this approach as a ground-based active 

imaging method to produce dense point clouds from an object.  

b. A constant record of pitch, heading, and roll of an aircraft can be performed 

automatically during a flight by using an Internal Reference System (IRS) 

c. A continuous documentation of the spatial position of an aircraft can be recorded 

by using a kinematic Airborne Global Positioning (ABGPS) throughout the flight. 

d. An analog camera, digital camera or color video camera can be operated as an 

imagery collection system to record the terrain along the track of the LIDAR scan. 

The quality control of final processed data and planimetric feature collection can 

be performed by the recorded Imagery (Morgan and Falkner 2001). Figure 2.24 

illustrates the aforementioned data collection techniques by using LiDAR 

schematically (Campbell and Wynne 2011). 
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Figure 2.24 Schematic illustration of different LIDAR data collection techniques 

(Campbell and Wynne 2011) 

LiDAR function in remote sensing started with preparation of mapping the heights 

of trees, producing contour maps and detailed maps of floodplains. More recently, new 

innovative engineering tasks are added to the LiDAR applications. Most new engineering 

applications of the LiDAR laser scanner are related to the detection of small deformations 

of structures, slopes, landslide occurrence risk analysis and interpretation, and settlement 

analysis of improved soil deposits (Fekete et al. 2009; Grejner-Brzezinska et al. 2015; Lato 

2010; Stewart et al. 2009). Technically, there are four steps to collect, analyze, and 

interpret data using the LIDAR remote sensing technique, including Collecting data 

(scanning) by performing one of the four mentioned techniques in different time periods; 

Creation of point clouds and place all scans together; Reduce the data set to target zone 

and select some points (if required) for small displacement analysis; Compare the collected 

data from different time periods to the first set of scans and relocating specified set of points 

from the first set of scans in different time periods by using appropriate computational 
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applications. The following section presents the application of LiDAR technology in 

engineering. 

 LiDAR Applications 

LiDAR technology has been increasingly applied to geomatics, archaeology, 

geography, geology, geomorphology, seismology, forestry, atmospheric physics, and 

structural and geotechnical engineering areas (Jones 2006; Kayen et al. 2006; Lefsky et 

al. 1999; Lim et al. 2003; Mukoyama 2011). LiDAR data can be used for several geo-

engineering applications, such as identifying geological formations, performing small 

deformation analysis of human made infrastructures, and risk assessment of natural 

hazards due to landslides, rockfall, and ground movements with accuracy of mm level 

(Combs and Kemeny 2011; Hu et al. 2010; Jaboyedoff et al. 2012). Unlike the point 

monitoring approaches, the entire area of interest can be covered in LiDAR surveys. Figure 

2.25 demonstrates a rockfall event on June 2010 at a Colorado site, situated along 

Highway 285 before (September 2009) and after (June 2010) the event (Silvestrin et al. 

2001). 

 

Figure 2.25 Rockfall monitoring by using LiDAR technique (Silvestrin et al. 2001) 
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High resolution point cloud data collected from laser scanner surveys can be 

analyzed for geological structure identifications by returning very sensitive intensity values 

in addition to point cloud location information. Figure 2.26 depicts a continuous geological 

formation of a site identified in raw laser point cloud data (Fekete et al. 2009).  

 

Figure 2.26 Continuous geological structure formation (Fekete et al. 2009) 

Another application of produced point cloud data by terrestrial laser scanner is to 

identify specifications of structural elements. For example, thickness and other 

characteristics of a shotcrete layer can be evaluated based on different returned intensity 

values collected from before and after shotcrete placement scans. Figure 2.27 (a and b) 

illustrates the thickness of shotcrete layer, contrast of intensity for rock, and wet and dry 

shotcrete in a tunnel (Fekete et al. 2009). 

 

(a) 
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(b) 

Figure 2.27 (a) calculation of shotcrete thickness and (b) contrast of intensity for rock, 

and wet and dry shotcrete in a tunnel (Fekete et al. 2009) 

Evaluation of small deformations is considered one of the most recent and 

innovative applications of LiDAR remote sensing technology. Measuring small 

deformations plays an important role in long-term performance of infrastructures, such as 

dams and levees, tunnels, embankments, and roadways. For example, differential 

settlement of more than 38 mm (1.5 in.) on the top of a bridge approach embankment is 

considered as a bump phenomenon and rehabilitation is required (Ruttanaporamakul 

2015). Small deformations of an infrastructure can be assessed by performing different 

sets of scans with reasonable resolution and quality settings. 

Figure 2.28 (a and b) represents a typical cross section, front view and small 

deformation analysis of the Studena concrete dam situated in the west part of Bulgaria. 

The dam was built over a seven year span (1950-1953) (Antova 2007). 
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(a) 

 

(b) 

Figure 2.28 (a) cross section and front view of Studena concrete dam and (b) 

deformation monitoring over one year (December 2011- June 2012) (Antova 2007) 

It is evident from the figure that laser scanner data analysis for surficial deformation 

demonstrates a range of -15mm to 25 mm movements during one year monitoring period 

from December 2011 to June 2012 (Antova 2007). 

 Modeling Approaches for Performance Evaluation of Bridge Infrastructures  

Collected data from various monitoring approaches should be employed to 

evaluate the performance of infrastructures by implementing different modeling 

techniques. The main objective of this section is to provide a brief background on the 

modeling techniques used to evaluate the condition of bridge infrastructure components 



44 

including embankment slopes, pavement surface, columns, and drilled shafts. In recent 

decades computational modeling has been widely used to assess the performance of 

bridge infrastructures by analyzing several parameters, such as stresses, deformations, 

structural forces, ground movements, slope stability, bearing capacity, liquefaction, and 

ground water flow (Baecher and Christian 2005; Banerjee 2017; Banerjee et al. 2018b; 

Brinkgreve 2013; Chakraborty et al. 2017, 2018; Chakraborty and Nair 2018; Eberhardt 

2003; Fenton and Griffiths 2008; George et al. n.d.; Shafikhani et al. 2017; Wanyan et al. 

2014; Whitman 2000; Zhang et al. 2013). The following sections present numerical, 

empirical, and analytical modeling approaches along with their advantages and limitations.  

2.4.1 Numerical Modeling 

Numerical modeling in geotechnical engineering applications includes solving 

complex geotechnical problems analogous to several geo-mechanical parameters and 

their coupling effects. Coupling effects emerge from complex dual-phase interaction 

between more than two variables in a problem (Hicks et al. 2014). Compared to other 

engineering materials, soils are heterogeneous in nature and often exhibit complex non-

linear, anisotropic behavior.  Indeed, soils exhibit stress dependent stiffness and behave 

differently when subjected to loading, unloading, and reloading conditions (Dong 2017; 

Lipiński and Wdowska 2011; Papadopoulos et al. 2016; Ti et al. 2009b). In many 

geotechnical engineering problems, the analysis is performed with limited available 

information about the test site. In such cases, numerical modeling can be used to forecast 

the performance of the infrastructure with a fast and reliable approach.  

Numerical modeling offers a fast and systematic solution to a problem by providing 

more realistic models of geomaterials. These benefits of numerical modeling can result in 

cost reduction and optimization in geo-engineering investigations (Hicks et al. 2014; Koliji 

2013). In geotechnical engineering, numerical modeling analysis can be divided into three 
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fundamental components: initial boundary conditions, type of analysis, and soil constitutive 

model.  

In mathematics, a boundary value problem includes a set of differential equations 

together with a set of additional constraints, called the boundary conditions (Brenan et al. 

1996; Keller 1992; Marano 1994). In numerical modeling, these differential equations can 

be generated either manually or from computational tools. Accordingly, appropriate 

constraints and initial boundary condition values should be defined to the geometric 

boundaries of the problem (Carter 2001). Boundary conditions take on a pivotal role to 

define a successful, unsuccessful, fast, or slow computation. Any geo-engineering problem 

should be set into an initial boundary value problem. This can help to give a better insight 

and global picture of the problem. Appropriate initial boundary value problems can be 

considered based on the project concepts. For example, for a static analysis of a double 

arch concrete dam, double arch effects, seasonal water and temperature variation, and 

water and sediment load effects should be considered for the project concepts. 

Accordingly, the problem can be converted into a 3D numerical analysis by considering 

varying temperature and imposed loads as the initial boundary value concept. 

Two types of uncoupled and coupled analysis can be performed for any initial 

boundary value problem. There is only one primary variable involved in uncoupled analysis 

such as displacement or pore water pressure. Whereas, more than two variables and their 

coupling effects are considered in coupled analysis. Coupling effects of displacement and 

pore water pressure in a hydro-mechanical problem is an example of a coupled analysis.  

Geomaterials exhibit non-linear behavior due to their complex, heterogeneous and 

time dependent stress-strain nature; therefore, a realistic prediction/simulation of their 

behavior can be accomplished by using pertinent constitutive models to address such non-
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linearity. Depending on the several applications and requirements of the problem, different 

constitutive models can be selected to produce more realistic models. 

According to the selected constitutive model for soil, material parameters should 

be determined from correlation and routine laboratory tests (Nakase et al. 1988; Ti et al. 

2009a; Xiao et al. 2016). Table 2.2 lists basic laboratory tests and respective standards to 

determine soil parameters (Ruttanaporamakul 2015). 

Table 2.2 Basic laboratory tests for the performance assessment of an embankment  

Materials Experiment Standard 

Embankment fill 

soil and foundation 

subgrade 

Determination of natural moisture content ASTM D-2216-98 

Determination of in-place unit weight ASTM D-2937-00 

Specific gravity of soil solids test ASTM D-854 

Soil classification test ASTM D-422 

Atterberg Limit tests ASTM D-4318 

Falling head permeability test ASTM D-5084 

Standard Proctor compaction ASTM D-698 

One-dimensional consolidation test ASTM D-2435-96 

Direct shear test ASTM D-3080-98 

UU and CU triaxial compression test ASTM D-2850-95 

 

Once the geo-engineering is converted into an initial boundary problem and a 

pertinent constitutive model is selected to represent a more realistic behavior of the 

geomaterial, an appropriate numerical method should be selected to produce the model. 

Numerical methods can be divided into two main groups of continuum and discontinuum 

methods. Different numerical methods in general are presented in the Table 2.3. However, 

the detailed description of these methods is beyond the scopes of this research study. 
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Table 2.3 Numerical modeling methods (Koliji 2013) 

Continuum Methods Discontinuum Methods 

Finite Element Method (FEM) Discrete Element Methods (DEM) 

 Finite Difference Method (FDM) 

Boundary Element Method (BEM) Discontinuous Deformation Analysis (DDA) 

 

Technically, there are eight (8) steps that should be followed to produce a 

numerical model. These steps are illustrated in the Figure 2.29. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 2.29 General Procedure for numerical modeling in geomechanics (Koliji 2013)  

The final step in modeling is interpretation of the results in combination with 

engineering judgment. The issue of primary importance should be identified and sought in 

the results. The general trend of the results should be always should be compared with 

8- Engineering judgement based on output 

results 

7- Get the numerical results 

1-  

6- Run and verify the detailed 

model 

5- Fine-tuning the model 

4- Assign appropriate material model and 

parameters 

3- Prepare, run, and verify simplified 

models 

2- Prepare the engineering sketch 

1- Define the problem and objectives 
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knowledge-based engineering expectations. If anomalies are observed, the engineer 

should find out the numerical or physical reason behind it. If necessary, some or all the 

above-mentioned steps should be then repeated to achieve an enhanced model with 

realistic results. Figure 2.30 demonstrates long-term performance monitoring of a bridge 

approach embankment by using the FLAC3C-FDM approach. It should be noted that 

vertical displacements are presented in feet.  

 

Figure 2.30 Long-term performance evaluation of a bridge approach embankment 

In the Figure 2.30, long-term (17 years) performance of a bridge approach 

embankment is assessed based on predicted and measured ground vertical 

displacements. Maximum vertical displacement of more than 0.86 ft is predicted at the 

centerline of the roadway. However, field measurements revealed more than 1.33 ft of 

vertical displacement for 17 years lifespan of the approach embankment. The difference 

between the measured and predicted values from the site and the numerical modeling 

approach, respectively, can be mainly due to the limitation of the numerical modeling 
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approach to consider the effect of precipitation and temperature changes on the long-term 

performance of the bridge approach embankment.    

2.4.2 Empirical and Semi-Empirical Statistical Modeling 

Empirical Modeling (EM) is one of the most commonly used techniques in science, 

industry, engineering, and management (Mark 2016). There is a diverse range of problems 

modeled using this approach. EM refers to a specific variety of principles and algorithms in 

standard domains to construct models based on observations and experiments 

(Weibelzahl and Weber 2002). Like numerical methods, the application of empirical 

modeling in geotechnical engineering inherently embodies some advantages and 

limitations.  

The Empirical modeling approach enables the user to get a deeper insight of the 

existing relationships among the different variables that belong to a particular system 

(Habib 2016). Recent developments in empirical modeling approaches, such as machine 

learning, genetic algorithm, and artificial neural network, are applied in different areas 

combined with fast and inexpensive computational tools (Adeli and Hung 1994; Goldberg 

and Holland 1988; Samanta et al. 2003). In recent years, it has been attempted to find 

ways of developing empirical models that are insightful, recursive, and practical, 

complementing the otherwise inherent versatility of the approach. 

Empirical modeling has been used in geotechnical engineering applications for 

decades. Several empirical-semi empirical models have been developed for prediction and 

correlation purposes. Swell-shrink characteristics of expansive soils, ground movements, 

residual strength of liquefied soils, prediction of liquefaction induced lateral spreading, and 

earthquake induced sliding are some examples (Bartlett and Youd 1995; Kramer and Wang 

2015; Oh et al. 2009; Puppala et al. 2014, 2016; Saygili and Rathje 2008).  
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A major criticism of the empirical modeling approach is that it provides less 

explanation of its output. In other words, empirical model principles and algorithms are not 

a formal proof of a fact (Papadimitriou 2003). Empirical studies always include uncertainties 

that can be expressed in statistical inference (Yun and Reddi 2011). An empirical method 

is best to use when there is no analytical modeling framework available.    

2.4.3 Analytical Modeling 

The term analytical modelling is defined as a mathematical approach to capture 

the behavior of a system with a closed form solution (Bender 2012). The analytical 

modeling approach has been used extensively in natural sciences, engineering disciplines, 

and social sciences. Unlike empirical approaches, which are based on observations and 

experiments, analytical models are developed based on mathematical concepts. Analytical 

models are formulated based on certain assumptions to explain a system, study the effects 

of different factors, and to make reasonable predictions over a wide range of component 

levels. Depending on how much historical information of a system is available to develop 

a model, analytical modelling can be categorized as either black or white box models. In 

white box models, all necessary information is available, While, black box models, are 

developed based on no priori information of a system. 

During the last decades, analytical approaches, such as implementation of basic 

mathematical concepts, regression, and statistical analysis have been applied extensively 

(Baecher and Christian 2005; Hicher and Shao 2013; Schofield and Wroth 1968; Ti et al. 

2009a; Yamamuro and Kaliakin 2005). However, the application of interdisciplinary 

analytical methodologies, such as artificial neural network, system identification, and 

machine learning approaches has been limited and yet to be developed (Oskay and Zeghal 

2011; Shahin et al. 2001). Developing basic and advanced soil constitutive models to 

analyze the very complex behavior of different types of soil, interaction of soil-structure 
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systems, prediction of ground movements, and to model practical geotechnical 

applications, such as retaining structures, foundations, and dams are some examples 

(Zhang et al. 2013).  

Besides the advantages, there are some limitations for applications of analytical 

modeling approaches in geotechnical engineering. Analytical models are very expensive 

in both time and data. Unlike empirical models, analytical models follow logical 

mathematical concepts. Hence, theoretical models may fail to represent the dynamic 

behavior of an infrastructure.  

 Summary of Past Research Works 

Health monitoring and condition assessment of a bridge infrastructure has always 

been a concern for geotechnical engineers due to complex, non-linear, and anisotropic 

behavior of soils. Several monitoring techniques and modeling approaches were attempted 

to evaluate the performance of bridge infrastructure during its design life. However, each 

monitoring technique inherently possessed some major limitations in assessing the 

condition of an entire bridge infrastructure. Numerous empirical and analytical prediction 

models were developed to predict future probable concerns, mainly to reduce maintenance 

costs and increase the bridge infrastructure design life. However, their failure to consider 

the dynamic effects of ambient conditions such as temperature and precipitation variations 

on bridge infrastructure, resulted in undesirable predictions.  

In this research study, a comprehensive framework is developed with the 

integration of the latest technological developments within advanced mathematical 

modeling approaches to better predict the condition of a bridge infrastructure. This 

research study also examines the cost effectiveness of the 3D-TLS remote sensing 

technology, LiDAR, as an effective alternative ground movement monitoring technique 

using Cost-Benefit Analysis (CBA). 
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Chapter 3: Development of Framework for Performance Assessment of a Bridge 

Infrastructure 

 Introduction 

This chapter presents a framework developed for performance assessment of 

bridge infrastructures using 3D Terrestrial Laser Scanning (3D-TLS) LiDAR technology and 

system identification theory. The framework presents a step-by-step approach starting 

from designing an initial scanning plan at a test site to final ground movement analysis to 

evaluate the performance of a bridge infrastructure. Several factors such as project 

requirements, site conditions, atmospheric conditions, geometry of the scanning area, and 

climatic factors are considered in the developed framework. An optimization procedure of 

scanning plans to enhance the 3D visualization model of an infrastructure is developed 

considering different combinations of scanning plans, resolution, and quality settings. The 

following sections present the step-by-step details of development of the framework for 3D-

TLS field operations and inclusion of system identification mathematical modeling 

approach. 

 Step-by-Step Procedure 

 This section presents a step-by-step procedure of the developed framework for 

health monitoring and performance assessment of a bridge infrastructure. The framework 

consists of four major steps as presented in Figure 3.1: 

 

1) Define project requirements, including project history, including age of the bridge 

infrastructure and history of performance and maintenance measures, site 

conditions contain soil and environmental conditions including precipitation, dry 

periods and temperature variations, and different components of the bridge 

infrastructure as per the type of the bridge 
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2) Develop a monitoring approach using 3D-TLS LiDAR technology, including initial 

scanning plan, registration process, rotating scans to a single coordinate system, 

and develop an optimized methodology for evaluating the ground movements.  

3) Develop database of time-series environmental data, including temperature, 

precipitation, and snowfall at the project site using nearby weather stations and 

deformation measurements using 3D-TLS technology. Determine the dependence 

and interdependence of different variables and develop an approach to incorporate 

all the parameters to develop long term ground movement prediction models. 

4) Perform validation studies for determining the accuracy of the developed models. 

This is performed using the validation database that is not used to develop the 

models and also performing comparison studies with existing established models 

in the literature to determine their efficacy in performance assessment. 
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Figure 3.1 Procedural framework for performance assessment of a bridge infrastructure 
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The framework presented in Figure 3.1 comprises of four major steps. The first 

step is to collect a solid database from the project history, site conditions, and bridge 

infrastructure components. A detailed understanding of project requirements such as size, 

geometry, and soil and seasonal ambient conditions is indispensable to perform reliable 

monitoring and to develop ground movement prediction models for the project under 

consideration.  

The second step is to collect relevant time-series data from bridge infrastructure 

test site using 3D-TLS technology. The validity of the data should be assessed by 

comparing the collected data from field instrumentations and terrestrial LiDAR surveys. 

Effective seasonal ambient factors such as precipitation and temperature variations should 

be considered during the data collection process.  

 After producing visualization models and comparison graphs based on the 

monitored parameters and 3D terrestrial laser scanner surveys, an accurate ground 

movement prediction model should be developed using system identification methodology. 

Several model structures should be attempted to estimate the best fit mathematical model 

structure to predict ground vertical or lateral movements. Considering effective ambient 

conditions, these sequential steps provide optimal unbiased estimates for cyclic ground 

movements, especially in expansive clays. 

 As the final step, predicted ground movements from the developed model should 

be evaluated and validated by using measured data from the test site and commonly used 

prediction model. The following sections present step-by-step procedure of health 

monitoring for bridge approach embankment by using 3D-TLS LiDAR technology. Each of 

the aforementioned steps are elaborated with more detail in the following sections. 
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3.2.1 Project Requirements 

Health monitoring and performance assessment of a bridge infrastructure cannot 

be accomplished without collecting a comprehensive information database from the history 

of the infrastructure, soil conditions, and bridge infrastructure components (Yari 2018). 

Performance history of a bridge infrastructure project including age and performed 

maintenance measures can provide a valuable database for future risk assessments and 

prediction analysis (Hooks and Frangopol 2013). The maintenance history of a bridge 

infrastructure can provide useful information about a bridge that can be used for future 

repair and budget preparation. This can include details such as date, description of project, 

contractor, cost, project number, type of maintenance, and related data. Knowledge of 

bridge deterioration rates is crucial for cost-effective bridge management and long-term 

performance prediction analysis (Biggs and Mahony 2004; Manos et al. 2008). 

Another important project requirement for health monitoring and performance 

evaluation of a bridge infrastructure is site conditions, including subsurface soil and 

environmental conditions. The effect of soil-structure interaction on the performance of 

bridge infrastructure cannot be investigated without having a deep insight of soil conditions. 

Soil conditions along with seasonal ambient precipitation and temperature variations reveal 

important information about potential hazardous problems below the surface. Liquefaction 

of sand deposits, differential settlements at the interface of a bridge structure and approach 

embankment, and swelling-shrinkage of expansive clayey soils are some examples. 

Additionally, developing accurate ground movement prediction models is not possible 

without collecting a solid database of site conditions.  

According to different types of bridge in the United States, infrastructure 

components, size, and geometry of bridge infrastructure play a pivotal role in bridge asset 

management and performance assessment of the infrastructure. Girder Bridge is the most 
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common basic highway bridge type constructed in the United States (Yari 2018). The most 

common basic type of superstructure used in the construction of girder type bridges are I 

beam girders and box girders.  The material normally includes structural steel, prestressed 

concrete, and/or composite of steel and reinforced concrete. However, bridge structure are 

normally supported by drilled shaft deep foundations and connected to the roadway from 

approach embankments (Yari 2018).  

 In the case of monitoring of ground movements using 3D-TLS LiDAR technology, 

project requirements on the object under consideration such as geometry and size of 

bridge infrastructure and seasonal ambient conditions make important contributions for 

designing both initial and optimized 3D-TLS scanning plans (Ahn and Wohn 2016; 

Zámečníková et al. 2014).  Ideally, to scan the surface of a bridge component, the laser 

scanner should be placed in such a way that the laser beam is near perpendicular to the 

surface (Soudarissanane et al. 2008; Soudarissanane and Lindenbergh 2011). However, 

it is not feasible to place the scanner perpendicular to the target object’s surface due to the 

survey limitations. This limitation can be reduced by designing an optimized scanning plan 

and using enhanced scan settings during LiDAR surveys. The next section presents 

scanning parameters, include resolution and settings, as another effective factor on LiDAR 

scanning plans. 

 LiDAR Scanning Plan 

An initial scanning plan is vital and should be designed according to the geometry 

and size of the surveying area, type of monitoring object, and the distance between the 

scanner and the target object. Parameters such as resolution and quality also contribute 

to the scanning plan and survey efficiency. It should be considered that the length of time 

required for scanning is increased dramatically by enhancing the resolution and quality 
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settings.  The significance of effective factors on LiDAR scanning plans is elaborated in the 

next sections. 

 Resolution and Quality Settings 

The resolution and quality settings are the two most important scanning 

parameters that govern the quality of the bridge visualization model. An optimized scanning 

plan contains a minimum number of scans with specific resolution and quality settings that 

covers the entire monitoring area. Respective settings can be either obtained from relevant 

inspection manuals or can be estimated by updating the scanning plan following a trial-

and-error approach. The resolution setting defines the distance between the sampled 

points. A higher resolution setting time is required if the measurements are required at very 

close distances. Whereas, the quality setting determines how long the scanner takes to 

measure a point and the duration of time a point is sampled. Higher quality scans provide 

less noise during the scanning survey. It should be noted that noise generally represents 

the turbulence from sensors and monitoring techniques. It should also be noted that with 

an increase in the quality and resolution settings, the scanning process time duration would 

be increased drastically. Figure 3.2 depicts the impacts of resolution and quality settings 

on the scanning survey (FARO Technologies 2011). The white dots in Figure 3.2 represent 

sampled points during the scanning survey. 

 

Figure 3.2 Resolution and quality setting effects on scanning surveys 
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 Atmospheric Conditions 

The atmospheric conditions can have significant impact on time-series 

measurements made by terrestrial laser scanning technology (Hejbudzka et al. 2010). 

Atmospheric conditions such as fog, rain, dust, and snow conditions can affect the scanner 

and the captured data (FARO Technologies 2011). Experimental surveys revealed that 

sampled points by the scanner were decreased drastically during the foggy atmospheric 

conditions (Hejbudzka et al. 2010). To ensure efficient scanning survey, the ambient 

temperatures should be within the range of 44°F and 104°F before performing surveys 

(FARO Technologies 2011). 

 Geometry of the Scanning Area 

The geometry of the scanning area plays an important role in the accuracy of the 

resulting point cloud data (Schaer et al. 2007; Soudarissanane et al. 2011; Soudarissanane 

and Lindenbergh 2011). Geometry constraints at a monitoring site can deteriorate the 

quality and reduce the accuracy of scans. For instance, increasing the distance between 

the scanner view point and target zone can lead to an increase in incidence angles to the 

object surface, which would decrease the accuracy of the 3D-TLS survey. It should be 

noted that the incidence angle “α” is defined as the angle between the emitted laser beams 

with the normal (n) to the object surface (Figure 3.3).  
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Figure 3.3 Performing field surveys and optimized number of scans 

An optimized scanning plan to cover the monitoring area contains a minimum 

number of scans with specific resolution and quality settings. Respective settings can be 

obtained from relevant inspection manuals or can be estimated by updating the scanning 

plan, following a trial-and-error approach. An initial scanning plan with high resolution and 

quality settings is recommended to use as the reference point cloud database to cover the 

monitoring area. The numbers of scans can be decreased gradually by employing different 

combinations of settings. Finally, depending on the variation-time rate of the monitoring 

factor, an optimized scanning plan will be developed for performing the consecutive 

surveys. Each set of acquired scans should be registered to a single point cloud. Different 

registration techniques are described in the following section. 

 Registration 

The registration process refers to moving all the individual scans to a single project 

point cloud and aligning them with a single coordinate system. This is an inherent 

procedure to be followed for test sites that require more than three scans. This process 

can be accomplished using target-based, target-less, or manual registration techniques. 
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The following sections present the details of the individual registration techniques that can 

be followed based on the test site conditions and project requirements. 

3.3.1 Target-Based Registration 

In order to register each set of collected scans to a single point cloud, at least three 

common reference points are required to be captured in two consecutive scans. In the 

target-based registration process, standard spheres, checkerboards, or natural targets are 

generally used as reference points (FARO Technologies 2011). A target-based registration 

is recommended to facilitate and expedite the registration process of scanning plans that 

have more than three scans to cover the entire test site. Target objects are categorized 

into two types: artificial and natural. Figure 3.4 demonstrates two commonly used types of 

artificial and natural targets including standard spheres and fixed structural elements of a 

bridge infrastructure. 

 

(a) 
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(b) 

Figure 3.4 (a) Artificial target; (b) Natural target 

The size and shape of the artificial and natural targets should be defined and set 

up manually in the processing tool as shown in Figure 3.5 ((a) and (b)). This is required for 

the processing software or the registration error may increase during the registration 

phase. 

 

(a) 
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(b) 

Figure 3.5 (a) sphere target dimension set up; (b) measuring of sphere diameter 

3.3.2 Target-Less Registration 

In many construction applications, physical targets cannot be installed for the 

registration process. However, setting up artificial targets such as spheres or flags are not 

always feasible due to space constraints and site limitations. In such cases, automatic 

target-less registration processes can be employed to produce an accurate visualization 

model of the surveyed area. Automatic target-less registration is a computational form of 

registration composed of cloud to cloud and top-view based registration approaches. Cloud 

to cloud registration is a form of target-less registration by overlapping the area that is 

identical between two scans. Hence, more identical points in two consecutive scans can 

lead to a more accurate target-less registration. However, there are some advantages and 

limitations corresponding to the automatic cloud to cloud registration approach.  

For the case of closed surveying areas, automatic cloud to cloud registration is 

very exact, because in this case the calculation involves millions of identical points. In large 
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outdoor surveying areas, automatic cloud to cloud registration is often not possible since 

there are only points on the ground and scans cannot provide enough points at higher 

altitudes to perform the cloud to cloud registration process (Sanchez et al. 2017). However, 

for outdoor surveying purposes, automatic top-view based target-less registration can be 

performed. Automatic top-view based registration is a form of target-less registration 

approach by automatic identification of edges, corner points, and fast plane detection 

(FARO Technologies 2016). 

Scanning plan makes an important contribution to perform the automatic target-

less registration process. A complicated scanning plan can confuse the computational tool 

to place all scans accurately. Hence, simplifying the scanning plan to cover the target area 

may facilitate the target-less registration process. Additionally, appropriate overlapping 

between the scanned areas plays a key role in facilitating the target-less registration 

process. Over-scanning and considering a proper scanning distance in the scanning plan 

as per the scanning settings can assist to provide a reasonable overlapping between the 

collected scans using target-less registration techniques.  

3.3.3 Manual Target-Less Registration 

Target-less registration can be accomplished initially by the manual registration 

approach. In the manual registration approach, individual scans should carefully be aligned 

and adjusted together in correspondence view. Correspondence view refers to a close view 

of an unregistered set of scans in which each scan is presented in a specific local 

coordinate system. In correspondence view, each scan can be rotated and moved to a 

proper position according to the adjacent scans. Subsequently, a cloud-to-cloud 

registration should be performed in such a way that the distance between overlapped areas 

do not exceed a user-defined maximum search distance magnitude (Figure 3.6). 
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Figure 3.6 Maximum search distance in cloud-to-cloud registration 

 The maximum search distance is the farthest distance in which, a scan will search 

adjacent scans for common captured points to find a reasonable overlap. An appropriate 

value for the maximum search distance parameter can be found by performing several trial 

and error cloud-to-cloud registration process. Figure 3.7 illustrates a simple example for 

manually setting up scans in correspondence view. 
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Figure 3.7 Appropriate linear scanning plan for top view-based registration 

The manual registration method may require several time-consuming attempts to 

get the registration process completed with the highest accuracy. After the initial 

registration process is accomplished, several cloud-to-cloud registration updates should 

be attempted to achieve the highest accuracy for the registered visualization model. The 

following section explains how to perform cloud-to-cloud registration updates briefly. 

3.3.4 Cloud-to-Cloud Registration Update 

Both target-based and target-less registration approaches are considered as a 

primary registration process, which cannot provide a highly accurate database to perform 

small deformation analysis. According to the used 3D terrestrial laser scanner, several 

cloud-to-cloud registration updates should eventually be implemented to achieve a mean 

scan point tension of less than 0.15 inches (FARO Technologies 2011). Mean scan point 

tension represents the discrepancy in the global coordinate system between the position 

and the orientation of the two corresponding reference objects in Scans 1 and 2. For 

corresponding reference points, the distance between their positions serves as input for 

the calculation of the tension. For planar areas and pipelines, the position and the direction 
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serve as input for the calculation of the mean scan point tension value. Values close to 

zero indicate a good registration result (FARO Technologies 2011). Cloud-to-cloud 

registration updates increase the accuracy of the registered point cloud by matching the 

surfaces’ sampled points from different scans (Akca 2007, 2008). By gradually decreasing 

the maximum search distance and increasing the average subsampling point distance, the 

accurate registration of scans can be accomplished (Figure 3.6). Subsampling, reduces 

and homogenizes the point density to a specified point distance. Whereas, maximum 

search distance determines the distance from each point within which a computational tool 

searches to find corresponding scan points (FARO Technologies 2011).  

It should be noted that a combination of a higher value of the subsampling 

parameter and a minimum set up value for the maximum search distance may not be 

necessarily result in a better cloud-to-cloud registration update. Instead, an optimized 

combination of both settings should be attempted to accomplish the highest accuracy. 

3.3.5 Ground Movement Analysis 

The main objective of using 3D-TLS technology in this research study is to detect 

ground movements. After all sets of scans are registered to a single point cloud, there are 

three main steps to measure ground movements. Assessment of ground movements is 

attainable merely by rotating all the registered point clouds to a same coordinate system. 

Thereafter, monitoring points should be selected from the reference point cloud, and 

ground vertical displacements can be determined from the other sets of scans. These steps 

are elaborated briefly in the next sections.  

 Rotating Scans to the Same Coordinate System 

Practically, each LiDAR survey is performed in a different local coordinate system. 

Hence, it is required to rotate all registered point clouds to the same exact coordinate 

system prior to performing ground movement analysis. Since this type of alignment 
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involves six degrees of freedom (three translations and three rotations), at least three 

common fixed reference points are required in all registered point clouds. Artificial 

reference points such as standard spheres or naturally fixed objects from the test site such 

as bridge piers supported by deep foundations. These piers can be used to rotate all point 

clouds to the same coordinate system. 

 Selection of Monitoring Points 

The selection of monitoring points is crucial in evaluating the performance of the 

bridge infrastructure. The monitoring points should be selected from the reference point 

cloud database generated from the first set of scans. Depending on the type of 

infrastructure project, monitoring points can be selected from critical monitoring zones. For 

example, in a bridge approach embankment, ground vertical movements should be 

measured and evaluated for bump phenomenon on the top of the pavement surface, and 

the stability of embankment slope can be evaluated by monitoring of ground movements 

on the top of the pavement shoulders and embankment slopes.  

 Evaluating Ground Movements for Periodic Intervals  

An appropriate automated computational tool is required to evaluate ground 

movements. For example, in an imaging processing software, SCENE, a new add-in was 

developed to evaluate ground vertical displacements. Mathematically, the deformation 

analysis will be conducted by evaluating the new location of the selected points by 

searching for the same coordinates in other scanned point clouds.  

 Summary of the Framework for 3D-TLS Field Operations 

During the past few decades, terrestrial laser scanning technology has evolved 

and has been adopted for a variety of applications, including Industrial, architectural, 

structural, geotechnical, archaeological, and mechanical dimensional inspection (Ebrahim 

and Mostafa 2011; Lemmens 2011).  Despite the versatility in the applications, very limited 
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studies were performed in developing a framework suitable to their respective application. 

The first step to develop a framework to evaluate the performance of a bridge infrastructure 

is to develop an optimized methodology for evaluating the ground movements using 3D-

TLS LiDAR technology. Figure 3.8 depicts a summary of the developed multipurpose 

flexible framework for the implementation of 3D-TLS for performing field operations. The 

following sections present how time-series measurements can be utilized for development 

of ground movement prediction models.  
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Figure 3.8 Terrestrial laser scanning step-by-step procedure (Shafikhani et al. 2018a) 
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 System Identification  

System identification is the process of capturing the physical characteristics of a 

system and matching it to a mathematical model structure (Fassois and Rivera 2007b; 

Keesman 2011). A system is a regularly interacting or interdependent group of factors, that 

form a unified whole. The applications of system identification techniques transcend from 

engineering practices and reach into fields such as economics, biology, medicine, ecology, 

and geology (Fu and Li 2013). The theory of system identification technique is briefly 

reviewed here, a detailed explanation can be found elsewhere (Ljung 1998; Natke 2014; 

Söderström and Stoica 1989). 

Figure 3.9 demonstrates a system identification step-by-step procedure 

(Andersson et al. 1998). The identification process of a system is typically comprised of 

four main steps: (1) collection of  suitable data from the system, (2) selection of the model 

structure, and (3) implementation of the identification algorithm, and (4) validation of the 

prediction model according to a criteria (Rabbani et al. 2013). An identification procedure 

usually involves numerous iterations between these steps. Based upon the number of 

factors involved in the model formulation, the system identification process can be 

categorized into single-input single-output and multi-input multi-output models (Aarts 

2012). According to the availability of a priori data of a system, models can be generated 

as white-box, grey-box, or black-box (Chinarro 2014). 
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Figure 3.9 System identification procedure (Andersson et al. 1998)  

White-box, also called glass-box or clear-box, is a system with all necessary 

available information. Accordingly, a white-box model is a pure mathematical model in 

which, if the available dataset employs appropriately, the derived model will behave 

correctly. In contrast, black-box refers to a system which can be viewed in terms of inputs 

and outputs with an unknown internal structure. Black-box models may be developed to 

estimate a nonlinear system (Chen et al. 1990; Leontaritis and Billings 1985). However, 

physical significance or structural properties of the system cannot be captured (Gawthrop 

et al. 1993; Lorito 1998; Tan and Li 2002). Non-linear auto-regressive moving average or 

artificial neural network models are two examples of black-box modeling techniques.  
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Sometimes, a combination of a partial theoretical model and some a priori 

information may complete a model. However, some of the minor nonlinearities cannot be 

modelled accurately due to the system complexity and constraints on physical ability to 

measure. Thus, this is seen as a partially known system and can be modelled as a grey-

box model (Forssell and Lindskog 1996; Gawthrop et al. 1993; Sjöberg and De Raedt 1997; 

Tan and Li 2002). In practice, all systems are between white-box and black-box models. 

Hence, almost all systems can be considered as grey-box models. In other words, by 

transmitting from white-box to Black-box modeling approaches, the level of experimental 

modeling of a system is increased (Figure 3.10). 

 

Figure 3.10 Different methods of mathematical modeling (X-engineer.org 2018) 

Depending on the application, the identification algorithms can be divided into 

recursive (suitable for on-line setup) or non-recursive (off-line) methods. In many cases, it 

is beneficial to have a model algorithm available on online to be updated based on new 

observations. In such algorithms, model parameters can be computed repeatedly over time 
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when a new observation is recorded at next iterations (Chen 2009; Ljung and Söderström 

1983; Pelckmans 2015). This type of algorithm in which current output(s) depend on 

previous output(s) is called recursive (on-line) models. However, in non-recursive (off-line) 

systems, current outputs do not depend on previous output(s) (Ghanem and Shinozuka 

1995; Isermann 1981). 

A variety of linear and non-linear model structures are available in the model 

identification approach to assist modeling an unknown system (Aarts 2012). Selection of 

an appropriate model structure to capture dynamics of a system depends significantly on 

several factors. Comprehensive understanding of the system identification modeling 

approach and possessing inclusive insight of the system undergoing identification are two 

major required factors (Andersson et al. 1998; Natke 2014). It has been revealed that 

employing complex nonlinear model structures does not necessarily result in an accurate 

model to capture dynamics of a system. However, models developed from linear model 

structures may result in more user-friendly and accurate models for practical purposes 

(Akshaykumar and Subbulekshmi 2016).  

There are several linear model structures that are available to employ in the model 

identification process. One important class of model structures used in system identification 

modeling is the discrete-time linear models (Åström and Eykhoff 1971; Kailath 1980). 

Autoregressive models are mathematical-statistical algorithms that can represent a type of 

random process in which the output variable depends on stochastic and noisy terms 

(imperfectly predictable terms) and their previous values. Data used for building such 

models can be intrinsically discrete or might be samples of a continuous signal(s). 

Generally, a system can be described by using the following linear polynomial 

equation (Akshaykumar and Subbulekshmi 2016; Ljung 1992, 1998): 

 𝑦 (𝑛) = 𝑞−𝑛𝐺(𝑞−1, 𝜃)𝑢(𝑛) + 𝐻(𝑞−1, 𝜃)𝑒(𝑛) 3.1 
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Where, 𝑢(𝑛) and 𝑦 (𝑛) are input and output of the system, respectively. In this 

equation, 𝑒(𝑛) represents the noise in the system, and 𝐺(𝑞−1, 𝜃) and 𝐻(𝑞−1, 𝜃) are the 

transfer functions of the deterministic and stochastic part of the system, and 𝑞−1 is the 

“backward shift operator” such that 𝑞−𝑛𝑢(𝑡) = 𝑢(𝑡 − 𝑛), 𝑛 ∈ ℤ .  The general-linear model 

structure is depicted in Figure 3.11. It is worthwhile to restate that noise generally 

represents the turbulence from sensors and monitoring techniques. While some unwanted 

variation of a system such as a step change in ambient conditions can create disturbance 

in a system, both noise and disturbance effects are considered in modeling process using 

system identification approach (Shinners 1998). 

                      𝑒(𝑛) 

 

 

 

 

𝑢(𝑛)                          𝑦(𝑛)               

 

Equation 3.1 implies a comprehensive format of a linear model structure. However, 

simpler forms of general-linear model structures can be deduced by setting one or more of 

𝐴(𝑞), 𝐵(𝑞), 𝐶(𝑞), 𝐷(𝑞), 𝐹(𝑞) polynomials as 1. These simpler models such as Auto 

Regressive (AR), Auto-Regressive with exogenous input (ARX), Auto-Regressive Moving 

Average with eXogenous input (ARMAX), Output Error (OE), and Box Jenkins (BJ) can be 

deduced for different real-world applications (Akshaykumar and Subbulekshmi 2016; Ljung 

1992).  It should be noted that the term exogenous refers to variables in which their values 

𝐶(𝑞)

𝐷(𝑞)
 

𝐵(𝑞)

𝐹(𝑞)
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𝐴(𝑞)
 + 

Figure 3.11 General-linear model structure (Andersson et al. 1998) 
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are determined from outside the model. A summary of each model is discussed briefly in 

the next sections. 

3.5.1 AR Model Structure  

AR model structure is the simplest form of linear model structures in the model 

identification approach. In this model, outputs are only dependent on previous outputs and 

no system inputs or disturbances can be modeled using this model. Very simple time-series 

analysis and linear prediction coding are applications of this model. Figure 3.12 

demonstrates the AR model structure (Akaike 1974). 

 
        𝑒(𝑛) 
 
 
                           𝑦(𝑛) 
       
 
 

 
3.5.2 ARX Model Structure 

ARX model structure is one of the most efficient polynomial estimation methods in 

the linear system identification approach (Ljung 1998; Rachad et al. 2015). ARX model 

provides a unique solution by using linear regression equations in analytic form. ARX 

model is recommended when the required model order is high (Andersson et al. 1998; 

Ljung 1992). 

In the ARX model, disturbance is considered as a part of the system dynamics, 

which is a limitation of this model. In other words, the deterministic and stochastic parts of 

the system have the same poles, which can lead to unrealistic results. This disadvantage 

of the ARX model can be optimized by setting high order models to minimize the equation 

1

𝐴(𝑞)
 

Figure 3.12 AR model structure (Akshaykumar and Subbulekshmi 2016) 
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errors and increase the stability of the model. Figure 3.13 demonstrates a schematic view 

of the ARX model. 

       𝑒(𝑛)         

 

    𝑢(𝑛)                𝑦(𝑛) 

 

 

3.5.3 ARMAX Model Structure 

Unlike the ARX model structure, ARMAX model structure possesses more 

flexibility for modeling dominating disturbances that enter early in the system. For instance, 

a wind gust affecting an aircraft is considered as an early disturbance in the system. Figure 

3.14 demonstrates the ARMAX model structure (Åström and Eykhoff 1971). 
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3.5.4 OE Model Structure 

In the OE model, dynamic and stochastic effects of a system can be modelled 

separately. However, this model cannot capture the disturbance effects of a system. Figure 

3.15 shows a schematic view of the OE model (Andersson et al. 1998; Ljung 1992). 
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Figure 3.13 ARX model structure (Rachad et al. 2015) 
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Figure 3.14 ARMAX model structure (Johansen and Foss 1993) 
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3.5.5  BJ Model Structure 

Between the linear polynomial model structures, the Box Jenkins provides a 

complete model in which disturbance can be modeled separately from system dynamics. 

Unlike the ARMAX model, the BJ model is useful when disturbances enter late into the 

system. For example, precipitation effect on expansive soil swell-shrink induced 

displacements can be considered as a late disturbance effect in a system. Figure 3.16 

displays the BJ model structure. 
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Figure 3.15 OE model structure (Akshaykumar and Subbulekshmi 2016) 
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Figure 3.16 BJ model structure (Reilly 1980) 
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Table 3.1 summarizes the general-linear polynomial model structures of the AR, 

ARX, ARMAX, OE and BJ models (Croarkin et al. 2002; Xue and Chen 2013). In the given 

formulas, 𝐴 , 𝐵, 𝐶, 𝐷, 𝐸, and 𝐹 are polynomials of the shift operator, 𝑛𝑢 denotes the total 

number of inputs, and 𝑛𝑘 designates the ith input delay that characterizes the transport 

delay (Croarkin et al. 2002). It is worth emphasizing that the existence of shift operator 𝑞−1 

in the models exhibits the fact that we are dealing with a discrete-time model rather than a 

continuous-time model. Table 3.1 presents different linear polynomial model structures that 

can be used for assessing the performance of a civil infrastructure based on the site 

conditions. 

Table 3.1 Linear polynomial model structures (Croarkin et al. 2002; Xue and Chen 2013) 

Model Structure Equation 

Auto-Regressive Exogenous (ARX) 𝐴(𝑞)𝑦(𝑡) = ∑ 𝑢𝑖(𝑡 − 𝑛𝑘𝑖) +

𝑛𝑢

𝑖=1

𝑒(𝑡) 

Auto-Regressive Exogenous (ARX) 𝐴(𝑞)𝑦(𝑡) = ∑ 𝐵𝑖(𝑞)𝑢𝑖(𝑡 − 𝑛𝑘𝑖) +

𝑛𝑢

𝑖=1

𝑒(𝑡) 

Auto-Regressive Moving Average 

Exogenous (ARMAX) 
𝐴(𝑞)𝑦(𝑡) = ∑ 𝐵𝑖(𝑞)𝑢𝑖(𝑡 − 𝑛𝑘𝑖) + 𝐶(𝑞)

𝑛𝑢

𝑖=1

𝑒(𝑡) 

Output Error (OE) 𝑦(𝑡) = ∑
𝐵𝑖(𝑞)

𝐹𝑖(𝑞)
𝑢𝑖(𝑡 − 𝑛𝑘𝑖) +

𝑛𝑢

𝑖=1

𝑒(𝑡) 

Box Jenkins (BJ) 𝑦(𝑡) = ∑
𝐵𝑖(𝑞)

𝐹𝑖(𝑞)
𝑢𝑖(𝑡 − 𝑛𝑘𝑖) +

𝐶(𝑞)

𝐷(𝑞)

𝑛𝑢

𝑖=1

𝑒(𝑡) 

 

 Summary 

A framework is developed for health monitoring and performance assessment of 

a bridge infrastructure. The developed framework mainly consists of four major steps 

including project requirements, developing a monitoring approach using 3D-TLS LiDAR 
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technology, developing long term ground movement prediction models using system 

identification approach, and performing validation studies for determining the accuracy of 

the developed models. The impact of project requirements including project history, site 

conditions, and bridge infrastructure components on performance assessment of a bridge 

infrastructure, and the initial and optimized scanning plan is presented respectively. An 

introduction to the system identification approach is presented along with a step-by-step 

procedure for developing and validating ground movement prediction models.  

The illustration of the developed framework is performed on a rehabilitated soil-

geofoam bridge approach embankment located in Cleburne, Texas. The illustration is 

performed in two parts: performing field operations using 3D-TLS technology and 

developing prediction models by using the system identification approach, which are 

presented in chapter 4 and chapter 5, respectively. 
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Chapter 4: Application of the Developed Framework at the Top of a Bridge 

Approach Embankment 

 Introduction 

This chapter presents the illustration of the developed framework using 3D-TLS 

technology and the system identification approach to assess the performance of a bridge 

infrastructure.  In this study, a rehabilitated soil-geofoam embankment bridge infrastructure 

located in North Texas was considered. The following sections present the details on test 

site, project background, site geometry, in-situ instrumentation, evaluating the feasibility of 

3D-TLS technique for ground movement data collection, scanning parameters, registration 

process, and analyses performed to obtain ground vertical movements over the pavement 

surface of the studied infrastructure.  

 Project Site Background  

The bridge approach embankment considered in this study was constructed in 

1995 and is located in Johnson County, North Texas. The abutments of this infrastructure 

are supported on drilled shafts, and the approach slab of the bridge was constructed over 

a 40 ft. high embankment composed of plastic clay. The sides of the embankment and 

abutment walls are supported by reinforced retaining walls (see Figure 4.1). 

 

Figure 4.1 Schematic view of the US 67 bridge (Ruttanaporamakul et al. 2016) 

The approach slab settled more than 16 inches over a period of 16 years, 

translating to an average settlement rate of 1 inch per year. The settlement at this site is 
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primarily due to the consolidation of the embankment and foundation soils 

(Ruttanaporamakul et al. 2016). Figure 4.2 demonstrates the measured ground vertical 

displacements at the top of the bridge approach embankment in January 2012 

(Ruttanaporamakul 2015). 

 

Figure 4.2 Measured ground vertical movements (January 2012) (Ruttanaporamakul 

2015) 

Several rehabilitation measures, including soil nailing, grout injections, and hot mix 

overlays, were attempted, but none of the applied techniques were found to be effective in 

mitigating the differential settlements. This was because all the techniques were not 

alleviating the overburden pressure, which caused the consolidation settlements of the 

foundation and embankment soils. In 2012, the top 6 ft of the approach embankment was 

replaced with lightweight expanded polystyrene (EPS) geofoam blocks, primarily to reduce 

the overburden pressure (Figure 4.3). The details of the design and construction of this 

rehabilitated embankment can be found elsewhere (Puppala et al. 2017a; 

Ruttanaporamakul 2015). 
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Figure 4.3 Installation of geofoam blocks in January 2012 (Ruttanaporamakul 2015) 

 Geometry of the Scanning Area 

In this research study, approximately 26,640ft2 of a bridge infrastructure site was 

covered using LiDAR surveys. The main intent of performing LiDAR surveys was to monitor 

vertical displacements over the large pavement area of 4,400ft2 located at the top of 

approach embankment. A top view of the test site and monitoring area is depicted in Figure 

4.4. The dashed line represents the scanning area under consideration. 

 

Figure 4.4 Top view of the test site and surveying area 
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 Site instrumentation 

In order to evaluate the performance of the soil-geofoam bridge approach, the test 

site was monitored using horizontal inclinometers and pressure cells. Four horizontal 

inclinometer casings were installed on the top of the geofoam layer, which was 

approximately 2 ft. below the pavement surface. Inclinometer readings were taken monthly 

from each casing using a data logger. It is worth noting that horizontal inclinometer 

applications were limited to vertical displacement monitoring along the installed casing 

sections. So, collected data from the horizontal inclinometer is not adequate for quantifying 

ground displacements over the monitored pavement area. Figure 4.5 ((a) and (b)) 

demonstrates a schematic illustration of four inclinometer casing locations and the 

measuring process of ground vertical movements.  

 

(a) 
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(b) 
Figure 4.5 (a) Horizontal inclinometer casing locations; (b) Measuring process of ground 

vertical movements 

Additionally, to monitor vertical and lateral pressures at the top and bottom of the 

Geofoam layer, four pressure cells equipped with thermometers were installed in the 

rehabilitated area.  Figures 4.6 (a) and (b) represent the pressure cells installed at the top 

and bottom of the Geofoam blocks to measure the vertical pressures. Figures 4.6 (c) and 

(d) represent the pressure cells installed on both the abutment and the north wing wall in 

contact with the Geofoam blocks to measure lateral pressures at their interface.  

    
         (a)                     (b) 
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(c)               (d) 

Figure 4.6 Four pressure cells installed at the bridge approach slab 

The pressure cells were connected to a Quattro logger, where the algorithm was 

set to automatically record the readings for each 15-minute time interval. It shall be noted 

that the VW Quattro Logger’s electronics are impervious to humidity and condensation, 

which is rated to collect reliable data from -4º to +150º F (Ruttanaporamakul 2015). It is 

observed that the soil-geofoam bridge embankment has undergone less than 1.5 inches 

of settlement over the five-year period from January 2012 to December 2016, which is 

considered as the threshold for the Bump phenomenon. The laterally installed pressure 

cell on the inside wall of the bridge abutment (Figure 4.6 c) showed occasional negative 

values. Also, the pressure cell installed at the bottom of the inside of the north wing wall 

(Figure 4.6 d) stopped working properly, which could be due to loss of contact with the 

Geofoam layer (Figure 4.7).  
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Figure 4.7 Lateral and vertical pressure cell data, 2012 

These observations led researchers to analyze the physical interaction between 

the abutment and wing wall and the Geofoam layer due to temperature variation effects. 

Since the main objective of this research is to evaluate the performance of the bridge 

approach slab over a geofoam modified soil embankment with respect to seasonal 

temperature variations, the temperature variations were recorded in the pressure cells at 

15-minute time intervals. Even though the horizontal inclinometer provided the deformation 

readings, the measurements depict only a specific section along the bridge approach slab. 

In order to evaluate the deformations on the bridge deck and approach slab, the LiDAR 

technology was adopted as presented in the following sections. 
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 Evaluation of the Potential of LiDAR for Ground Movement Data Collection 

Since ground movement monitoring over the large pavement area was not feasible 

using in situ instrumentation techniques, remote sensing surveys were performed using 

3D-TLS technology. In this study, long-range scanner technology was used, which was 

capable of scanning objects up to a distance about 1080 feet from the scanner. Figure 4.8 

depicts a scanning survey using the FARO Focus3D X 330 3D terrestrial LiDAR, which is 

used in this study. 

 

Figure 4.8 Long range 3D TLS LiDAR survey 

 
 Initial Scanning Plan  

This section presents the initial scanning plan developed for covering the entire 

bridge site using 3D-TLS technology. Several site inspections, 3D map analysis, and trial 
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and error scanning plans were carried out to design an approximately optimized scanning 

plan for the current test site. The effective factors for the optimized scanning plan consist 

of required scan parameters for the pavement monitoring purposes, reference points for 

registration process, and monitoring points for performance evaluation. 

For pavement forensic analysis, the minimum required scan point density of 0.1 ft. 

or less is required at a distance of 125 ft. from the scanner (Caltrans 2011). Accordingly, 

the LiDAR surveys were scheduled with ¼ resolution and 4x quality. The selected 

resolution and quality setting provide a point density of 0.07 ft. at the distance of 125 ft. 

from the scanner (FARO Technologies 2011). Figure 4.9 illustrates the basic working 

mechanism of a laser scanner and conditions for pavement forensic surveys. 

 

 
Figure 4.9 Minimum required point density for pavement analysis scans (Caltrans 2011) 

In order to perform deformation analysis on the collected point clouds from different 

time intervals, at least three fixed reference points are required to rotate all the scans to 

the same coordinate system. In the current project, since the bridge abutments are 

supported by drilled shaft foundations, a part of the bridge structure close to the abutments 

was considered as the fixed zone. Thus, small steel anchor bolts were anchored onto the 

bridge deck to hold eight standard spheres as the fixed reference points (see Figure 4.10).  
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        (a)          (b)               (c) 

According to the different scanning plans, different sets of spheres were used to 

rotate the collected scans to the same coordinate system after the registration process. 

However, all eight reference points were covered in all scanning plans to evaluate the 

accuracy of respective produced digital models after rotating them to the same coordinate 

system. 

Based on the selected scan parameters, reference point locations, visual 

inspections, and performed trial and error scanning plans, an initial set of 10 scans was 

scheduled to cover an area of approximately 26,640 ft2 of the bridge infrastructure test site. 

It was anticipated that this plan would provide high quality visualization of the test site, 

which would be beneficial for any future holistic assessments of the bridge infrastructure 

test site.  

Among ten scans, four scans were planned to monitor 100 ft. in length of the 

pavement surface. Additionally, four scans were considered to cover the side slope 

embankments and concrete shoulders and two scans were scheduled to record the bridge 

structure movements. Figure 4.11 (a to c) shows the initial scanning plan and a top view of 

the test site from the collected scans. In Figure 4.11 (a), the numbers represent the 

counterclockwise sequence of the scanning plan that was performed at the test site. Scans 

1 to 3 and 8 to 10 covered the approach slab pavement and the embankment slopes 

Figure 4.10 (a) Anchor bolts, (b) & (c) locations of fixed reference points 
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(Figure 4.11 a). Whereas, scans 4 to 7 were planned to cover the bridge structure 

movements. 

 

(a) 

  

(a)        (c) 

Figure 4.11 (a) initial scanning plan (top view), (b) Top view from the processed scans, 

and (c) satellite top view 

Figure 4.11 (b) depicts a top view of the test site from the processed scans. Unlike 

the satellite top view (Figure 4.11 c), the temperature-induced expansion joint between the 

bridge structure and the approach embankment and even bridge decks are evident from 

the top view of the test site from the processed scans (Figure 4.11 b). Performing a 

scanning survey includes scanner set up for each scan and conducting a set of 10 scans. 

This process required more than 200 minutes of surveying, which was time consuming and 

laborious.  
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 Optimization of LiDAR Scans 

In order to increase the accuracy of the collected point cloud and reduce the 

scanning time period, an attempt was made to reduce the number of scans and to find an 

optimized scanning plan. Hence, the scan number 3 and 8 were eliminated initially in the 

third consecutive survey. The scans numbered 3 and 8 were primarily designed to cover 

the embankment slope surface and to provide a better visualization model of the monitoring 

area. However, the main purpose of conducting LiDAR surveys was to monitor vertical 

displacements over the pavement surface.  

Figure 4.12 (a) depicts a top view of the monitoring area from the enhanced 

scanning plan. It is worthwhile to state that the spheres numbered 1, 5, and 7 were used 

to rotate the digital models produced from the latter two surveys to the same coordinate 

system of the collected point cloud from the initial survey (Figure 4.12 b & c). The spheres 

numbered 1, 5, and 7 were utilized as the fixed reference points mainly because they were 

installed very close to the bridge structure that supported by drilled shaft foundations. 

 

(a) 
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        (b)             (c) 

Figure 4.12 (a) enhanced scanning plan (top view), (b) & (c) reference points 
 

According to the scanning plan, scans 3 through 6 (Figure 4.12 (a)) were 

considered to cover the bridge structure and the fix zone, including reference points 1, 2, 

5, and 6 (Figure 4.12 (b & c)). An attempt was made to optimize the scanning plan by 

eliminating scans 3, 5, and 6 (Figure 4.12 (a)) since five scans were likely to be sufficient 

to cover the entire pavement surface area, bridge deck, and embankment slopes (Figure 

4.13).  

In order to evaluate the influence of using different reference points during the 

initial registration process on the accuracy of the produced models from different scanning 

plans, the scan numbered 1 was retained in the optimized scanning plan to cover the 

reference points below the bridge structure. It is worthwhile to restate that placing all 

individual scans to a single project point cloud and aligning them onto a single coordinate 

system is called registration. Subsequently, two sets of fixed reference points including 

point numbers 3, 4, 8 and 1, 5, 7 (Figure 4.12 (b & c)) were used to rotate the registered 

point cloud from the optimized scanning plan to the previously produced model's 

coordinate system.  
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Figure 4.13 Optimized scanning plan (top view) 

It is evident that the first two scanning plans, including sets of 10 and 8 scans were 

registered in a counterclockwise sequence (Figures 4.11 (a) and 4.12 (a)). However, a 

clockwise registration sequence was performed for the optimized scanning plan comprises 

of 5 scans (Figure 4.13).  

 Registration Process and Cloud-to-Cloud Registration Updates 

A target-based registration approach was performed initially to facilitate and 

expedite the registration process for each set of scans. Several cloud-to-cloud registration 

updates were performed to achieve the maximum possible accuracy of the point cloud. 

Several combinations of cloud-to-cloud registration settings were attempted to achieve the 

highest possible accuracy (Figure 4. 14 (a to c)).  
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(a)           (b) 

Figure 4.14 Cloud to cloud scanning update settings 

It was recommended that more accurate point cloud registration can be 

accomplished by using digital inclinometer and altimeter data resources rather than the 

collected data from the digital GPS and compass within the scanner (FARO Technologies 

2011). Subsequently, overall mean scan point tension values of less than 0.15 in. were 

achieved after the cloud-to-cloud registration update process was performed for all sets of 

scans. Figure 4.15 depicts overall statistics of an updated point cloud with 0.1133 in. of 

mean scan point tension value.  
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Figure 4.15 Over all mean scan point tension of less than 

After conducting several periodic LiDAR surveys, all the registered point clouds 

were rotated to a single coordinate system. Detailed information about this step is provided 

in the next section. 

 Rotating Scans to the Same Coordinate System 

After the registration process, at least three fixed reference points were required 

in all the registered point clouds to rotate them to the same coordinate system. Since the 

bridge abutments are supported by drilled shafts, a part of the bridge structure close to the 

abutments was considered as the fixed zone. Thus, small steel anchor bolts were planted 

and affixed to the bridge deck to hold eight standard spheres of radius 4.5 in. as the fixed 
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reference points (see Figure 4.12). The spheres were used for both the registration process 

and for rotating scans to the same coordinate system. 

A negligible error of less than 0.002% was calculated after the rotation of scans 

into the same coordinate system. The accuracy of the rotated sets of scans was controlled 

by the selection of ten similar random points from all sets of scans. The distance of each 

point was calculated from the origin of each survey coordinate system, then the error was 

estimated for each rotated point cloud by comparing the distances of selected points from 

the origin. The first scan survey performed in April 2016 was considered as the reference 

data set for performing movement analysis of the embankment during subsequent time 

periods. 

 Selection of Monitoring Points 

More than 850 monitoring points were selected and analyzed for assessing the 

vertical movements at the top of the approach slab pavement, concrete shoulders, and 

bridge deck, as shown in Figures 4.16 (a & b).  

 

(a) 
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(b) 

Figure 4.16 (a) Monitoring points at the top of the pavement surface and (b) concrete 

shoulders 

Preliminary analysis depicted different elevations at the top of the pavement, 

bridge deck, and the approach slab monitoring zones. Graphical representation of the 

processed scans (known as heatmap) of the approach embankment and the bridge 

structure is presented in Figure 4.17. 
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Figure 4.17 Heat color map of the total elevations (in.) 

The red zone in Figure 4.17 represents the monitoring area at the top of the 

approach embankment, and the blue zone demonstrates the monitoring area at the top of 

the bridge deck. Based on the evaluated total elevations, it is evident that the bridge deck 

pavement surface has lower elevations than the approach slab pavement surface.  

 Evaluate Ground Movements for Periodic Surveying Intervals 

Periodic vertical ground movement evaluation was performed at the top of the 

pavement surface. Approximately 100 ft. of pavement over the bridge deck and the bridge 

approach embankment was surveyed for vertical deformations. In Figure 4.18, sections A-

A and B-B demonstrate a graphical visualization of the longitudinal monitoring sections.  
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Figure 4.18 Longitudinal monitoring sections 

A graphical representation of the measured ground vertical movements over the 

pavement surface from April to July 2016 is shown in Figure 4.19 ((a) & (b)). Ground 

movement analysis on the bridge approach embankment from April to May 2016 revealed 

that heaving had occurred at the bridge approach embankment (Figure 4.19 (a)). However, 

cumulative total vertical movements at the top of the pavement from April to July 2016 

showed that one lane had undergone heaving and the other lane had experienced 

settlement. 
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(a) 

 

(b) 

Figure 4.19 Vertical deformations (in.) (a) April - May 2016 and (b) April - July 2016 

It should be noted that the negative values in Figure 4.19 represent heaving and 

positive values indicate settlement. Measured ground vertical movements in Figure 4.19 

are presented in inches. Figures 4.20 (a) and (b) represent a comparative analysis on 
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vertical movements along sections A-A and B-B for the center line of both US 67-N and 

US 67-S lanes during the four months from April to July 2016. 

 

 

(a)        (b) 

Figure 4.20 (a) Vertical displacements at section A-A, (b) Vertical displacements at 

section B-B from the processed scans 

In Figure 4.20, the horizontal axis represents the distance from the bridge in 

inches, and the vertical axis presents cumulative vertical movements in millimeters. Y=0, 

in both Figures 4.20 (b) and (b), represents the reference date, April 2016, when the first 

set of scans was performed. The first four meters represent the vertical movements at the 

top of the bridge deck pavement surface. An abrupt change in the vertical movements from 

X = 4.3m is observed from the analysis. This section represents the bridge approach 

embankment (expansion joint). The vertical movements on the bridge structure were 

smaller than those of the approach slab. This is because the bridge deck is supported on 

drilled shafts, where the environmental effects are minimal compared to those of the 

approach slabs, which are underlain by embankment and foundation soils. The swell-shrink 
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behavior of a moderately plastic clay embankment is more evident from the deformation 

analysis at the top of the approach embankment pavement surface.  

 Validation of LiDAR Data 

The reliability of the processed scans was assessed by comparing their 

magnitudes with the observed vertical movements depicted by the horizontal inclinometer 

surveys. It should be noted that the horizontal inclinometer data was collected 

simultaneously with the scanning surveys. Studies on the inclinometer probes show a 

system accuracy of 0.1 to 0.25in. per 100ft of casing (Machan and Bennett 2008). 

However, both sets of scans were registered and processed with errors less than  0.078 

in..  Figures 4.21 (a) to (d) display vertical movements from both the inclinometer data set 

and processed scans from April to May 2016.  

 

 

(a)                                                                    (b) 
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(c)      (d) 

Figure 4.21 Vertical movements from April 2016 to May 2016: (a) US 67-1, (b) US 67-2, 

(c) US 67-3, and (d) US 67-4 

Inclinometer data depicted vertical movements at the bottom of the pavement, 

whereas the processed scans from LiDAR showed vertical movements of the four stations 

at the top of the pavement. It shall be noted that the comparison studies for the movements 

from horizontal inclinometer and LiDAR studies limits to only trend in the data rather than 

magnitudes. This is because the magnitude of the movement at the bottom of the 

pavement may not be completely reflected on the top of the pavement.  

It is apparent from Figure 4.21 that both the horizontal inclinometer and LiDAR 

data sets exhibited swelling from April to May 2016. The average swell displacement 

obtained by the horizontal inclinometer at the top of the geofoam blocks was 0.97 in.; 

whereas, the processed scans showed less than 0.4 in. average swell at the top of the 

pavement. Figures 4.22 (a) to (d) present data from the inclinometer and LiDAR surveys 

from May to July 2016.  



106 

 

          (a)             (b) 

 

(c)     (d) 

Figure 4.22 Vertical movements from April 2016 to July 2016: (a) US 67-1, (b) US 67-2, 

(c) US 67-3, and (d) US 67-4 

Compared with Figures 4.21 (a) and (c), it is evident that Figures 4.22 (b) and (d) 

show closer magnitudes for the measured vertical displacements from the LiDAR surveys 
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and horizontal inclinometer casings. However, all the plots consistently present similar 

types of vertical displacement (swelling or settlement) captured from the applied methods.   

The variations between the magnitudes of measured displacements can be 

attributed to the different stress-strain behaviors of the rigid pavement and underlying 

geofoam material (Puppala et al. 2017b, 2018). The data from the horizontal inclinometer 

showed that more than 1.2 in. of heave was observed during one month at US 67-3 and 

US 67-4. The deformation tolerance must have been visually evident at the top of the 

pavement; however, no vertical displacements were observed over the pavement surface 

during the visual inspection. Hence, it can be concluded that vertical deformations at the 

top of geofoam blocks cannot represent the deformations at the top of the pavement 

surface.  

Both lanes (US 67 N and US 67 S) experienced heaving from April to May 2016. 

From May to July 2016, US 67 S experienced negligible vertical movements, but US 67 N 

underwent noticeable settlements. A comparison between the results from both 3D-TLS 

and horizontal inclinometer techniques (Figures 4.21 and 4.22) revealed that 3D-TLS 

technology is a reliable technique for use in evaluating vertical movements at the top of the 

pavement surface. 

 Summary 

The reliability of the 3D terrestrial LiDAR technology was evaluated for monitoring 

of small ground surface vertical movements. The application of the framework was 

demonstrated by performing the field surveys and analysis on a bridge infrastructure 

located in North Texas.  

Approximately, 26,640 ft2 of the bridge infrastructure was covered by performing 

3D-TLS surveys. Optimization studies revealed that by using artificial targets, the number 

of scans can be significantly decreased. In the performed analysis of a bridge 
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infrastructure, the number of scans were significantly decreased from ten to five using 

artificial targets. This reduction in number of scans still yielded the desired quality for 

evaluating vertical movement and increased efficiency of field surveys.  

More than 800 test points from the processed scans were analyzed over the 

pavement surface of approach slab and bridge deck without any interruption to traffic. The 

analysis performed depicted both heave and shrink phenomenon corresponding to 

different seasonal changes (Shafikhani et al. 2017, 2018b). The trend in the vertical 

movements determined from 3D-TLS technology were compared and validated with the 

movements determined from the horizontal inclinometers. Both depicted heave-shrink 

phenomenon, whereas the 3D-TLS technology provides the data over a wider area, 

rendering a more reliable assessment of the condition of the bridge infrastructure. 

The next chapter provides model identification process of vertical movements at 

the top of the bridge approach embankment and a mathematical prediction model for 

ground vertical movements is suggested for potential future concerns. 
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Chapter 5: Development of Ground Movement Prediction Model 

 Introduction 

This chapter presents the implementation of the developed framework for 

predicting ground vertical movements at the top of a rehabilitated bridge approach 

embankment located at US 67 highway over SH 174, in Cleburne, Texas. The illustration 

of the developed framework for prediction of ground movements is comprised of three main 

steps including data acquisition, developing a ground vertical movement prediction model, 

and validation of the developed model. The database employed to develop and validate 

the ground movement prediction model is presented in the acquisition step. A detailed 

illustration of the model identification approach is presented in the autoregressive analysis 

section. Validation studies is performed by comparing the ground movements from the 

developed models to actual measurements and predictions from established models in the 

literature. Detailed information about the data acquisition using different monitoring 

techniques is presented in the next section.  

 Data Acquisition 

This section presents the database compiled and utilized for the development of a 

ground movement prediction model of a slightly over consolidated embankment (OCR=3) 

soil at US 67 test site. The time-series database at this site consists of measurements of 

horizontal inclinometer movements, pressure cell readings, temperature and precipitation 

data from nearby local weather station, and vertical ground movements obtained from 

LiDAR. Ground vertical movements were monitored monthly from the installed horizontal 

inclinometer casings below the pavement system. It should be noted that an inclinometer 

survey consists of collected ground vertical movements from two passes of the 

inclinometer probe through the installed casings (Figure 5.1). 
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Figure 5.1 Horizontal inclinometer survey 

Figure 5.2 to 5.6 depicts the cumulative ground vertical movements from the 

horizontal inclinometer casings measured from January 2012 to December 2016.    
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(a)         (b)

 

   (c)              (d) 
Figure 5.2 Year 2012 measured cumulative ground vertical movements (a) US67-1, (b) 

US67-2, (c) US67-3, and (d) US67-4 
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   (a)          (b) 

 
   (c)          (d) 

Figure 5.3 Year 2013 cumulative measured ground vertical movements (a) US67-1, (b) 

US67-2, (c) US67-3, and (d) US67-4 



113 

 
   (a)           (b) 

 
   (c)          (d) 

Figure 5.4 Year 2014 cumulative measured ground vertical movements (a) US67-1, (b) 

US67-2, (c) US67-3, and (d) US67-4 
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   (a)        (b) 

 
   (c)          (d) 

Figure 5.5 Year 2015 cumulative measured ground vertical movements (a) US67-1, (b) 

US67-2, (c) US67-3, and (d) US67-4 
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   (a)          (b) 

 
   (c)          (d) 

Figure 5.6 Year 2016 cumulative measured ground vertical movements (a) US67-1, (b) 

US67-2, (c) US67-3, and (d) US67-4 

In the Figures 5.2 to 5.6, the X-axis represents the distance from the edge of the 

approach embankment and the Y-axis demonstrates cumulative ground vertical 

movements in inches. Vertical pressures from the traffic load and pavement system were 

also recorded by using the installed pressure cells at the bottom of the pavement system 

and geofoam layer. Figure 5.7 ((a) to (e)) demonstrates the collected vertical pressures 

from January 2012 to December 2016. 
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 (a)         (b) 

 
   (c)          (d) 



117 

 
(e) 

Figure 5.7 Vertical pressure at the top and bottom of the geofoam layer, (a) 2012, (b) 

2013, (c) 2014, (d) 2015, and (e) 2016  

In Figure 5.7, pressure cell number 1 (PC #1) depicts vertical pressures below the 

pavement system. Whereas, pressure cell number 2 (PC #2) illustrates vertical pressures 

at the bottom of the geofoam layer. The database from the test site was divided into two 

subset datasets referred to as calibration and validation datasets where the former is used 

for the purpose of constructing the model (calibration data), while the latter is for 

subsequent validation of the model (validation data).  

In order to have the best prediction model development, the selection of the 

calibration dataset from the entire database plays a crucial role. The dataset that consists 

of maximum fluctuations should be considered as the calibration dataset so that the 

disturbance effects were considered during the model identification process because it can 

cause extensive shifts in the prediction model. Comparing all the working data 

combinations for the US 67 site, dominant disturbances were observed during the data 
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collected over the years 2014 and 2015. Hence, two years of time series data (2014-2015) 

were analyzed to derive the best prediction model to reflect the disturbance effects in the 

system. 

The model calibration dataset consists of recorded vertical displacements ( 𝑌1𝑡) as 

function of traffic pressures ( 𝑈1𝑡), temperature data ( 𝑈2𝑡) and precipitation data ( 𝑈3𝑡) as 

effective factors (calibration  data). The temperature and precipitation data were collected 

from the US climate database (U.S. Climate Data 2017). Whereas, the recorded vertical 

displacements ( 𝑌1𝑡) are from horizontal inclinometer casings (output data).  Figure 5.8 

displays the US 67 site calibration  databases.  

 

(a) 
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(b) 

 

(c) 
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(d) 

Figure 5.8 US 67 test site calibration database (2014-2015) 

The data collected over years 2012, 2013 and 2016 datasets were used to validate 

the developed prediction model. Figures 5.9 to Figure 5.11 represent validation datasets 

for the US 67 site.  
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(a) 

 

(b) 

Figure 5.9 Validation datasets (a) seasonal temperature and (b) precipitation variations 

(2012, 2013, 2016) 
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(a) 

 
(b) 
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(c) 

Figure 5.10 Overburden pressure (validation database 2012, 2013, 2016) 

 
(a)              (b) 
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(c) 

Figure 5.11 Vertical movements (validation database 2012, 2013, 2016) 

In the above figures, Figure 5.9 (a & b) displays the seasonal temperature and 

precipitation variations for the years 2012, 2013, and 2016. Figure 5.10 (a to c) presents 

overburden pressure from traffic load and pavement system, and Figure 5.11 (a to c) 

demonstrates the measured vertical movements form horizontal inclinometer casings. The 

following section presents the model development using the calibration database. 

5.1. Development of Prediction Models for Ground Vertical Movements 

This section presents the development of vertical ground movement prediction 

model using the calibration data at the US 67 test site. The performance monitoring data, 

including temperature, precipitation, traffic pressures, and vertical movements from years 

2014 and 2015 was used to calibrate the model. The precipitation and temperature 

changes were considered as the climatic excitation factors for triggering the vertical 

movements at the top of the embankment. The traffic and pavement overburden pressures 

were contemplated as the major excitation factors for the vertical movements. However, 

the effect of precipitation and temperature variations were considered as disturbance in 
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the system. The interdependence of the model parameters including temperature, 

precipitation, overburden pressure, and vertical movements were evaluated using the 

Pearson product-moment correlation. The Pearson product-moment correlation coefficient 

evaluates the strength of the linear correlation between the two variables. The Pearson 

product-moment correlation for the present data was calculated using the equation (5.1) 

below: 

 𝛿𝑖𝑗 =
𝑛(∑ 𝑋𝑖𝑋𝑗) − (∑ 𝑋𝑖)(∑ 𝑋𝑗)

√[𝑛 ∑ 𝑋𝑖
2 − (∑ 𝑋𝑖)

2] [𝑛 ∑ 𝑋𝑗
2 − (∑ 𝑋𝑗)

2
]

 5.1 

Where, 𝛿𝑖𝑗 is the Pearson correlation coefficient between 𝑋𝑖and 𝑋𝑗, which are the 

random variables considered; n is the total number of observations. A 𝛿-value of positive 

1 indicates a perfect positive correlation between the two variables, whereas a 𝛿-value of 

0 indicates no correlation and a negative 1 indicates a perfect negative correlation between 

the random variables. It was observed that the vertical ground movements (𝑋1) have a 

stronger correlation with precipitation (𝑋2) and a weaker correlation with overburden 

pressure (𝑋4). Similarly, the correlation coefficient between any two parameters can be 

deduced from the above correlation model. Also, the autocorrelation between the data was 

determined to evaluate the stationarity, which represents constant mean and variance. 

The four linear auto-regressive models with multi-input single-output provided in 

Table 3.1 were used to identify the best model that translates the interdependence of the 

considered input variables on output variable. The multi-input variables consist of 

precipitation, temperature, and vertical pressures, and the output is ground movements 

observed. Figure 5.12 shows the monitored versus estimated settlements and their 

confidence levels. ARX, ARMAX, OE, and BJ model.  
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Figure 5.12 Selected calibration  models 

From Figure 5.12, it can be inferred that the Box Jenkins model structure provided 

the best estimates of the vertical ground movements with 85% confidence. Whereas, the 

other models including Auto-Regressive Exogenous (ARX), Auto-Regressive Moving 

Average Exogenous (ARMAX), and Output Error (OE) provided reasonable estimates of 

vertical ground movements with confidence values ranging from 72% to 76%. The best 

performance of the Box-Jenkins model can be attributed to its inherent structure, where 

the model is less sensitive to the data fluctuations and forecast better with the stationarity 

in the data. From the earlier autocorrelation plots and product-moment correlation tests, it 

was identified that the data is stationary. In order to check the reliability of the selected 

models, validation analysis was performed using the validation data base and the literature 

review equations as provided in the following sections. 

 Model Validation 

This section presents the validation analysis of the developed models using the 

system identification approach. Figure 5.14 depicted that all the models including ARX, 
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ARMAX, BJ, and OE models performed reasonably well. In order to check the reliability of 

the selected models, validation analysis of the models was performed using the unused 

monitoring data from Year 2012, 2013, and 2016. Also, the efficiency of the developed 

model was determined by comparing the predictions from the developed model with the 

existing equations provided in the literature. Figure 5.13 ((a) to (c)) represents the 

performance of the correlated ARX, ARMAX, OE, and BJ models to forecast the monitored 

settlements during 2012, 2013, and 2016.  

 

            (a)       (b) 
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(c) 

Figure 5.13 Validation of the selected prediction models: (a) 2012, (b) 2013, and (c) 2016 

From the figures, it can be inferred that the ARX and ARMAX models failed to 

forecast the monitored settlements in 2016. However, they have captured decent trends 

for the settlements during 2012 and 2013. Evaluation of the estimated results from the OE 

and BJ models revealed that both models have provided estimates of monitored 

settlements with more than 50% confidence. It is evident that the best results were 

achieved from the BJ model during all the calibration and validation periods. It is 

demonstrated in Figure 3 that the prediction confidence level for the BJ model remains 

within the same range. However, the accuracy level for other models was changed 

significantly during the validation period. 

Based upon the understanding of the dynamics of a load-settlement system, 

disturbance from climatic changes might have independently affected the corresponding 

settlements. Also, the observations exhibited that the influences of the disturbance factors 

(precipitation and temperature changes) emerged with a delay from the main motive of the 
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system (load). Hence, BJ can be considered as the best choice of model structure to reflect 

most characteristics of the studied system, primarily due to the capability of the model 

structure to provide entirely independent parametrization for the dynamics and the 

disturbance (climate change) using polynomial functions (Table 3.1). 

A Box-Jenkins model structure has been employed to develop a settlement 

prediction model at the top of the test embankment. Two years of traffic loads, precipitation 

changes, and temperature variations datasets (𝑛𝑢 = 3; Table 3.1) were considered during 

the model correlation process. Finally, a simple second-degree BJ model (BJ21111) was 

designed to forecast the ground vertical movements with the minimized average Final 

Prediction Error (FPE) of 0.001771. Table 5.1 represents the transformation functions 

(𝐵𝑖,𝐹𝑖), the input delay magnitudes (𝑛𝑘𝑖), function orders, and parameters for the input (𝑢𝑡) 

part of the equation (Table 3.1). 

Table 5.1 Model parameter magnitudes 

𝑖 𝐵𝑖 Order 
(𝐵𝑖) 

𝐹𝑖 Order 
(𝐹𝑖) 

Delay Factor 
(𝑛𝑘) 

Input parameter 
(𝑢𝑡) 

1 -0.15 z^-1 
+ 0.08 z^-2 

2 1 - 0.98 z^-1 1 1 Traffic load 

2 -0.002 z^-1 1 1 - 0.76 z^-1 1 1 Precipitation 

3 0.0006 1 1 - 0.92 z^-1 1 0 Temperature 

 

The noise transformation functions (C and D) were calculated as the Equations 3.1 

and 3.2 for the current case: 

  C(z) = 1 + 0.02z^-1                  3.1                                                                                       

  D(z) = 1 - 0.45z^-1                       3.2                                

  The z description in the presented equations is completely equivalent to the q-

transform parameter explained in the Table 3.1. 
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 Comparison of Box-Jenkins Model with the Hyperbolic Model 

This section presents the efficiency of the developed the Box-Jenkins model with 

a hyperbolic model that is a commonly used for prediction of long-term settlements. In the 

hyperbolic prediction model, the rate of settlements is assumed to decrease hyperbolically 

with time (Ruttanaporamakul 2015; TAN 1995). A comparison between the correlated BJ 

model with the hyperbolic settlement prediction model revealed the robustness of the 

system identification method to capture the dynamics of the system by considering different 

settlement motivation factors. Figure 5.14 demonstrates both prediction models over the 

period of 5 years from January 2012 to December 2015. 

 

Figure 5.14 Comparison of the developed prediction model with the hyperbolic model 

Estimated values from the hyperbolic model reveals a plausible prediction for the 

overall trend of ground displacements over time. However, the ground movements due to 

swell-shrink behavior of foundation soil was not captured in the model. Normally, swelling-

shrinkage induced ground displacements take place due to a change in moisture condition 

Hyperbolic model 
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of top expansive soil layers, which significantly depends on ambient conditions. Hence, the 

uncertainty of the hyperbolic model to predict ground displacements due to swell-shrink 

behavior can be mainly interpreted as the limitation of the model to consider effective 

factors such as temperature and precipitation variations. 

 Summary 

Illustration of the developed framework for prediction of ground vertical movements 

was attempted on a rehabilitated soil-geofoam bridge approach embankment. The system 

identification approach was implemented to capture the dynamic effects of seasonal 

ambient conditions on ground vertical movements. Five years of collected time-series data 

from the site instrumentation and the U.S. climate database, including measured vertical 

movements, traffic and pavement overburden pressures, temperature and precipitation 

variations were divided into two categories of calibration and validation datasets to develop 

and validate the developed models.  

Different autoregressive linear model structures, including ARX, ARMAX, OE, and 

BJ were attempted to develop the most accurate prediction model for ground vertical 

movements. Model validation studies demonstrated that the developed model from the Box 

Jenkins (BJ) model structure captured the shrink-swell behavior of the US 67 bridge 

approach embankment with a maximum confidence level. A comparison between the 

developed model and the commonly used hyperbolic settlement prediction model 

disclosed the limitations of the hyperbolic model to contemplate the effectiveness of 

ambient conditions on cyclic shrink-swell movements of expansive deposits.  

The next chapter presents a simple cost benefit analysis on the used ground 

movement monitoring techniques including horizontal inclinometer casing, LiDAR, and 

total station surveying techniques. 
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Chapter 6: Cost Benefit Analysis of Surveying Techniques for Measuring Ground 

Vertical Movements 

 Introduction 

In this research study, several instrumentation and surveying techniques were 

employed at US67 test site to develop visualization models for infrastructure health 

monitoring and to evaluate the performance of the bridge approach slab infrastructure. The 

main intent of this chapter is to perform a cost-benefit analysis between three ground 

movement monitoring techniques including inclinometer instrumentation, total station, and 

3D-Terrestrial Laser Scanning (3D-TLS) technology (Figure 6.1). A comparison to each 

method including equipment operations, data acquisition and analysis, and measurement 

accuracy are presented. Both cost benefit evaluation and related expenditure analyses are 

performed based upon the application of each technique to evaluate ground vertical 

movements at the end of a bridge approach slab for bump phenomenon. Factors such as 

measurement accuracy and costs are considered in the cost-benefit analysis. Following 

section presents an overview of the inclinometer instrumentation technique. 

   

        (a)                                         (b)                                             (c) 

Figure 6.1 (a) Inclinometer (b) total station, and (c) 3D-TLS technology 
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 Comparison of Inclinometer, Total Station, and 3D-TLS 

A thorough introduction to the 3D-TLS technology including history, applications, 

step by step data acquisition and processing, and measurement accuracy and errors was 

presented in the earlier chapters. A comparison summary of the three monitoring 

techniques for determining ground movements is presented in the Table 6.1.  

Table 6.1 Comparison of inclinometer, total station, and 3D-TLS monitoring techniques 

Parameter Inclinometer Total Station 3D-TLS 

Accuracy Maximum accuracy 

of 0.3 inches can be 

achieved. The 

accuracy depends 

on operator, data 

acquisition process, 

casing installation, 

and length of the 

casing  

Maximum 

accuracy of less 

than 0.08 inches 

can be achieved. 

The accuracy is 

significantly 

depended on the 

operator, 

ambient 

condition, prism 

type, and 

distance    

Maximum 

accuracy of less 

than 0.08 inches 

can be achieved. 

The accuracy 

depends on the 

angle and distance 

from the façade 

Mobility of System Construction and 

maintenance of 

installed casings are 

required 

Portable system  Portable system 

Data points 

Acquisition 

Single point 

measurement 

limited to the 

installed casing 

section 

Single point 

measurement 

Unlimited point 

measurements by 

producing dense 

point cloud  

Surficial/Subsurface 

Technique 

Subsurface 

monitoring 

technique  

Surface 

monitoring 

technique 

Surface monitoring 

technique 

Practical limitation Data point 

movements affect 

adjacent point 

movements due to 

the solid nature of 

inclinometer casings 

Independent 

point 

measurements 

Independent point 

measurements 
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Data Acquisition time Day or night time 

data collection 

Day time data 

collection 

Day or night time 

data collection  

Data Acquisition 

process 

Direct data 

acquisition 

Indirect data 

acquisition 

Direct data 

acquisition 

Surveying time Time consuming 

and labor intensive 

without traffic 

disruption 

Time consuming 

surveying 

process for 

taking many 

individual shots 

with traffic 

disruption 

Quick surveying 

process without 

traffic disruption 

 

According to the Table 2.1 and technical capabilities of each technique, maximum 

accuracy for monitoring of ground vertical movements with minimum chance of random 

error can be provided by using the 3D-TLS technology. Technical capabilities of each 

monitoring technique make important contributions to health monitoring and performance 

evaluation of a bridge infrastructure. However, cost expenditure on each method should 

be evaluated since the most efficient monitoring approach is the one which can provide 

accurate information with reasonable costs. Next section provides a Cost-Benefit Analysis 

(CBA) on the considered monitoring techniques. 

 Cost-Benefit Analysis 

A cost-benefit analysis is performed by assessing the required costs for the 

collection and evaluation of each data point for ground vertical movement. All the 

monitoring techniques are evaluated for surveying of 410 data points over the pavement 

surface of 100 ft. length and 44 ft. width (two-lane highway). The 410 monitoring points are 

considered over an area of 4,400 ft2 based on the bump problem which is a local 

phenomenon. Approximately one data point is considered per square meter area of the 

pavement surface to be assessed for ground vertical movements. Several factors including 

required number of skilled and unskilled operators, time expenditure for surveying and 
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analysis of each data point, required hardware and software facilities, and time user and 

environmental costs for traffic congestion are considered during the analysis. 

Table 6.2 demonstrates minimum required number of operators and respective 

costs for performing each monitoring technique. 

Table 6.2 Minimum required number of operators and costs 

Monitoring 

Techniques 

Required Number of 

Operators 
Cost in $/Hour 

Skilled  Unskilled Skilled  Unskilled  

Total Station Survey 1 1 14.7 12 

Inclinometer 1 2 14.48 12 

LiDAR Survey 1 0 20 - 

 
According to the Table 6.2, a total station survey requires at least one skilled 

operator to design surveying plan, perform readings and calculate ground vertical 

movements and one unskilled employee to hold the prism pole. In order to carry out the 

inclinometer readings for measuring ground vertical movements, a crew of one skilled 

operator and three additional unskilled employees are required to take the readings and to 

hold the cable casing horizontally while the inclinometer probe is passing through the 

installed casings respectively (Figure 6.4).  

On the other hand, the 3D-TLS surveys can be handled by one skilled operator to 

collect scans, register them to a single point cloud and perform ground vertical movement 

analysis. In this study, to conduct each monitoring technique, dry rental cost of each 

instrumentation and surveying system is considered. A summary of average dry rental 

costs for each monitoring technique is presented in Table 6.3. It should be noted that dry 

rent is defined as hiring an equipment or a venue without any accompanying operators or 

staff. 
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Table 6.3 Average dry rental costs of considered monitoring techniques 

Monitoring 

techniques 

Dry rental cost (US Dollars) 

Daily Weekly Monthly 

Total Station Survey $150 $420 $1,200 

Inclinometer $200 $550 $2,000 

LiDAR Survey $550 $2,000 $5,000 

 

Another considered factor to perform CBA is the time expenditure and costs 

associated with monitoring surveys and corresponding ground movement analysis (Table 

6.4). 

Table 6.4 Required time for surveying and analysis of 410 datapoints 

Monitoring 

techniques 

Required time for surveying and analysis of 410 datapoints 

Set-up 

time/min 

Required 

numbers of 

setup 

Individual 

survey 

time (min) 

Number of 

surveying 

points 

Data 

analysis 

(hrs.) 

Total 

required 

time (hrs.) 

Total Station 

Survey 
9 1 0.5 410 1 

5 

Inclinometer 10 20 0.3 410 2 8 

LiDAR Survey 5 4 5 _ 1 2 

 
Measuring ground vertical movements over the pavement surface using 

inclinometer instrumentation requires at least 20 casings to be installed below the 

pavement system in which, initial construction and respective maintenances are inevitable. 

A total of 8 hours including 6 hours for monitoring and 2 hours for assessing the collected 

data is estimated for each inclinometer survey (Table 6.4). Using the 3D-TLS monitoring 

technique, the entire monitoring area can be surveyed and processed for ground vertical 

movements in less than two hours. However, advanced computational tools and skills are 

required to perform the analysis. These costs are included in the in Table 2.3. 
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According to the Table 6.4, the total station can capture all data points in one set-

up operation. Total station set-up includes equipment and tripod installation, leveling, and 

capturing a reference point coordinate system. A total of 410 data points’ coordinates 

should be collected continuously which take at least 4 hours to complete the entire survey. 

It should be noted that all the monitoring points should be marked during the monitoring 

period. Considering 1 hour for ground vertical movement analysis, 5 hours is required for 

completing each survey and respective analysis using total station surveying technique 

without considering any break time for operators. Another cost factor that should be 

considered in the total station surveys is the work zone user and environmental costs 

associated with 4 hours of traffic disruption during each survey. 

 On-site monitoring activities can result in significant adverse mobility and safety 

impacts to road users. Also, traffic disruption due to the presence of work zone can result 

in noise and negative environmental impacts (Daniels et al. 1999; Mallela and Sadasivam 

2011; New Jersey Dept. of Transportation (NJDOT) 1999; Rezaeifar et al. 2017). According 

to the U.S. Federal Highway Administration (FHWA), work zone user costs is defined as 

the additional costs borne by motorists and the community as a result of work zone activity 

(Mallela and Sadasivam 2011). Work zone user costs include travel delay costs, vehicle 

operating costs, crash costs, emission costs, and impact of nearby projects. According to 

the NCHRP report 133 and TxDOT construction division report, total estimated values of 

work zone user and environmental costs for personal and commercial travels is presented 

in Table 6.5. The total user costs include travel delay, vehicle operating, excess fuel burn, 

crash, and impact on nearby projects costs. Whereas, environmental costs include noise 

and air pollution due to excessive emission (Ellis and Ph 2018; Ljung 1999; Rezaeifar 2018; 

Transportation Research Board 2016). 
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Table 6.5 User and environmental costs 

Vehicle class 
Total user cost per 

vehicle-hour ($) 

Environmental cost 

per vehicle-hour ($) 

Average cost value 

per vehicle-hour ($) 

Car 28.69 3 
36.48 

Truck 36.28 5 

 

In this study, an average cost value of $36.48 per vehicle-hour is assumed along 

with minimum 5 minutes delay for each motorist’s travel time due to 4 hours of total station 

survey. Also, ideal capacity of 1400 passenger cars per hour for the US 67 two-lane 

highway is assumed according to the highway capacity manual (Transportation Research 

Board 2016). Hence, an average user and environmental cost value of $1702 is estimated 

for taking 2 minutes of traffic delay during 4 hours of traffic interruption to perform each 

total station survey.  

Total estimated costs per surveyed datapoint corresponding with each monitoring 

technique are illustrated in the Figure 6.2. 

 

Figure 6.2 Total surveying costs per point 

$4.81

$1.29

$1.33

Monitoring Techniques

Total Station Inclinometer 3D-TLS
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 According to the Figure 6.2, total station cannot be considered as a cost-effective 

technique for monitoring ground vertical movements over the pavement surface. It is mainly 

because of its traffic interruption and respective environmental negative impacts. However, 

inclinometer and 3D-TLS techniques both can be considered as cost-effective approaches 

for monitoring ground vertical movements over the pavement surface. It should be noted 

that technical assessment of the monitoring techniques revealed that using the 

inclinometer for monitoring ground vertical movements require initial construction for 

installing casings and respective maintenance. Also, it should be noted that the casings 

installed within the infrastructure reduces the structural integrity of different component 

encompassing the casing. Whereas, 3D-TLS saves more time by providing more accurate 

results with the least chance of random error. Instead, sophisticated computational 

hardware and software tools are required for performing ground movement analysis. 

 Summary 

A Cost-Benefit Analysis (CBA) is performed on three ground movement monitoring 

techniques including total station, inclinometer, and 3D-Terrestrial Laser Scanning (3D-

TLS) techniques. Several factors such as required number of skilled and unskilled workers, 

time expenditure for surveying and analysis of each data point, required hardware and 

software facilities, and time user and environmental costs for traffic congestion are 

considered during the analysis. It was observed that monitoring ground vertical movements 

using total station and inclinometer are time consuming and labor intensive. From the 

technical point of view, the 3D-TLS technique provided more accurate results without 

causing any traffic interruption and negative environmental impacts. Also, the total station 

and inclinometer can monitor vertical movements along specified points or sections 

respectively. Based on the monetary assessment of each technique, the total station was 

found as an unprofitable monitoring approach mainly due to its traffic disruption and 
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respective environmental costs. Total surveying costs per collected datapoint revealed that 

both inclinometer and 3D-TLS techniques can be considered as cost-effective monitoring 

alternatives for the sake of ground vertical movements. However, 3D-TLS monitoring 

technique does not require any construction or high maintenance costs. Instead, advanced 

computer hardware and software systems are required to process and analyze the 

collected scans from the 3D-TLS technique.  

Next chapter presents a summary, conclusions, and recommendations for future 

research of the performed study on the performance evaluation of bridge infrastructure 

using terrestrial LiDAR and system identification approach.  
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Chapter 7: Summary, Conclusions and Recommendations 

 Summary and Conclusions 

This dissertation focusses on the performance evaluation of bridge infrastructure 

using terrestrial LiDAR and system identification approaches. A framework is developed 

for health monitoring and performance assessment of bridge approach slab infrastructure 

by focusing on evaluating vertical ground movements of bridge embankment induced 

settlements. The developed framework mainly consists of four major steps including project 

requirements, developing a monitoring approach using 3D-TLS LiDAR technology, 

studying and assessing long-term ground movement prediction models using system 

identification approach, and performing validation studies for determining the accuracy of 

the developed models. A Cost-Benefit Analysis (CBA) is performed on three ground 

movement monitoring approaches including the total station, inclinometer, and terrestrial 

LiDAR techniques. The illustration of the developed framework is performed on a 

rehabilitated soil-geofoam bridge approach embankment located in Cleburne, Texas. 

Based on the performed studies, the following conclusions are deduced: 

1. A framework is developed to assess the reliability of the 3D-TLS technology to 

monitor vertical movements over the pavement surface of a bridge approach 

embankment. Optimization studies revealed that the number of scans can be 

significantly decreased. In the performed analysis on a bridge infrastructure, the 

number of scans were significantly decreased from ten (10) to five (5) by using 

artificial targets. This reduction in number of scans still yielded desired quality for 

evaluating vertical movement, and increased efficiency and effective field surveys.  

2. Field surveys were performed over a span of 18 months to evaluate the efficiency 

of 3D-TLS technology to capture the vertical movements corresponding to different 

seasonal changes. More than 800 test points from the processed scans were 
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analyzed over the pavement surface of approach slab and bridge deck without any 

interruption to traffic. The analysis performed depicted both heave and shrink 

phenomenon corresponding to different seasonal changes. 

3. The trend in the vertical movements determined from the 3D-TLS technology were 

compared and validated with the movements determined from the horizontal 

inclinometers. Both depicted heave-shrink phenomenon, whereas the 3D-TLS 

technology provides the data over a wider area, rendering a more reliable 

assessment of the condition of the bridge infrastructure. 

4. Unlike the data collected from the in-situ instrumentation, such as the horizontal 

inclinometer, processed scans can be used for several other monitoring purposes. 

Structural element displacements such as bridge deck deflections and foundation 

movements are prime examples. Scanning surveys can be performed anytime 

during or after the construction of a test site; however, installing instrumentation 

such as horizontal casings must be planned during construction works. In contrast, 

the 3D-TLS is a non-destructive, non-invasive, environmentally friendly, and robust 

technology that can be used for different geotechnical and geological monitoring 

purposes, including tracking ground movements efficiently and accurately.    

5. System identification approach was applied for a better understanding of the 

dynamics of a traffic loads-climate changes induced ground movement system and 

expressing it through a mathematical model structure layout. A specific order of a 

particular linear polynomial autoregressive model structure (BJ) was shown to be 

consistent among ARX, ARMAX, and OE model structures to predict the 

movements at the top of the studied embankment. 

6. A long-term settlement prediction model was developed based on the average 

monthly monitored data for 5 years. Not only the precipitation and temperature 
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changes effects were considered, the model can also capture any delay or 

disturbance (climate changes) and noise (from installed instrumentation) induced 

independent effects in a system. The presented model can be updated simply by 

operating the common computational tools such as the MATLAB system 

identification toolbox for the similar situations. 

7. A comparison between the developed model and the commonly used hyperbolic 

settlement prediction model disclosed the limitations of the hyperbolic model to 

account for the ambient conditions on cyclic shrink-swell movements of expansive 

deposits. On the other hand, the developed BJ model was able to forecast long-

term ground vertical movements by considering the aforementioned effects with a 

reasonable confidence level. 

8. Cost-Benefit Analysis (CBA) of all three monitoring methods including total station, 

horizontal inclinometer, and 3D-TLS technique demonstrated that monitoring 

ground vertical movements using total station and inclinometer tools are time and 

labor intensive. From the technical point of view, it was revealed that the 3D-TLS 

technique can provide more accurate results without causing any traffic 

interruption and negative environmental impacts. However, the total station and 

inclinometer can monitor vertical movements along specified points or sections 

respectively.  

9. Based on the monetary assessment of each technique, the total station was found 

as a non-profitable monitoring approach mainly due to its traffic disruption and 

respective environmental costs. Total surveying costs per collected data point 

revealed that both inclinometer and  3D-TLS techniques can be considered as 

more cost-effective monitoring alternatives for ground vertical movements. Among 

these two, the 3D-TLS monitoring technique does not require any construction or 
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maintenance costs which are needed for installation of inclinometer casings. 

Instead, advanced 3D terrestrial scanners are costly to purchase, and 

sophisticated computer hardware and software systems are required to process 

and analyze the collected scans from the 3D-TLS technique. 

 Limitation of the Developed Framework 

The developed framework using the 3D-TLS LiDAR technology for monitoring of 

bridge infrastructure have some limitations due to LiDAR and system identification 

restrictions. The developed framework cannot be implemented on the vegetated 

embankment slopes. It is not feasible to perform terrestrial LiDAR surveys in hard to access 

areas and projects such as in highly elevated steep natural slopes and huge infrastructure 

projects mainly due to the portability limitations of the terrestrial LiDAR. However, the 

application of LiDAR technology has been adapted for different types of surveying areas 

by using the developed aquatic and UAV LiDAR systems. Performing LiDAR surveys for 

long distances will become labor intensive and not feasible due to the energy source 

limitations (battery). Performing LiDAR surveys in very low temperatures (below 14F) can 

cause technical problems since at this temperature, ice crystals are started to form in the 

atmosphere and LiDAR may capture these crystal points as data points. 3D-TLS systems 

cannot be operated in snow or rainy weather conditions. Developing analytical models are 

very expensive in both time and data. In this dissertation, it was attempted to develop a 

linear simple model to capture the dynamic trend of ground movements. However, in some 

cases, it is not always feasible to identify a linear simple model structure to capture the 

dynamic behavior of a system and developed complex high degree model structures will 

not be user friendly to implement in practice.    
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 Recommendations for Future Research 

Several recommendations can be made based on the developed framework 

including: 

1. Illustration of the developed framework is performed on a rehabilitated soil-

geofoam bridge approach embankment. However, the application of the 

developed framework can be extended to other civil infrastructure projects such as 

buildings, dams, tunnels, and slopes. 

2. Automatic data logger systems can be used along with the developed ground 

movement prediction model identification algorithms in the site instrumentations 

such as settlement cells, magnet extensometers, and Shape Array Accelerometer 

MEMS (SAA MEMS) to establish automatic monitoring systems in which, unique 

ground movement prediction models can be developed and updated automatically.  

3. Different types of soils represent diverse behavior under loading and seasonal 

ambient conditions. Advanced machine learning and artificial neural network 

approaches are highly recommended to be employed to develop more accurate 

ground movement prediction models with the least data acquisition costs. 
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