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Abstract 

Ultra High-Temperature Ceramics (UHTC) have been of great interest in the spacecraft, aerospace, and 

aeronautic industry due to their high melting point and their potential application as a protective material 

for the stagnation areas of leading edges. In this work, the effect of nanoparticle reinforcement for achieving 

tailored mechanical properties of UHTC’s has been studied. Two different material systems have been 

considered, namely the ZrB2-based and the HfO2-based nanocomposites. In the first study, the grain 

boundary driven mechanical behavior of polycrystalline ZrB2 and ZrC-ZrB2 nanocomposites using large-

scale molecular dynamics simulations have been performed. The atomistic models of polycrystalline ZrB2 

and ZrC-ZrB2 nanocomposite were subjected to tensile loading to determine their elastic constants and 

strengths. It has been found that the presence of nanoparticles imparts an insignificant effect on the 

mechanical properties of ZrB2. It has also been observed that failure mechanisms of both ZrB2 and ZrC-

ZrB2 nanocomposite are driven by grain boundary deformation. In the second study, an atomistic 

computational study of electric field and thermal effects on the mechanical behavior of memristor material 

HfO2 have been performed. Since the material has non-symmetric crystal structure, it is observed that 

tensile properties along the x, y and z directions are different. In addition, the effects of electrical field on 

mechanical behavior are studied by varying the electrical field intensity from 0 to 0.3 v/Å gradually. For 

each case, atomistic snapshots are taken to identify the changes occur in the structure due to the electric 

field. A significant structural damage on the crystal structure of HfO2 is observed after applying 0.3 v/Å 

electric field, whereas the structural change is insignificant when the magnitude of the electric field is 0.2 

v/Å or less.  To understand more about the damage of this material, shear loads are applied in different 

directions and their responses are studied in this work. 

 

 



vi 
 

Table of Contents 

Abstract 

Acknowledgements ...................................................................................................................................... iii 

Chapter 1 Introduction .................................................................................................................................. 1 

1.1 Nanotechnology: Scopes and Challenges ........................................................................................... 1 

1.2 Background and Significance ............................................................................................................. 3 

1.3 Research Objectives and Outline of the Thesis................................................................................... 7 

Chapter 2 Zirconium Diboride Based Ceramics ........................................................................................... 9 

2.1 Introduction ......................................................................................................................................... 9 

2.2 Crystal Structure and Properties ......................................................................................................... 9 

2.3 Several Processing Methods of common Ceramic Materials ........................................................... 10 

2.3.1 Ball Milling ................................................................................................................................ 11 

2.3.2 Sintering ..................................................................................................................................... 13 

2.3.3 Hot Pressing ............................................................................................................................... 14 

2.3.4 Hot Isostatic Pressing (HIP) ....................................................................................................... 15 

2.3.5 Spark Plasma Sintering .............................................................................................................. 16 

2.3.6 Some other Processing Methods ................................................................................................ 16 

2.3.6.1 Chemical Vapor Deposition ................................................................................................ 16 

2.3.6.2 Atomic Layer Deposition .................................................................................................... 17 

2.4 Processing of Zirconium Diboride Based Ceramics ......................................................................... 18 

2.5 Processing of HfO2 Based Nanofilms ............................................................................................... 18 

Chapter 3 Methodology .............................................................................................................................. 20 

3.1 Introduction ....................................................................................................................................... 20 

3.2 Molecular Dynamics Simulation ...................................................................................................... 20 

3.2.1 Essential Concepts ..................................................................................................................... 20 

3.2.2 Simulation Procedure ................................................................................................................. 23 

3.2.2.1 Defining Initial Positions and Velocities of Particles ......................................................... 24 



vii 
 

3.2.3 Force Field ................................................................................................................................. 24 

3.2.3.1 Pair Potential ....................................................................................................................... 25 

3.2.3.2 Tersoff potential .................................................................................................................. 27 

3.2.3.3 Charged Optimized Many Body Potential (COMB) ........................................................... 28 

3.2.4 Controller ................................................................................................................................... 29 

3.2.4.1 Strain ................................................................................................................................... 31 

3.2.4.2 Stress ................................................................................................................................... 31 

Chapter 4 Nano Composites of ZrB2 and ZrC ............................................................................................ 33 

4.1 Potential application .......................................................................................................................... 33 

4.2 Molecular models and simulation procedure .................................................................................... 35 

4.3 Results and discussion ...................................................................................................................... 37 

4.3.1 Mechanical properties of Polycrystalline ZrB2 and ZrB2-ZrC nanocomposites ........................ 37 

4.3.2 The effect of ZrC position and size on mechanical properties of ZrB2-ZrC nanocomposite ..... 39 

4.4 Fabrication of ZrB2 based nanocomposites ....................................................................................... 43 

4.5 Experimental Characterization and Mechanical Testing of ZrB2 ..................................................... 44 

4.6 Results ............................................................................................................................................... 45 

Chapter 5 Mechanical Properties of Grain Boundary Materials ................................................................. 47 

5.1 Building the Model for Mechanical Test on Grain Boundary .......................................................... 47 

5.2 Tensile and Shear Test on Grain Boundary ...................................................................................... 48 

5.3 Stiffness of Grain Boundary with Analytical Model ........................................................................ 53 

5.4 Conclusions ....................................................................................................................................... 56 

Chapter 6 Nanofilms of HfO2 ..................................................................................................................... 57 

6.1 Introduction ....................................................................................................................................... 57 

6.2 Motivation and Potential Application ............................................................................................... 57 

6.3 Simulation Model .............................................................................................................................. 60 

6.4 Results and Discussion ..................................................................................................................... 63 

6.4.1 Mechanical properties of HfO2 .................................................................................................. 63 



viii 
 

6.4.2 Effect of Electric Field on the Mechanical properties of HfO2 .................................................. 66 

6.4.3 Effect of Temperature on the Tensile Properties of HfO2 .......................................................... 68 

6.4.4 Shear test of HfO2 with different electric field .......................................................................... 69 

6.4.4.1 Shear test without electric field ........................................................................................... 69 

6.4.4.2 Shear test with electric field ................................................................................................ 73 

6.5 Conclusion ........................................................................................................................................ 76 

Chapter 7 Conclusion and Future Work ..................................................................................................... 78 

7.1 Summary ........................................................................................................................................... 78 

7.2 Recommendation for Future Study ................................................................................................... 79 

 

  



ix 
 

List of Figures 

Figure 1-1 Different applications of nanotechnology (a) For next generation space vehicles[22] (reprinted 

from “Ultra-high temperature ceramics: Materials for extreme environments”, 2017 with the permission 

from Elsevier(b) drug delivery[23] (c) flexible nanoelectronics[24]. ........................................................... 2 

Figure 1-2 Developing novel material requires overcoming the borders between different disciplines for a 

seamless integration of the models on different length scales into one coherent modelling framework[25].

 ...................................................................................................................................................................... 3 

Figure 1-3 Comparison of mechanical properties of metal, ceramic and polymer materials[28]( reprinted 

from “The conflicts between strength and toughness”, 2011 with the permission from Nature Materials) . 4 

Figure 1-4 Schematic diagram to represent bonding in (a) metal and (b) ceramic (covalent)[27] ............... 5 

Figure 1-5 Effect of Carbon enrichment on the mechanical properties of SiC[27]. ..................................... 6 

Figure 2-1 Crystal structure of ZrB2 ........................................................................................................... 10 

Figure 2-2 Stages involved in the conventional sintering route: (a) blending, (b) compaction, and (c) 

sintering[29]. ............................................................................................................................................... 11 

Figure 2-3 Schematic diagram of illustrating the movement of balls and powders in a typical ball mill[29].

 .................................................................................................................................................................... 12 

Figure 2-4 Summary of various factors controlling the sintering of ceramics as well as issues related to 

solid- state and liquid-phase sintering. Also, some advanced sintering techniques are mentioned[29]. .... 14 

Figure 2-5 Schematic of heat and pressure involvement in the thermomechanical treatment to achieve 

refined grains and dense structure[29]. ....................................................................................................... 15 

Figure 3-1 Schematic diagram of Basic MD Simulation ............................................................................ 23 

Figure 3-2 Pair interactions represented by the arrows in a five-atom system. .......................................... 25 

Figure 3-3 Schematic representation of Lennard-Jones potential ............................................................... 27 

Figure 3-4 Schematics of four ensembles adopted in MD[36] ................................................................... 30 

Figure 4-1 The crystal structure of ZrB2 is built on a primitive hexagonal and the simulation model of a) 

polycrystalline ZrB2 and b) ZrC-ZrB2 nanocomposite .............................................................................. 35 

Figure 4-2 Stress-strain curves of polycrystalline ZrB2 and ZrC-ZrB2 nanocomposite. Inset plot shows 

initial part of stress-strain relation. ............................................................................................................. 38 

Figure 4-3 Stress-strain curves of ZrC-ZrB2 nanocomposite with different positions of ZrC ................... 40 

Figure 4-4 Stress-strain curves of ZrC-ZrB2 nanocomposite with different sizes of ZrC .......................... 40 

Figure 4-5 Deformed snapshots of polycrystalline ZrB2 taken at different tensile strain states. Failure is 

governed by the relative atomic motion in the grain boundary regions which leads to the formation of 

large voids and atomic sliding events (location A,B,C) .............................................................................. 41 

file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969329
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969330
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969330
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969331
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969331
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969334
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969335
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969336
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969337
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969338
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969338
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969342
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969342
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969342


x 
 

Figure 4-6 Local atomic stress plot of polycrystalline ZrB2 loaded in tension. The corresponding strain 

state εzz = 6%. Failure mostly initiated from areas A, B, and C are observed in Figure 4. Highlighted areas 

A, B, and C in this figure reveal that local stresses in these locations are much higher than in other areas 

of the structure. The atoms are colored according to the atomic stress tensor (σzz) .................................... 42 

Figure 4-7: Deformed snapshots of various sized ZrC reinforced polycrystalline ZrB2 taken at different 

tensile strain states. Failure is dominant as noted by the void formation in the grain boundary region. All 

atoms are colored based on their centrosymmetric parameter .................................................................... 43 

Figure 4-8 SEM image of (a) polished and (b)chemically etched cross-sections of ZrB2-10 vol% ZrC 

ceramic[30]. ................................................................................................................................................ 44 

Figure 4-9 Elastic modulus of ZZC10 tested in argon atmosphere as a function of temperature[30]. ....... 45 

Figure 5-1 Steps needed to create simulation models for evaluating tensile and shear properties of the 

grain-boundary of polycrystalline ZrB2. First, a sub-model containing the grain boundary is isolated from 

the ZrB2 polycrystalline model. The sub-model is then rotated to align the grain boundary plan normal to 

the tensile loading and parallel to shear loading directions. The grain-boundary material in the sub-model 

is sandwiched between twinned crystals. A selected group of atoms in the twinned zone is set as “fixed.” 

The “fixed” zone is equivalent to a “gripped” zone in conventional test frames. Tensile and shear 

displacements are applied to the gripped zone and the corresponding deformation in the remaining zones 

are recorded. ................................................................................................................................................ 47 

Figure 5-2:MD models for tensile and shear tests for evaluating grain boundary properties of 

polycrystalline ZrB2. 3 sets of models are created. Total height of the simulation box is 45 Å. In 

simulation set 1 (left figures), atoms located within 2.5 Å from the top and bottom boundary are defined 

as “rigid”/“gripped” atoms. Tensile and shear loads are applied to the “gripped” atoms as shown. In 

simulation set 2 (center figures) and 3 (right figures), atoms located within 5 Å and 7.5 Å from the top 

and bottom boundary are defined as “rigid”/“gripped” atoms. ................................................................... 48 

Figure 5-3 Local stress (Stress/Atom) plot of the model (taken from set 1) during tensile loading with 

strain level = 0, 13.4 and 16.7%. Local stress is much higher at the grain boundary compared to other 

atoms. The atoms are colored according to the stress tensor (σ33). Note that the local direction “3” is 

different from the global direction “z” ........................................................................................................ 50 

Figure 5-4 Local stress (Stress/Atom) plot of the model (taken from set 1) during shear loading with strain 

level = 0, 8.2 and 11.5%, respectively. The atoms are colored according to the stress tensor (13). Note 

that the local direction “3” is different from the global direction “z”. ........................................................ 51 

Figure 5-5 (a) Tensile and (b) shear response for the crystal structures adjacent to the grain boundary 

materials. Elastic properties extracted from these stress‐strain relations are used in Eqs. 10 and 11 ......... 51 

file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969343
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969343
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969343
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969343
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969344
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969344
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969344
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969348
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969348
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969348
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969348
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969348
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969348
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969351
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969351


xi 
 

Figure 5-6 Schematic diagram showing how representative volume element for the analytical model is 

defined in relation to the sub‐model. .......................................................................................................... 53 

Figure 6-1 Crystal structure of monoclinic HfO2 ........................................................................................ 57 

Figure 6-2 (a) Crystal structure of HfO2. Here, the blue atoms represent Hf, and red atoms represent O (b) 

atomistic model of HfO2. ............................................................................................................................ 61 

Figure 6-3 (a) Flowchart describing how different electric field conditions were imposed on a model 

during tensile test. The box in green indicates the final model simulated. The labels in blue refer to the 

model name that are used in this paper. (b) Schematics showing the mechanical loading scheme on the 

HfO2 thin film in presence of temperature and electric fields. ................................................................... 63 

Figure 6-4 Stress-strain curves for tensile test of HfO2 at 300K. Inset plot shows initial part of stress-

strain relation. ............................................................................................................................................. 65 

Figure 6-5 Atomic snapshots of deformed model of HfO2 at different strain states at different directions. 

Note that the material failed at strain states equal to 0.12, 0.14 and 0.13 in the x, y and z direction, 

respectively. ................................................................................................................................................ 66 

Figure 6-6 Stress-strain curves representing the effects of electric field on the tensile properties of HfO2. 

Inset plot shows the residual stress developed on HfO2 because of the applied electric field. .................. 67 

Figure 6-7 a) Stress strain curve for tensile test with different electric field condition at 400 K b) Stress 

strain curve without electric field at 300 K and 400 K c) Stress strain curve of deformed model electric 

field at 300 K and 400 K d) Stress strain curve with electric field at 300 K and 400 K. ............................ 69 

Figure 6-8 Shear stress strain curve of HfO2 and deformed snapshot of HfO2 at different strain states. .... 70 

Figure 6-9 Deformed snapshots of HfO2 at different shear strain states. (a) at γ_(zx )=0.09,(b)at γ_(zx 

)=0.18 and (c) at γ_(zx )=0.38. These strain states correspond the red dots identified in Fig. 6-8. In (b) and 

(c), local distribution of atomic densities of HfO2 are shown. The color bar represents relative atomic 

density () of HfO2, where =1 means the atomic density at equilibrated state of the model. The blue zone 

represents region with lowest atomic density. Hence, these areas are potential void-formed areas. .......... 71 

Figure 6-10 Shear stress strain curve of HfO2. The loading direction is presented at the inset of the figure. 

Here, the atomistic models are corresponding to the front plane of the Fig. 6-2(b). .................................. 72 

Figure 6-11 Shear stress strain curve of HfO2 with two opposite loading directions. ................................ 73 

Figure 6-12 The total energy plot of HfO2 atomistic model after applying 0.2 v/Å electric field. ............ 74 

Figure 6-13 Structural changes of HfO2 model after equilibration (a) with 0.2 v/Å Efield (b) with 0.3 v/Å 

Efield ........................................................................................................................................................... 75 

Figure 6-14 Stress-strain curves representing the effects of electric field on the shear properties of HfO2. 

The electric field varies from 0 to 0.3 v/Å. ................................................................................................. 76 

Figure 7-1 Multi scale modeling of polycrystalline ZrB2 ........................................................................... 80 

file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969352
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969352
file:///C:/Users/Bidoura%20Bidisha/Google%20Drive/Comprehensive/Dissertation/Draft/Dissertation_Draft7.docx%23_Toc47969353


xii 
 

List of Tables  

Table 4-1 Parameters describing the potentials for Zr, B and Zr-B ............................................................ 37 

Table 4-2 Mechanical properties of ZrB2 and ZrC-ZrB2 nanocomposite ................................................... 39 

Table 4-3 Mechanical properties of ZrB2.................................................................................................... 46 

Table 5-1 Mechanical properties of Sub-Model ......................................................................................... 52 

Table 5-2 Mechanical properties of twin crystal of ZrB2 adjacent to grain boundary. .............................. 52 

Table 5-3 Estimated mechanical properties of GB. .................................................................................... 55 

Table 6-1 Comparison of the mechanical properties of HfO2 .................................................................... 64 

 

 

 

 



1 
 

Chapter 1  

Introduction 

1.1 Nanotechnology: Scopes and Challenges 

The design of more efficient devices relies on a robust understanding of the science at atomic scales. 

How materials coalesce, how chemical bonds form and break—these are the key questions one needs 

to answer to design better materials and better devices. By tailoring the structures of materials at 

extremely small scales many desired properties can be achieved.  Using nanotechnology, materials can 

essentially be made stronger, lighter, more durable, more reactive, better electrical conductors and many 

other traits can also be achieved. Nanotechnology is helping to substantially improve, even revolutionize, 

many technology and industrial sectors, like medicine[1][2], information technology[3][4], 

transportation[5], energy and food safety[6][7], [8], and many others. For example, nanoparticles have been 

developed as effective target specific strategies for drug delivery, acting as nanocarriers and active agents 

[9]–[11]. Over the last decades, different types of nanoparticles have been developed based on various 

components, including carbon, metal oxides, silica oxides, nanocrystals, lipids, dendrimers, polymers, and 

quantum dots, together with wide variety of recently developed materials[9], [12]–[15].These 

nanomaterials are capable to provide a high degree of biocompatibility before and after conjugation to 

biomolecules for specific function so as to translate into nanomedicines and clinical practice. In addition, 

nanoscale additives to or surface treatments of fabrics can provide lightweight ballistic energy deflection 

in personal body armor [16]–[18]. Flexible, foldable, bendable, and stretchable electronics are reaching into 

various sectors and are being integrated with aerospace applications, wearables, and the Internet of Things. 

Semiconductor nanomembranes and other nanomaterials like graphene and cellulosic nanomaterials are 

being used to make flexible electronics to enable wearable and “tattoo” type sensors[19], electronic 

papers[20] that can be rolled up and photovoltaics[21] that can be sewn onto clothing. Making flexible, flat, 

lightweight, non-brittle, highly efficient electronics opens the new horizon to countless smart products. 

Nanostructured ceramic coatings exhibit much greater toughness than conventional wear-resistant coatings 
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for thermal protection system applications on space shuttle. Also, carbon nanotube sheets are now being 

produced for use in next-generation air vehicles.  

 

Figure 1-1 Different applications of nanotechnology (a) For next generation space vehicles[22] (reprinted 

from “Ultra-high temperature ceramics: Materials for extreme environments”, 2017 with the permission 

from Elsevier(b) drug delivery[23] (c) flexible nanoelectronics[24]. 

Therefore, to develop a new functional material, it is imperative to understand the forces that shape them 

at nano scales. Studies should bridge the continuum scale from subatomic, to atomic, to molecular, to 

nanoscale, and beyond. Those studies will create foundational knowledge that will help us to achieve real-

time adaptive control over materials fabrication. Fabricating these structures at the micro- or even nanoscale 

is a huge challenge. Chemical reactions have to be controlled so as to add or remove material where it is 

needed, sometimes as precisely as one atomic layer at a time. To accomplish this goal, one needs to work 

at the intersection between Materials Science and Mechanical Engineering—where the study of materials 

structure-property relationships drives the design and fabrication of components with optimized 

performance using the most advanced manufacturing technologies. Often times computational techniques 

paves the way of developing new materials by optimizing many parameters with time-saving solutions.   

(a) (b) 

 

(c) 
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Figure 1-2 Developing novel material requires overcoming the borders between different disciplines for a 

seamless integration of the models on different length scales into one coherent modelling framework[25]. 

1.2 Background and Significance 

Next generation materials for the use on space vehicle needs significant improvements in material 

properties leading to enhanced reliability and safety to survive extreme environments. Due to high melting 

point, ultra‐high hardness, low density, excellent wear resistance, high refractoriness, high electrical and 

thermal conductivity, Ultra-high temperature ceramics (UHTC), primarily composed of metal diborides, 

are considered as potential materials for hypersonic re-entry vehicles to survive this extreme environment. 

The main goals of developing new UHTC’s are that the space exploration should have to be reusable and 

reliable. With the development of new UHTC’s it will survive multiple reentries from orbital speeds to our 

worldly atmosphere and that will enormously accelerate the space exploration due to the fact of reducing 

the use of resources needed to keep exploring.  

Ceramics are utilized in different industries from pottery to electronics, from cutting tools to medical device 

industries[26], it has enormous field of applications. Recently it has been considered for creating thermal 
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protection system applications due to their high melting point and withstanding capability in high 

temperature and pressures[27]. It is extremely desirable in many of engineering applications that a material 

should have the properties of high stiffness and high toughness but in practical low toughness and fracture 

toughness of ceramics restricts their applications to many different industries.

 

Figure 1-3 Comparison of mechanical properties of metal, ceramic and polymer materials[28]( reprinted 

from “The conflicts between strength and toughness”, 2011 with the permission from Nature Materials) 

    

Fracture toughness is the ability of a material containing crack to resist fracture and it quantifies how a 

material responds to resist ultimate failure of a system. Cracks are developed in engineering parts when it 

experiences different types of loading, mainly in fatigue. Later those cracks are accumulated and leads to 

catastrophic failure in brittle material such as in ceramics. Strength and toughness are the two critical 

properties that are desired in wide range of engineering applications. The attainment of these two properties 

is a vital requirement for many structural materials: unfortunately, strength and toughness are mutually 

exclusive. A material with higher strength can carry higher loads before failure, and materials with high 

toughness can go through larger deformation without breaking. The fracture toughness of different 

materials can be seen from figure 1-3. The desired properties will be having the higher toughness of material 
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without sacrificing the strength significantly. The poor fracture toughness of the ceramics limits its 

application on extreme environments.      

This lower fracture toughness and the brittleness of the ceramics originate from their bonding character. 

Both covalent and ionic bonding can be found in the ceramic material. The degree of covalent character 

increases with the decrease of difference in electro-negativity of atoms. Because of the directional 

characteristics of covalent bond, the dislocation motion of the atoms is not allowed. This restriction in the 

dislocation movement greatly degrades the toughness properties of ceramics because the dislocation 

motions are responsible for controlling the toughness properties of a material.   

Ceramics have high strength and stiffness compared to metal because they are bonded with covalent or 

ionic bonds, however metals have much higher toughness than ceramics. Metal has valence electrons at 

outermost shell that plays a vital role to explain the high toughness and ductility of a material. As shown in 

figure 1-4, in metallic materials valence electrons are loosely bonded with positive charge and these 

electrons are responsible for allowing large deformation of the whole material. In addition, metals having 

face centered cubic (FCC) crystal structure in particular, allow dislocations along the maximum planar 

atomic density planes. Dislocations are directly related to plastic deformation, which in turn, can enhance 

the toughness of materials. Ceramic materials having predominantly covalent bonds, dislocation 

movements are quite difficult due to rigid bond network and directional properties.  

 

Figure 1-4 Schematic diagram to represent bonding in (a) metal and (b) ceramic (covalent)[27] 
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Therefore, the dislocation movement needs the bonds to be broken and reformed as well as the bond angles 

to be distorted[29]. So, tailoring of mechanical properties especially toughness is not trivial although the 

experts are exploring every possible way to come up with a novel material which will have higher stiffness 

as well as demanded toughness. Research have been carried out extensively to improve fracture toughness 

(with crack) and the toughness (when no crack is present) property of ceramic materials without 

compromising other mechanical properties of ceramics. With different types of loading crack nucleation 

happens in every material and the crack propagation leads to ultimate failure for entire structure. So, higher 

fracture toughness is a desired factor for every material system. Zhang et al. reported [1] several 

experimental methods to increase the fracture toughness property of materials including crack bridging, 

crack blunting, or relaxation of the strain field around the crack tip. Ferdous et al. created multiphase 

ceramics with lattice mismatched interfaces and computationally investigated their mechanical properties. 

The tensile properties of the new phase enhanced with C enrichment of SiC structure. As it creates lattice 

mismatch structure compared to single phase SiC, the tensile and shear properties are enhanced. For 10% 

and 40% C enrichment the tensile strength increased by 23 and 86 GPa respectively. 10% ‘‘C” enriched 

appears to be best performing in terms of tensile strength and toughness compared to pure SiC [92]. A 

similar approach is followed to create a multiphase ceramic of ZrB2 and ZrC. 

 

Figure 1-5 Effect of Carbon enrichment on the mechanical properties of SiC[27]. 
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1.3 Research Objectives and Outline of the Thesis 

The objective of my research is to investigate the effect of nanoparticle reinforcement for achieving tailored 

mechanical properties of UHTC’s. In this work we investigated the formation of novel Zirconium (Zr) 

based “strong and tough” multiphase ceramics by selectively choosing phases with “thermodynamically 

compatible” crystal structure but different lattice constants to form “energy dissipate-able” microstructures.  

By creating the innovative energy dissipate-able microstructure, we hypothesized that during deformation 

some microstructural change will take place across the ceramic-ceramic lattice mismatched interface, which 

eventually will contribute to energy dissipation. Therefore, overall toughness of the material will increase. 

If we attempt to trace back to identify the parameters that controls the performance of a material, we can 

see  that properties of materials are mostly influenced by the atomic structure, composition, microstructure, 

interfaces and the defects. Therefore, it is critical to quantitatively study the mechanics and physics of 

nanostructured materials and their interfaces, so that by modeling the physical laws that are relevant at the 

nanoscale can generate the desired macroscopic properties.  

In this work, two different material systems have been studied, namely the ZrB2-based and the HfO2-based 

nanocomposites. Molecular dynamics (MD) simulation has been used to identify the effects of reinforcing 

materials, defects, interfaces, and microstructure on the overall mechanical properties of UHTC’s. We also 

discuss about the validation of our computational work by the experiments done by our collaborator. The 

outline of the thesis and specific goals are as follows: 

(i) In Chapter 2, the structural and mechanical properties with different fabrication methods of UHTCs are 

described and in Chapter 3, the principles of the computational tool that’s been used to study the 

materials properties in atomistic scale are discussed.   

(ii) In Chapter 4, we report the grain boundary driven mechanical behavior of two polycrystalline ultra‐

high‐temperature ceramics (UHTC’s), zirconium diboride (ZrB2) and zirconium carbide (ZrC) with 

zirconium diboride (ZrC‐ZrB2) nanocomposites. First, we discussed the procedure of creating atomistic 
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models of the polycrystalline ZrB2 and ZrC‐ZrB2 nanocomposites. Then the tensile properties of ZrB2 

and its nanocomposites are mentioned. Also, the effect of position and particle size of reinforcing ZrC 

in the host ceramics ZrB2 are discussed elaborately. At different loading states, the deformation 

snapshots of the nanocomposite are captured, the local stress of the microstructure are determined and 

the reasons for the failure are identified from those study.     

(iii) In Chapter 5, we discuss new sets of simulations to find the tensile and shear properties of grain 

boundary material. A detailed modeling approach for developing a model with grain boundary and twin 

crystal are mentioned here. The results were compared with the adjacent single crystal and overall 

polycrystalline material properties, where we found that the shear strength and stiffness of the grain 

boundary materials are significantly lower than the single crystal or polycrystal ZrB2. At the end of the 

chapter, an analytical approach was employed with the grain boundary and twin crystal sub model to 

determine the tensile and shear modulus of grain boundary.   

(iv)  In Chapter 6, we present an atomistic computational study of electric field and thermal effects on the 

mechanical behavior of memristor material HfO2. In our study, first, the atomistic model of HfO2 is 

built on a monoclinic lattice structure. Then, tensile tests have been carried out to study its mechanical 

behavior. Since the material has non-symmetric crystal structure. In addition, the effects of electrical 

field on mechanical behavior are studied by varying the electrical field intensity from 0 to 0.3 v/Å 

gradually. For each case, atomistic snapshots are taken to identify the changes occur in the structure 

due to the electric field. To understand more about the damage of this material, shear loads are applied 

in different directions and their responses are studied elaborately in this chapter.  

(v) Finally, we summarize our findings and some future research directions are outlined at the end of the 

dissertation.   
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Chapter 2  

Zirconium Diboride Based Ceramics 

2.1 Introduction  

Because of the high melting point(3245°C), high thermal conductivity, low density (6.09 g/cm3) compared 

to refractory metals and high strength, Zirconium diboride is considered as a potential candidate for using 

as ultra-high temperature ceramics(UHTC)[30]. In general, at room temperature the borides exhibit lower 

electrical resistivity and higher thermal conductivities than carbide ceramics. In addition, the Borides 

exhibit better resistance to chemical attack. These characteristics have yielded borides candidates for 

applications including molten metal crucibles, refractory linings, cutting tools, furnace electrodes, and 

particularly for the use on potential hypersonic aerospace vehicles. In this section, a general overview of 

zirconium diboride based ceramics and their recent research progress is presented. At the beginning, the 

crystal structure, chemical and physical properties are presented briefly. Later, the different manufacturing 

processes along with sintering techniques of ceramics are reviewed. Moreover, several methods for 

depositing ceramics nanofilm presented in the later part. The effects of processing, composition, and 

microstructure on the overall mechanical properties of the material are discussed thoroughly. 

2.2 Crystal Structure and Properties 

Zirconium diboride (ZrB2) has alternating layers of zirconium and boron atoms, which represents the AlB2-

type P6/mmm crystal structure (Figure 2-1). Boron atoms create 2D graphene-type sheets alternating with 

close packed zirconium layers. In the middle of two adjoining boron layers, Zirconium atoms remain in the 

center of each boron hexagon. Each boron atom is surrounded by 3 equidistant boron atoms, and 6 

equidistant zirconium atoms. On the other hand, each zirconium atom contains 6 equidistant zirconium 

neighbors and 12 equidistant boron neighbors. This crystal structure indicates a combination of covalent, 



10 
 

ionic, and metallic bonding: B-B bonds are covalent; Zr-B bonds show both ionic and covalent 

characteristics; Zr-Zr bonds exhibit metallic and covalent bonding. The anisotropic form of the ZrB2 crystal 

structure leads in many of its mechanical and physical characteristics being anisotropic. For example, 

hardness of the material varies in different planes in ZrB2 structure. Xuan et al. measured the Vickers 

hardness of ZrB2 single crystalline structure in the temperature range from 25°C to 1000°C[30]. The 

hardness decreased from ~20.9 GPa for all planes to ~7.9 GPa for the (0001) plane and ~4.9 GPa for the 

(1010 ) and (1120 ) planes with the increase of the temperature from 25°C to 1000°C. The hardness of the 

(1120) and (1010) planes was much lower(~35%) than that of the (0001) plane for the same temperature 

range. Okamoto et al. reported the elastic constants of single crystal ZrB2 in different temperature range, 

where he found C12 is below 100 GPa, C33 is above 400 GPa, and C11 is greater than 500 GPa. These elastic 

constants vary with changes in temperature. It is reported that C12 and C13 appear to be insensitive to 

variations in temperature up to 1400°C while C11, C33, and C44 decrease with increasing temperature. The 

coefficient of thermal expansions (CTE) of ZrB2 are 6.7 X 10-6 /K, and 6.9 X 10-6 /K along the a-axis and 

c-axis respectively. As the values along the a and c axes are very near it signify slight anisotropy in CTE 

along different crystallographic directions. Since polycrystalline ZrB2 contains random orientation of grains 

in the microstructure, it usually does not show anisotropic properties on the macroscopic level.  

2.3 Several Processing Methods of common Ceramic Materials 

The processing method of ceramics is crucial to ensure the desired shape, size, properties, and ability to 

refine the materials. Various processing steps will be discussed in this section to obtain compact ceramics 

employing the standard powder metallurgical processes, which includes advanced and conventional 

Figure 2-1 Crystal structure of ZrB2 

https://wol-prod-cdn.literatumonline.com/cms/attachment/b136f156-5b7d-4ffe-bd1d-8b39f375d448/jace15443-fig-0001-m.jpg
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sintering processes[29].The schematic of  conventional processing method of ceramics is illustrated in 

figure 2-2. To confirm the faster densification, it is crucial to use agglomerate-free and finer sized high-

purity ceramic powders. Often times desired amount of sinter-aid or binder is used to enhance sintering 

which entails efficient milling. Milling is used for two reasons: (1) to decrease the particle size with the 

starting powder feedstock and (2) to create a homogenized mixture of different phases of material with the 

matrix phase. 

2.3.1 Ball Milling 

 

Ball milling utilizes mixing of elemental and pre alloyed powders along with the grinding balls to cause the 

milling of powders, as demonstrated schematically in Figure 2-3. The grinding balls can be made of 

ceramics (Al2O3, ZrO2), stainless steel, WC or other materials to ensure the better mixing and 

homogenization of ceramic powders. As the grinding balls moves at high speed, and repeatedly crushes the 

powder particles it leads to reduction of the particle size of ceramics powder. The physical mechanisms 

involve extensive deformation and subsequent fracturing of powders. During the first stage, the particles 

fracture due to the impact of balls and the friction between the grinding balls and particles. In the second 

Figure 2-2 Stages involved in the conventional sintering route: (a) blending, (b) compaction, and (c) sintering[29]. 
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stage, the cold-welding takes place which causes the particles to adhere to other particle’s surfaces. 

Therefore, the particles turn out to be spherical and their size decreases. With the continuous process of ball 

millin, the powders repetitively flatten, fracture, cold weld, and reweld. The flattening of particles mostly 

happens for ductile metals, which subsequently work harden and become brittle. In that way, continuous 

impacts fragment the particles. Likewise, in the case of brittle material like ceramic powder, the particles 

endure repeated fracture. It should be noted that the effective ball milling entails a critical speed, which is 

inversely proportional to the inner diameter of the mill cylinder. If the speed of a ball mill is lower than the 

critical speed, which leads to ball impact and causes milling, is minimal, any speed greater than the critical 

speed  

 

causes the ball to revolve with the container due to centrifugal force. Therefore, only the critical speed 

creates cascading (frictional milling) and impacting (impact milling) of the powder media. A typical 

movement of the balls and powder are demonstrated in Figure 2-3. In addition, the ball-to-powder ratio 

(BPR) is important to achieve the desired results. In ideal case, the ratio of BPR is 4:1 for efficient milling. 

Increasing the density of balls and ball diameter can also lead to increase in the BPR. The BPR determines 

the ball milling time, which should be optimized to save cost and power. 

Figure 2-3 Schematic diagram of illustrating the movement of balls and powders in a typical ball mill[29]. 
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2.3.2 Sintering 

 

Sintering refers to the process of compacting and forming a solid mass of material by pressure or heat 

without melting it to the point of liquefaction. It’s a process of diffusional mass transport leads to the 

formation of a dense body. It is a method based on powder metallurgy and produces high-density materials 

from ceramics or metal powders by applying mechanical pressure and/or heat. Typically, sintering process 

involves preparation of a powder blend which includes powder, binder or sinter additive followed by 

compaction and consolidation at elevated temperature (schematics shown in Fig. 2-4). Sintering involves a 

process of transformation from a porous state to a state of dense material and it must involve the neck 

formation and growth process. As illustrated in Figure 2-4, the sintering process essentially involves with 

the continuous and dynamic change in pore size and shape. The elimination of porosity can occur by mass 

transport from powder particles to porous regions either through lattice diffusion or grain boundary 

diffusion. It is now widely established that sintering is the only processing technique for the refractory 

ceramics and metals. This is due to the following factors: (1) The typical melting–solidification route, as is 

commonly used for metals, cannot be employed in the case of ceramics. This is due to the fact that the 

melting points of most of these materials lie in the range of 2000–3500°C, which requires the use of furnaces 

capable of operating at such extreme conditions. This is not an efficient engineering solution. (2) Because 

of the brittle nature of ceramics, the conventional metal-forming processes, like forging and rolling, cannot 

be implemented to manufacture products with preferred shapes in the case of refractory.  
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Figure 2-4 Summary of various factors controlling the sintering of ceramics as well as issues related to 

solid- state and liquid-phase sintering. Also, some advanced sintering techniques are mentioned[29]. 

 

Different Thermomechanical Sintering Methods: Thermomechanical treatment involves a blend of 

thermal and mechanical treatments to achieve superior properties of a material. Often times there is limited 

plastic deformation in ceramics; therefore, high-temperature treatments can cause some softening during 

ceramic processing. Moreover, high temperature with mechanical refinement can stimulate phase 

transformation, which can induce certain crystal defects in the material. As such, two degrees of freedom, 

such as pressure and temperature, can be played with to make the high-density components. Different 

techniques fall under the category of thermomechanical processing, such as hot pressing, hot isostatic 

pressing (HIP or HIPing), Spark plasma sintering, hot sintering etc. Those will be outlined one by one in 

the forthcoming sections. 

2.3.3 Hot Pressing 

Hot pressing is a standard compaction process which uses simultaneous application of pressure and heat 

to increase the overall material temperature above the recrystallization temperature. A schematic of the 

procedure is shown in Fig. 2-5. Hot pressing is different from the powder metallurgy technique in the way 

that the pressure and heat are applied simultaneously as contrast to power metallurgy methods where heat 
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applications are independent of the pressure applying cycle. The hot-pressing procedure can be described 

 

Figure 2-5 Schematic of heat and pressure involvement in the thermomechanical treatment to achieve 

refined grains and dense structure[29]. 

as follows. Ceramic powders are put into a die and are hard-pressed to ∼10–50 MPa at temperatures in the 

range of 1000–2200°C for a certain period to attain a desired density of ceramic. 100% theoretical densities 

can be achieved by this technique, and often, the sintered material density is more than ∼95% of the 

theoretical density. 

2.3.4 Hot Isostatic Pressing (HIP) 

Hot isostatic pressing (HIP) is a form of heat treatment that uses high pressure to improve material 

properties. That pressure is applied by an inert gas, usually argon. Time at elevated temperature and pressure 

allows plastic deformation, creep and diffusion to occur. Castings for critical applications are HIPed to 

eliminate internal micro porosity thereby improving mechanical properties by removing defects. Hot 

isostatic pressing also enables the bonding, or cladding, of two or more materials together, either in the 

solid or powder form. Hot isostatic pressing plays an important role in powder metallurgy and 3D printing 

as well. Bodycote has decades of experience creating both simple to complex components from powdered 

metal. These solutions dramatically reduce the manufacturing time and production cost of a part compared 

to producing the same part using 3D printing alone. This brings a drawback that top and bottom surfaces 

get compressed more when compared to the core and sides of the ceramic specimen. Therefore, the term 

“HIP or HIPing” evolves from the “similar” static pressure arising from a fluid (gas/liquid) around a ceramic 

to apply pressure from all around the sample surface The ceramic body is submerged in the chamber at high 

temperatures, and a high-pressure inert gas compresses the ceramic to uniformly sinter the ceramic. 
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Consequently, a consolidated high-density ceramic specimen can be simply attained having a homogeneous 

microstructure. Increased hardness and strength, reduction in porosity, and uniform microstructure are 

common in HIP. 

2.3.5 Spark Plasma Sintering 

Spark plasma sintering also known as pulsed electric current sintering is a sintering technique employing 

simultaneous uniaxial force and pulsed direct electrical current (DC) with low atmospheric pressure to carry 

out faster solidification of the powder. In this way, the heating and cooling rate is high which enhances the 

densification over grain growth promoting diffusion mechanisms and allows to maintain the intrinsic 

properties of the powders in the fully consolidated products. The process considered as a rapid sintering 

technique in which the heating not only dispersed over the volume of the powder compact evenly in a 

macroscopic scale, but also the heating power can be controlled to dissipate at the exact locations in the 

microscopic scale, where energy would be essential for the sintering process, specifically at the contact 

surfaces of the powder particles (see Fig. 2). This procedure results in a desired sintering characteristic with 

fewer grain growth and suppressed powder decomposition. SPS systems extend many improvements over 

the conventional sintering approaches by hot isostatic pressing (HIP), hot press (HP) sintering, or 

atmospheric furnaces, in respect of operational ease and controlling the sintering energy precisely. Also, 

the SPS technique enhances the high reproducibility, high sintering speed, safety and reliability. 

2.3.6 Some other Processing Methods 

2.3.6.1 Chemical Vapor Deposition 

 

Chemical vapor deposition (CVD) is a combination of processes in which a solid material is deposited from 

a vapor by a chemical reaction occurring on or in the vicinity of a heated substrate surface. The resulting 

material could be in the form of a thin film, single crystal or powder. By differing experimental conditions, 

like substrate material, temperature, composition of the reaction gas mixture, total pressure gas flows, etc., 

specimens with a wide range of chemical, physical, and tribological properties can be attributed. An 

important aspect of the CVD method is its excellent throwing power, facilitating the fabrication of coatings 
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of uniform thickness and properties with minimal porosity even on substrates with complex shape. Another 

significant characteristic is the capability of localized, or selective deposition, on patterned substrates. CVD 

and other related methods are utilized in many thin film applications, including epitaxial layers for 

microelectronics, heat or corrosion-resistant coatings, conductors, dielectrics, oxidation barriers, 

passivation layers, conductive oxides, tribological coatings.  Other CVD applications are the fabrication of 

high-temperature materials like ceramics, tungsten, etc. and the production of high-temperature fiber 

composites, solar cells, and particles of well-defined sizes. In this technique, oxygen activity in the vapor 

can be controlled precisely during the deposition, therefore, no annealing in oxygen is required to attain 

superconductivity. 

2.3.6.2 Atomic Layer Deposition  

 

Atomic layer deposition (ALD) is a vapor phase technique used to deposit thin films onto a substrate based 

on sequential, self-saturating chemical reactions. The procedure of ALD entails the surface of a substrate 

being subjected to alternating precursors, which do not overlap but instead are introduced in sequence. The 

process of ALD requires the surface of a substrate being exposed to alternating precursors, which do not 

overlap but instead are introduced sequentially. Two or more precursors, each comprising distinct elements 

of the materials being deposited, are introduced to the substrate surface separately, one at a time. Each 

precursor saturates the surface developing a monolayer of the specific material. Most of the commercial 

Atomic Layer Deposition systems are based on using inert carrier gas, e.g. nitrogen, at about 1 mbar. Short 

precursor chemical pulses are injected into the flowing carrier gas, followed by short purge or evacuation 

periods. A specific amount of material, typically a monolayer of about 1 Å, of the thin film material is 

grown during each ALD cycle. A conventional ALD cycle times varies from one second to several seconds. 

The range of the process temperature differs from room temperature to over 500 °C. Most ALD procedures 

run between 200 °C and 400 °C. ALD processes have been used for oxides, carbides, nitrides, certain 

metals, 
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 fluorides, II–VI and III–V compounds, and recently been used for organic materials. 

2.4 Processing of Zirconium Diboride Based Ceramics 

Reactive hot-pressing (RHP), hot pressing, spark plasma sintering could be used to produce high purity 

ZrB2 ceramics at different temperatures. Researchers have used appropriate precursor material, ball milling 

and sintering procedures to get their desired phase of ceramics. In this section a typical ZrB2 fabrication 

procedure is described. In general, commercially available Zirconium hydride powder and amorphous 

boron was used to synthesize ZrB2 ceramics. Powders were dispersed in methyl ethyl ketone by ball-milling 

with a dispersant and plasticizer using ZrB2 media. A soluble phenolic resin was then added as a carbon 

precursor.  Binder was included to compositions not containing phenolic resin to facilitate granulation. 

Powders were batched following appropriate design with factors being the C:O ratio with levels = 0.0, 0.5, 

and 1.0, and the B:Zr ratio with levels = 2.00, 2.05, and 2.10. Batch amounts were adjusted based on the 

reported and calculated fugitive impurities (O, 4.9 wt%, and Mg, 0.99 wt%, in B, and O, 1.5 wt%, in ZrH2). 

After ball milling for several hours, slurries were dried at a temperature of 80°C, with mild vacuum 

condition and at a rotation speed of 120 rpm. Grinding media were weighed before and after milling to 

estimate contamination. Prior to hot pressing the dried powders were lightly ground and passed through a 

50mesh screen prior to hot pressing. Specimen designations are RHPxy, where x values 1, 2, or 3 

correspond to Zr:B molar ratios of 2.00, 2.05, and 2.10 and y values of 1, 2, or 3 correspond to C:O molar 

ratios of 0.0, 0.5, and 1.0. Milled powders were hot-pressed in 25.4 mm circular graphite dies lined with 

BN coated graphite foil. Powders were compacted at ~10 MPa and then heat is applied with a designed 

heating cycle.  

2.5 Processing of HfO2 Based Nanofilms 

Chemical vapor deposition[31] or Atomic layer deposition[32] method can be used to fabricate the HfO2 

based nanofilms. A procedure of depositing HfO2 layer with ALD is discussed briefly in this section  [33]. 

HfO2 was deposited on p-type Si wafer in which surface saturating chemical reactions between hafnium 

tetrachloride and water (H2O) precursors were performed at about 300 °C. A SiO2 thin layer formed 
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between HfO2 and Si wafer because no cleaning procedure was employed before the deposition was started 

to the bare Si wafer. This SiO2 interface was not considerably influenced by the ALD method. In order to 

carry out the proper annealing process the deposited HfO2 thin film was then cut into 20 mm × 20 mm 

samples. Because of a major structural change from amorphous to crystalline phases at ~450–550 °C and 

current source/drain dopant activation requirements at ~900–1050 °C [33], the annealing processes were 

performed at 500 °C for 1 min and 900 °C for 2 min by rapid temperature annealing method with a heating 

rate of 50 °C/s under an argon environment. This deposited film could be used for structural 

characterization.  

Another widely used method of fabricating HfO2, is using chemical vapor deposition (CVD) technique. 

Hafnium oxide films can be deposited on silicon substrates by chemical vapor deposition using appropriate 

precursor, hafnium 3-methyl-3-pentoxide {Hf[OC(CH3)(C2H5)2]4, Hf(mp)4}, with no additional oxygen 

source[34]. Hf(mp)4 is a liquid at room temperature and has a moderate vapor pressure comparable to that 

of hafnium tertbutoxide, Hf(OtBu)4, and a lower residual weight (<10%) in thermogravimetric analysis. 

The rate of the deposition was about 27 Å/min at 400 °C, and the activation energy was 68.1 kJ/mol, which 

is higher than those of regular hafnium alkoxide and hafnium amide precursors. 
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Chapter 3  

Methodology 

 

3.1  Introduction 

We use an atomistic simulation approach as this method provides structure‐property relations of materials 

at the atomic detail that is still intractable via experimental or first principle‐based methods[35] . As the 

materials are formed from atoms and molecules – more precisely from electrons, protons, and some 

subatomic species, hence, the right way to determine the mechanical and physical behavior of material, 

either computationally or experimentally, should involve the performance assessments from the smallest 

scale. By using quantum-mechanical laws and explicitly including the electrons in the model, the first 

principle method can accurately capture thermo-mechanical, electrical, or magnetic properties of materials.  

However, the computational cost of this method limits its simulation capacity to hundreds of atoms. On the 

other hand, the scope of the experimental resolution is currently limited to capture the discrete lattice 

phenomena either spatially or temporally. The first issue of the experimentation methods deals with the 

imaging conditions.  For example, different phenomenon’s like elasto-plastic transition, dislocation 

transmission, grain boundary sliding, defect formation, dislocation incorporation to boundaries and 

dislocation multiplication at the matrix-grain boundary interfaces could be particularly challenging to 

capture given the fact that they occur over several atomic layers. As a result, molecular level modeling and 

simulation becomes vital to identify the mechanics of those dynamics in nanodevices. In this chapter, an 

overview of atomistic modeling will be presented followed by a brief discussion of the simulation 

procedures. 

3.2 Molecular Dynamics Simulation 

3.2.1 Essential Concepts 

Molecular dynamics (MD) is a computer simulation technique that permits to predict the time evolution of 

interacting particles like atoms, molecules, granules, etc. Atoms are considered as the basic particles 
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disregarding nuclei or electrons in MD simulation[36]. Atom is represented as a sphere with a point mass 

in the center. Therefore, the role of the electron is ignored, and the electronic wave function is approximated 

with the current configurations of the atoms. In this way the computation becomes overly simplified as the 

electrons are not considered as a separate entity in Molecular Dynamics simulation. However, we need to 

generate the empirical interatomic potential to consider the effect of the electrons and to define the 

interaction between atoms. There are several steps to follow for carrying out the molecular dynamic’s 

simulation. 

First, for setting up the simulation, one needs to define:  

• Initial positions and velocities of all the particles in a particular system.    

• Potential that defines the forces among all the intearcting particles. 

 Second, by solving equations of motion in classical mechanics, the time evolution of the system can be 

updated for all particles in the system. The equations of motion that govern the motion of classical particles 

are the ones that correspond to Newton’s second law of motion.  

 
𝑚

𝑑2𝑟𝑖

𝑑𝑡2
= 𝐹𝑖(𝑟1, 𝑟2, 𝑟3 … . 𝑟𝑁),           𝑖 = 1,2, … , 𝑁 3.1 

 

Here, 𝑟𝑖 represents the position vectors and 𝐹𝑖 depicts the forces acting upon the N particles in the system. 

The forces acting on the ith atom can be derived from potential functions, U((𝑟1, 𝑟2, 𝑟3 … . 𝑟𝑁)), which usually 

portrays the potential energy for a specific system of interacting particles: 

 
𝐹𝑖(𝑟1, 𝑟2, 𝑟3 … . 𝑟𝑁) = ∇𝑟𝑖 × U((𝑟1, 𝑟2, 𝑟3 … . 𝑟𝑁)),           𝑖 = 1,2, … , 𝑁 

3.2 

The equation signifies the total energy conservation of the system, E = EKin + U, where EKin is the 

instantaneous kinetic energy. In case of the absence of externally applied forces, the potential energy can 

be formulated as a sum of pairwise interactions: 
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𝑈 =  ∑ ∑ 𝑢(𝑟𝑖𝑗)

𝑁

𝑗>1

𝑁

𝑖=1

 3.3 

 

Here,  𝑟𝑖 = 𝑟𝑖− 𝑟𝑗,  𝑟𝑖𝑗≡ |𝑟𝑖𝑗 |, and the condition j > i inhibits the twice counting of interaction between 

particle pairs. Also, the forces are calculated with the basis of individual interactions with rest of the 

atoms: 

 
𝐹𝑖 =  ∑ 𝑓𝑖𝑗, 𝑓𝑖𝑗 =  

𝑑𝑢(𝑟𝑖𝑗)

𝑑𝑟𝑖𝑗

𝑁

𝑗≠𝑖

 
𝑟𝑖𝑗

𝑟𝑖𝑗
 3.4 

 

Newton’s third law, 𝑓𝑖𝑗= −𝑓𝑗𝑖 is used to reduce the computation in half. A cutoff radius is imposed in the 

simulation to further reduce the computational cost beyond which the potential becomes insignificant. Now, 

for a substantially larger system, it’s almost impossible to attain a direct solution for the Equation of Motion 

(EOM), and therefore, those equations are solved by finite difference methods. One of the most used 

methods is known as Verlet Leapfrog (LF) integration scheme[36]. This method needs the numerical values 

of position (r) and force (f) of each atom at time t while the velocities (v) remain half a timestep behind. 

For a particular time, the velocities are advanced to t + (1/2) ∆t by the integration of force: 

 
𝑣⃗ = (𝑡 +  

1

2
 ∆𝑡) =  𝑣⃗ (𝑡 −  

1

2
 ∆𝑡) +  ∆𝑡 

𝐹⃗(𝑡)

𝑚
 

3.5 

 

where m represents the mass of an atom and t represents the timestep. The positions are then updated 

using the latest velocities: 

 
𝑟 (𝑡 + 

1

2
 ∆𝑡) =  𝑟 (𝑡) (𝑡 − 

1

2
 ∆𝑡) + ∆𝑡 

𝐹⃗(𝑡)

𝑚
 

3.6 

 

As the MD simulation usually requires position and velocity simultaneously, therefore, the velocity at 

time t is approximated with the average of velocities half a timestep either side of time t: 
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𝑣⃗(𝑡) =

1

2
 [𝑣⃗ (𝑡) (𝑡 +  

1

2
 ∆𝑡) +  𝑣⃗ (𝑡) (𝑡 −  

1

2
 ∆𝑡) ] 

3.7 

 

3.2.2  Simulation Procedure 

In general, MD simulation runs through initialization, integration, and data production. To start the MD run 

and get meaning results from the simulation, several steps needs to follow. The schematic diagram in Fig. 

3-1 illustrates a standard MD simulation outline. First step is the initialization, at the initialization the model 

needs the information about the initial positions and velocities of every particles. Then it calculates the 

interaction(forces) based on force-energy empirical relation between the particles based on spatial 

coordinates. Then it goes to next part where it involves integrating the Equation of Motion to get updated 

positions and velocities of the system. The force calculation part required most of the time of MD 

simulations. The following sections describe the procedures of implementing that information in MD 

simulation. 

 

 

 

 

 

 

 

 

 
Figure 3-1 Schematic diagram of Basic MD Simulation 
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3.2.2.1  Defining Initial Positions and Velocities of Particles 

To get started with MD simulation, the initial positions and velocities must be specified for all atoms in a 

system. The instantaneous positions and velocities are required to solve the Newton’s law of motion. The 

initial position can be identified from the known lattice positions for a crystallographic system. The initial 

velocities of particles could be determined from a Maxwell–Boltzmann or Gaussian distribution at a 

specific temperature value. For instance, the probability that an atom has a velocity v at an absolute 

temperature T is 

 
𝑃(𝑣) = (

𝑚

2𝜋𝐾𝐵 𝑇
)

1
2

exp (− 
𝑚𝑣2

2𝐾𝐵 𝑇
) 

3.8 

where 𝐾𝐵 represents the Boltzmann constant. In addition, the directions of velocities are selected randomly 

to create the zero value of total momentum. 

3.2.3 Force Field 

A force field is a mathematical expression that describes the relation between the energy of a system and 

the positions of its particles. It comprises of an analytical form of the interatomic potential energy, U (r1, 

r2, ... , rN ), and a set of variables entering into this equations. The parameters are usually taken either from 

fitting to experimental data such as X-ray or electron diffraction, Infrared, Raman spectroscopy, NMR etc 

or from the ab initio or quantum mechanical calculations. Molecules are basically defined as a set of 

particles that is kept together by simple elastic forces and the Force Field substitutes the true potential with 

a simplified model that is acceptable in the system being simulated. Ideally it should be a simple model to 

be evaluated quickly, but adequately detailed to replicate the properties of interest of the system analyzed. 

In the literature, many potentials are available with different degrees of complexity and focused on treating 

different kinds of systems. However, a conventional form of a potential may look like this: 
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U = ∑
1

2
𝑏𝑜𝑛𝑑𝑠

 𝐾𝑏 (𝑟 − 𝑟𝑜)2 + ∑
1

2
𝑎𝑛𝑔𝑙𝑒𝑠

 𝐾𝑎 (𝜃 − 𝜃𝑜)2 + ∑
𝑉𝑛

2
𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

 [1 + cos(𝑛∅ − 𝛿)] + ∑ 𝑉𝑖𝑚𝑝

𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟

+ ∑ 4𝜀𝑖𝑗

𝐿𝐽

(
𝜎𝑖𝑗

12

𝑟𝑖𝑗
12

−
𝜎𝑖𝑗

6

𝑟𝑖𝑗
6 ) + ∑

𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
𝑒𝑙𝑒𝑐

 

 

where the first four terms denote the intramolecular contributions to the total energy, like  bond stretching, 

angle bending, dihedral and improper torsions, and the last two terms represents the Van der Waals 

interactions (here, it is a 12-6 Lennard-Jones potential) and the Coulombic interactions. 

3.2.3.1 Pair Potential 

Among all forcefields, the pair potential is the simplest choice where the potential energy can be calculated 

from the sum of energy contributions between the pair of atoms. In a system where the number of atoms is 

N, an atom i interacts with other atoms and the interaction can be expressed as 

 
𝑈 = ∑ 𝑈2

𝑁

𝑖<𝑗

(𝑟𝑖 , 𝑟𝑗) + ∑ 𝑈3

𝑁

𝑖<𝑗<𝑘

(𝑟𝑖 , 𝑟𝑗 , 𝑟𝑘) + ⋯ 3.9 

where the terms are potentials for two atoms, three atoms, and so forth, respectively. Here, the summation 

notations indicate sums over all distinct pairs, triplets, and so forth without double counting any of the 

atoms. Now, considering the interaction between two-atom pair interactions, where (N – 1) interactions per 

atom, and thus the number of pairs 𝑁𝑝𝑎𝑖𝑟 , is on the order of 𝑁2 

 
𝑁𝑝𝑎𝑖𝑟 =

(𝑁 − 1)𝑁

2
 ∝ 𝑂(𝑁2) 

3.10 

Figure 3-2 shows the 10 pair interactions in a system of five atoms. Pair potentials are considered as a 

simplest form of a potential that reflects only two-atom interactions and disregards the other interactions. 

A classic example 

 

 

 

Figure 3-2 Pair interactions represented by the arrows in a five-atom system. 



26 
 

is the Lennard-Jones potential[36], ULJ(r), stated in terms of interatomic distance, r, with the following 

two parameters: 

 
𝑈𝐿𝐽(𝑟) = 4𝜀 [(

𝜎

𝑟
)

12

− (
𝜎

𝑟
)

6

 ] 
3.11 

where: 

parameter ε portrays the lowest energy of the potential curve that is equivalent to the well depth in the 

plot of Lennard- jones potential , parameter σ is the interatomic distance where the potential is zero as 

shown in Figure ... From here, the force form can be obtained as: 

 
𝐹𝐿𝐽 =

24𝜀

𝜎
[2 (

𝜎

𝑟
)

13

− (
𝜎

𝑟
)

7

 ] 
3.12 

 

Several aspects can be highlighted here when two Lennard-Jones particles for example, inert element Ar, 

move towards each other from a long distance: At r = ∞, ULJ and F are zero. When they get close enough, 

the dipole–dipole attraction takes place, and this term best describes the van der Waals interaction. When 

the atoms are very close to each other, due to overlapping electron clouds, a strong repulsion takes place.  

and the arbitrary r-12 term expresses this sharp increase in the repulsion. 
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3.2.3.2 Tersoff potential 

The Tersoff potential is a many body potential functional which explicitly incorporates an angular 

contribution of the force. At present, the potential is extensively used in numerous applications for silicon, 

germanium, carbon etc. Diamond or zincblende structures belong to the group of covalent solids and have 

the bond angle of ~109.47° and bonds of the sp3 hybridization of orbitals. Therefore, bond angle and bond 

order are the primary characteristics of these types of material. The strength of a bond between two particles 

relies on the local environment such as coordination number and bond angle. Tersoff[37] identified this 

geometrical fact and developed a potential as the following expression:  

 𝑈𝑇𝑒𝑟𝑠𝑜𝑓𝑓 =
1

2
∑ 𝑈𝑅(𝑟𝑖𝑗) +  

1

2
∑ 𝐵𝑖𝑗  𝑈𝐴(𝑟𝑖𝑗) 

𝑖≠𝑗𝑖≠𝑗

 3.13 

where: UR and UA are repulsive and attractive potentials, Bij represents the bond order for the bond between 

particle i and j, which is typically a diminishing function of the coordination number, 𝑁𝑐𝑜𝑜𝑟, as 

Figure 3-3 Schematic representation of Lennard-Jones potential 
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 𝐵𝑖𝑗 ∝
1

√𝑁𝑐𝑜𝑜𝑟

 3.14 

In other words, the bonding 𝐵𝑖𝑗 of atom i with atom j is decreased by the existence of another bond 𝐵𝑖𝑘. 

The degree of diminishing depends on other bonds position and angle.  Even though both terms depend 

only on position, this type of potential typically has more than six variables to be fitted. This potential has 

performed quite well with a good parameterization and has been used to simulate various covalently bonded 

solids such as diamond, graphite, amorphous carbon, Si, SiC, ZrB2, HfB2 and hydrocarbons etc.  

3.2.3.3 Charged Optimized Many Body Potential (COMB) 

 

The COMB potential is a variable charge potential[38] and an extended form of Tersoff potential for 

semiconductors. By using the electronegativity equalization method, the equilibrium charge for each atom 

is determined. Different types of bonding like metallic, ionic, and covalent are present in many devices that 

combine the functionality of different material system.  In metallic bonding the electrons are shared with 

all the atoms quite uniformly. By contrast, the ionic bonds are created by transferring the electrons from 

one atom to another while covalent bonds are created by sharing of electrons between two atoms [39]. 

Density Functional Theory (DFT) methods illustrate these differences clearly. While classical empirical 

potentials used in MD simulations do not explicitly describe the electrons, they do incorporate surrogate 

quantities that account for the influences of electrons on material bonding. Traditional potentials have been 

developed to take into account for one type of bonding only, whereas the COMB potential permits the 

seamless simulation of devices composed of dissimilar materials. This is possible because COMB 

incorporates a charge equilibration technique that allows each atom to autonomously and dynamically 

calculate its charge, and a sophisticated description of bond order, by which the strength of an individual 

pair bond is modified by the presence and strength of other neighboring bonds. Compared to electronic-

structure, simulations using COMB potentials are orders of magnitude faster, can simulate much larger 

systems and can easily consider dynamic behavior[39]. The total energy expression illustrating the COMB 

potential, 𝐸𝑐𝑜𝑚𝑏, can be written as  



29 
 

 
𝐸𝑐𝑜𝑚𝑏 =  𝐸𝑠𝑒𝑙𝑓 + 𝐸𝐶𝑜𝑢𝑙 + 𝐸𝑝𝑜𝑙𝑎𝑟 +  𝐸𝑣𝐷𝑊 +  𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑜𝑡ℎ𝑒𝑟 

3.15 

Here, 𝐸𝑠𝑒𝑙𝑓  represents the energy corresponding to the ionization of an atom, 𝐸𝐶𝑜𝑢𝑙 is the Coulombic 

interaction between ions, 𝐸𝑝𝑜𝑙𝑎𝑟 is the dipole and higher order electrostatic interactions, 𝐸𝑣𝐷𝑊 is the Van 

der Waals interactions, 𝐸𝑏𝑜𝑛𝑑 is the bond-order energy and 𝐸𝑜𝑡ℎ𝑒𝑟 is used to illustrate very specific bond 

angle configurations. The key term involved in the self-consistent charge equilibration is the self-energy, 

that can be written as: 

 
𝐸𝑠𝑒𝑙𝑓 =  ∑

𝑖

𝑁

𝑖=1

𝑞𝑖 +  
1

2
  𝐽𝑖𝑞𝑖

2 
3.16 

 

Here Ji is the chemical hardness and χi represents the electronegativity of species i. The self-energy term 

imposes a relative difference in energy cost for different charge states of a element. 

3.2.4 Controller 

 

After setting up the force fields, one needs to setup the virtual test environment to carry out the MD 

simulation which is done by “controllers”. Molecular dynamics simulation uses the theories of statistical 

mechanics which explains how the macroscopic observables such as pressure, heat capacities, energy, etc. 

controls the microscopic behavior of a system.  From statistical mechanics point of view, the major elements 

of “controllers” are a set of thermodynamic variables that are collectively known as ensembles. Also, an 

ensemble can be described as a compilation of all possible systems with different microscopic states but 

have an identical macroscopic or thermodynamic state. There are three main ensembles that are broadly 

used in MD – namely, NPT, NVT, and NVE ensembles. Figure. 3-4 illustrates how those ensembles are 

employed in MD.  

The NVT ensemble known as microcanonical ensemble has a fixed number of atoms (N), box volume (V), 

and total energy (E) and is an isolated system which does not exchange any matter or energy with its 

surrounding environment. This ensemble is often used in MD because it represents the real systems at its 

https://www.sciencedirect.com/topics/engineering/dipole
https://www.sciencedirect.com/topics/engineering/electrostatics
https://www.sciencedirect.com/topics/engineering/electronegativity
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best. The equation of motion for the particles is the usual Newtonian equation for this NVE ensemble. As 

demonstrated in Figure 3-4, all other ensembles are artificially surrounded by large external systems to 

control the fixed parameters. The canonical ensemble has a constant number of atoms(N), box volume(V), 

and temperature (T) and is also used in the Monte Carlo simulation methods. The isothermal–isobaric 

ensemble fixes the number of atoms(N), pressure (P), and temperature(T), and nearly traction free boundary 

condition can be obtained from NPT ensemble[40]. whereas the grand canonical ensemble fixes chemical 

potential (μ), volume, and temperature, and the number of atoms is allowed to change. 

 

 

A successful MD simulation creates a trajectory of positions, velocities and forces on each particle involved, 

that can be converted to various thermodynamic parameters such as temperature, pressure, energy etc. with 

the implication of statistical mechanics. The major constraint of using MD for many situations, is the 

limitations of using this method in different time and length scales. Even these days by using high-speed 

supercomputing facilities with the modern MD codes which can perform massively parallel computations, 

the largest system that can be simulated is comprising few billions of atoms. The largest time scale is also 

Figure 3-4 Schematics of four ensembles adopted in MD[36] 
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restricted to ~Ns range indicating that MD is unable to capture any long-term actions. The reason behind 

the restrictions in total simulation time is related with the size of timestep, which in turn is restricted mostly 

by three reasons [33], (1) numerical stability, (2) van der Waals collision (3) local resonance[40]. Among 

them, the numerical instability is believed as the major factor that evolves when a specific selection of 

timestep creates a diverging error pattern during the simulation. By considering a simple one-dimensional 

harmonic oscillator case, it is observed that the biggest timestep 'T must be smaller than the reciprocal 

natural frequency of the oscillator. 

3.2.4.1 Strain 

 

In Molecular Dynamics, stress-strain curve for any system of interest can be obtained via equivalent 

“displacement-controlled” mode. In order to displace a 3-dimensional periodic model, uniform strain field 

is attained by incrementally scaling the subsequent unit cell and the atomic positions of all the particles 

towards the preferred direction. Here, all strain fields represent the engineering strains unless specified 

otherwise. In addition, at every time step the incremental strain field is not applied. Entire model is 

equilibrated for 3000 times steps prior to applying the following strain field. The process continues until a 

representative stress-strain behavior is attained. Mostly NVT ensemble is used to carry out the equilibration 

process. When a 2-dimensional periodic system is considered, like studying the thin films, where the 

loading planes are the two non-periodic faces, then in-plane surface atoms are only displaced in agreement 

with desired deformation and the other atoms are changed their subsequent position dynamically. 

3.2.4.2 Stress 

 

Local atomistic stresses can be calculated in several ways in MD simulation by using methods developed 

by researchers like virial stress[41], hardy stress[42], Irving and Kirkwood method[43] etc. The virial stress 

is the atomistic representation of stress that is equivalent to the Cauchy stress in continuum scale[41]. The 

virial stress is the mechanical stress if the correct spatial and temporal averages are considered in an 

Eulerian reference frame. Both potential and velocity terms are required to correctly quantify the value of 
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virial stress. The following expression explains the stress tensor for atom I, where a and b take on 

values x, y, z to create the components of the tensor: 

 
𝑆𝑎𝑏 = −𝑚𝑣𝑎𝑣𝑏 − 𝑊𝑎𝑏 

3.17 

The negative sign represents the tensile stress as a positive quantity (In general, in MD, compression is 

considered as positive). The first term states the kinetic energy contribution for particle I whereas, the 

second term is the virial contribution for intra and intermolecular interactions. The details of the 

computational expression are stated below.  

 

𝑊𝑎𝑏 =
1

2
∑(𝑟1𝑎𝐹1𝑏 + 𝑟2𝑎𝐹2𝑏) +

𝑁𝑝

𝑛=1

1

2
∑(𝑟1𝑎𝐹1𝑏 + 𝑟2𝑎𝐹2𝑏)

𝑁𝑏

𝑛=1

+
1

3
∑(𝑟1𝑎𝐹1𝑏 + 𝑟2𝑎𝐹2𝑏 + 𝑟3𝑎𝐹3𝑏)

𝑁𝑎

𝑛=1

+
1

4
∑(𝑟1𝑎𝐹1𝑏 + 𝑟2𝑎𝐹2𝑏 + 𝑟3𝑎𝐹3𝑏 + 𝑟4𝑎𝐹4𝑏)

𝑁𝑑

𝑛=1

+
1

4
∑(𝑟1𝑎𝐹1𝑏 + 𝑟2𝑎𝐹2𝑏 + 𝑟3𝑎𝐹3𝑏 + 𝑟4𝑎𝐹4𝑏) +  𝐾𝑠𝑝𝑎𝑐𝑒(𝑟𝑖𝑎, 𝐹𝑖𝑏)

𝑁𝑖

𝑛=1

+ ∑(𝑟𝑖𝑎𝐹𝑖𝑏)

𝑁𝑓

𝑛=1

 

3.18 

 

The first term states a pairwise energy contribution where n loops over the  𝑁𝑝 neighbors of 

atom I, r1 and r2 are the positions of the 2 atoms in the pairwise interaction, and  F1 and F2 are the forces 

on the 2 atoms resulting from the pairwise interaction. The second term is a bond contribution of similar 

form for the 𝑁𝑏 bonds which atom I is part of. There are similar terms for the 𝑁𝑑 dihedral, 𝑁𝑎 angle 

and 𝑁𝑖 improper interactions atom I is part of. There is also a term for the 𝐾𝑠𝑝𝑎𝑐𝑒 contribution from long-

range Coulombic interactions, if defined. Finally, there is a term for the 𝑁𝑓 fixes that apply internal 

constraint forces to atom I. The local atomistic stress, global stress (the whole volume-averaged virial 

stress) and continuum stress, are supposed to be identical for a perfect crystal subjected to uniform loading.  

https://lammps.sandia.gov/doc/fix.html


33 
 

Chapter 4  

Nano Composites of ZrB2 and ZrC 

4.1 Potential application 

Because of their structural stability at temperatures exceeding 2000 oC, many transition metal ceramics 

such as hafnium diboride (HfB2), zirconium diboride (ZrB2), zirconium carbide (ZrC), titanium carbide 

(TiC) and their composites have been regarded as ultra-high-temperature structural ceramics (UHTCs) [1-

20]In addition to their structural stabilities at high temperatures, UHTCs exhibit many excellent physical 

and mechanical properties such as ultra-high hardness, high melting point, low density, excellent wear 

resistance, high refractoriness, high electrical and thermal conductivity, chemical inertness against molten 

metals, etc. Of these, ZrB2 and its composites have been studied more extensively [11–20]. because of their 

potential application in hypersonic aerospace vehicles [1–5].To improve oxidation resistance, thermal 

stability and mechanical properties, other ceramic phases such as ZrC and silicon carbide (SiC) are often 

added to ZrB2[11–20]. Reactive hot pressing and pressureless sintering methods [7–20,21,22] are primarily 

used to process these materials. 

As outlined in [30] and referenced therein, the flexural stiffness and flexural strength of ZrB2 and its 

composites largely depend on the porosity and presence of sintering additives. For example, the highest 

measured flexural modulus of 99.8% dense ZrB2 is found to be 489 GPa [57].  Using single crystal ZrB2 

modulus measurement data, Okamoto et al. [65] calculated the elastic (tensile) modulus of polycrystalline 

ZrB2 as 525 GPa, which is very consistent with the first principle calculations (~520 GPa)[66] . The effect 

of adding second phases to ZrB2 appears to give a surprisingly inconsistent effect on modulus properties 

[26–29] For instance, while small additions of boron carbide (B4C) and/or carbon (C) increase the elastic 

modulus of ZrB2 [26,27] additions of AlN and Si3N4 lower the elastic modulus [69][70]. The evolution 

mechanisms of the additives within the microstructure of ZrB2 act as the driving force for modulus 

enhancement or degradation of ZrB2. For instance, additives such as C and B4C can eliminate low modulus 

impurities (e.g., surface oxides) [26,27], which, in turn, can lead to a modulus increase. On the other hand, 

additives such as aluminum nitride (AlN) and silicon nitride (Si3N4) promote formation of low modulus 
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grain boundary phases [29-28], which eventually lead to modulus reduction. The strength (tensile or 

flexural) of ZrB2 are greatly affected by the presence of flaws, grain size and additive concentrations [7, 

10, 30–36]. In principle, tensile strength and flexural strength of homogenous and isotropic material should 

be the same [37,39]. The location and distribution of flaws within a material can lead the material to fail at 

different strengths when tested in tension and bending. This is because when a material is tested in bending, 

only the surface layers of the material experience the highest normal stresses (tensile in one side or 

compressive on the other side. As such, flexural strength of a material is primarily controlled by the strength 

of the outside layers, However, when material is tested in tension, then, all the layers in the material 

experience same level of stress. As such, failure in that material initiates when the weakest layer within the 

material reaches its limiting tensile strength. Therefore, materials with higher level of “interior” defects 

typically have higher flexural strengths than tensile strengths. On the other hand, materials containing 

predominantly “surface” defects generally have higher tensile strengths than flexural strengths. 

The highest tensile strength of ZrB2, also regarded as the ideal/theoretical tensile strength, is observed in 

defect-free single crystal ZrB2 [21, 39 - 40]. Depending on crystallographic orientations, the tensile strength 

of single crystal ZrB2 appears to vary between ~40 and ~55 GPa[63]. The strength values are estimated 

from the critical failure energy density principle-based and the critical strain principle-based computational 

models [63]. Zhang et al [80]  and Samvedi and Tomar [82] independently computed the tensile strength 

of ZrB2 using first-principle calculations and ab-initio molecular dynamics, respectively, and obtained 

consistent values. The flexural strength of polycrystalline ZrB2, depending on the grain size and additives, 

typically range from 250 to 630 MPa [7, 12, 30–36]. Although the general trend suggests that strength of 

ZrB2 is inversely proportional to its grain size, the complex microstructure-mechanical property relations 

of ZrB2, processing parameters, presence of impurities, and subtleties in the measurement methods often 

limit quantitative determination of actual deformation mechanisms and structure-property relations. 

Because the size of the particulate reinforcing phase controls the strength, a uniform dispersion of additive 

particles is essential to maximize strength, which is often very difficult to achieve. The presence of 

impurities such as oxides or amorphous carbon particles also affect strength. It is generally argued [42–46] 
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that grain crazing near grain boundaries, grain boundary strengthening, and impeding grain boundary shear 

are critical factors in retaining overall strength in ZrB2 and its composites.  It is, however, extremely difficult 

to capture such dynamic events using currently available experimental tools. 

 

In this study, we report the grain boundary driven mechanical behavior of polycrystalline ZrB2 and ZrC-

ZrB2 nanocomposites. We use an atomistic simulation approach as this method provides structure-property 

 relations of materials at the atomic detail that is still intractable via experimental or first principle-based 

methods [47]. Here, atomistic models of ZrB2 and ZrC-ZrB2 nanocomposite have been subjected to tensile 

loading to determine their elastic constants and strengths. Tensile and shear simulations are also conducted 

solely on a comparison of the crystal grain boundary material with crystalline properties to determine their 

role in the overall mechanical behavior of ZrB2 and its nanocomposite. 

4.2 Molecular models and simulation procedure 

The crystal structure of ZrB2 is built on a primitive hexagonal (AlB2-type, P6/mmm space group) lattice 

with nominal lattice constants a = 3.17 Å and c = 3.53 Å. Figure 4-1 shows the crystal structure of ZrB2. 

Two different atomistic models with a simulation box size of 21.9  21.9  21.2 nm were developed in this 

study. The first type represents the polycrystalline ZrB2 with 12 grains (made with a total of 1,027,538 

atoms) where grain sizes and orientations were randomly determined using the three-dimensional Voronoi 

construction method [47, 48]. A Voronoi tessellation or diagram is a cell structure constructed from 

randomly positioned points, also referred to as Poisson points. For polycrystalline material, we can think 

of these points as grain nucleation sites where the solidification starts and then uniform outward grain 

Figure 4-1 The crystal structure of ZrB2 is built on a primitive hexagonal and the simulation model of a) 

polycrystalline ZrB2 and b) ZrC-ZrB2 nanocomposite 

https://wol-prod-cdn.literatumonline.com/cms/attachment/b136f156-5b7d-4ffe-bd1d-8b39f375d448/jace15443-fig-0001-m.jpg
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growth occurs in all directions. The solidification front continues to expand until it interacts with other 

adjacent fronts to create a grain boundary. In geometrical terms, the grain boundary is obtained by 

introducing lines perpendicular to lines connecting neighboring Poisson points. The result is a set of convex 

polygons/polyhedra. In sample type two, one spherical ZrC nanoparticle (NP) with a nominal diameter of 

6 nm is inserted within ZrB2 as a rigid inclusion. To capture the effect of NP location within a ZrB2 

microstructure, three separate models are built. In Model I, the ZrC NP is placed at the center of one ZrB2 

grain. In Models II and III, the NP is placed at the quadruple junction of ZrB2 grains and on the grain 

boundary, respectively.   

The simulation box size for this type is 21.9  21.9  21.2 nm with 1,024,328 atoms. The interactions 

between Zr and B have been described by the Tersoff-type potential [89] . Since the ZrC nanoparticle (NP) 

is regarded as rigid, no interatomic potentials are needed for Zr–C, C–C and Zr–Zr interactions. To capture 

the interfacial interactions between ZrB2 and ZrC, interaction parameters between ZrZrB2-ZrZrC, BZrB2-ZrZrC, 

ZrZrB2 -CZrC and BZrB2-CZrC atoms are required (subscripts in each atom define the ceramic phase). The 

parameters for ZrZrB2 – ZrZrC and BZrB2–ZrZrC interactions are taken from Tersoff potential used in pure ZrB2 

simulation [87]. The BZrB2–CZrC interaction has been described by the Tersoff type potential proposed by 

Kınacı et al. [90]. The parameters for ZrZrB2-CZrC and BZrB2-CZrC interactions are not readily available.  As 

such, parameters for these interactions are estimated from the available interactions between Zr and B as 

well as B and B, respectively. Table 4-1 shows the parameters used in our simulation. The environmental 

temperature is maintained at 300 K by using the Nosé-Hoover thermostat. To develop tensile and shear 

stress–strain curves, atomistic models were equilibrated first to attain a stress-free state; then, models were 

subjected to incremental tensile and shear loading. During equilibration, each simulation was run up to 

30,000 time-steps in a constant temperature/constant pressure (NPT) ensemble. After attaining the stress-

free state, uniaxial tensile loading was applied along the z direction at a strain rate of 1010 s−1 with a time 

step of 1 fs. The time constants for the thermostats [heat bath] and the barostats [pressure bath] were set to 

1 ps. All simulations were carried out in LAMMPS [91], and the atomistic structures were visualized based 
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on centrosymmetric parameters using OVITO (a scientific visualization and analysis software for atomistic 

and particle simulation data)[64]. 

Table 4-1 Parameters describing the potentials for Zr, B and Zr-B 

Parameter Zr B B-C Zr–B 

A (eV) 3.58787 × 103 1.0619848 ×103 1.38678×103 1.7659542 × 103 

B (eV) 3.71035 × 101 3.6767392 ×101 339.068910 4.0023041 ×101 

λ (Å-1) 2.91078 3.955278 3.5279 3.360803944 

µ (Å-1) 0.659036 1.190167  0.9220569 

 1 0.541 1.25724e-7 MMM =1.0 

MMB = 0.2930705 

MBM = 9.0588265 

MBB = 3.5295546 

BMM = 0.94069107 

BMB = 0.82400007 

BBM = 0.17523123 

BBB = 1.0 

n 1 21.885575 0.72751 

c 0 0 25000 

d 1 1 4.3484 

h 0 0 - 

R (Å) 4.6 2.2 1.95 3.18 

S (Å) 5.0 2.5 - 3.54 

m 1 1 3.0 
 

λ3 (Å-1) 1.32308 0 0 
 

 

4.3 Results and discussion  

4.3.1 Mechanical properties of Polycrystalline ZrB2 and ZrB2-ZrC nanocomposites 

 

Tensile tests were carried on polycrystalline ZrB2 and ZrB2-ZrC nanocomposites (Model III) at 300 K, as 

shown in Fig. 4-2. It appears from the stress-strain curve that both polycrystalline ZrB2 and its 

nanocomposites deformed almost linearly up to ~ 0.02 strain (note the inset chart in Fig. 4-2). They then 
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deformed in a somewhat nonlinear fashion up to a strain state of 0.08 and rapidly failed in a brittle manner. 

The computed tensile strengths of both ZrB2 and ZrB2-ZrC nanocomposite are about 22 GPa. In essence, 

the estimated strength values are roughly half of the ideal tensile strength of ZrB2 [21, 39–41] but at least 

two orders of magnitude higher than the experimentally obtained strengths of ZrB2 (250 to 630 MPa) [27, 

30, 32–35, 52, 53]. As outlined in Fahrenholtz et. al [90], the as-fabricated of ZrB2 and ZrB2-10 vol% ZrC 

composites contain flaws of different types and sizes, which most likely contribute to low mechanical 

strengths. Their results support the long-known observation that the failure strengths of brittle materials are 

typically three or four orders of magnitude below their theoretical cohesive strength [94]. Since our models 

do not contain any such defects, it is expected that the predicted strength would be higher than 

experimentally observed values.  

 

Figure 4-2 Stress-strain curves of polycrystalline ZrB2 and ZrC-ZrB2 nanocomposite. Inset plot shows 

initial part of stress-strain relation. 

The estimated elastic properties of ZrB2 and ZrB2-ZrC nanocomposite are shown in Table 2 where Young’s 

moduli are 322 GPa for both polycrystalline ZrB2 and ZrB2-ZrC nanocomposites. The predicted values are 

consistent with the experimentally reported values ranging between 350 and 530 GPa [37,55]. It should be 

noted that the grain sizes of ZrB2 in pure ZrB2 and in ZrB2-ZrC nanocomposites were 1.8 µm and 1.5 µm[78]  
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respectively; whereas the grain size of the ZrB2 in this work is below 10 nm. Yet, the predicted elastic 

properties are not significantly different from experimentally obtained values suggesting grain size has a 

relatively insignificant effect on the elastic response of ZrB2. Since we conducted tensile simulation only 

for the polycrystalline ZrB2 and nanocomposite model, the shear modulus properties reported in Table 2 

cannot be extracted from the simulation data. However, it is reasonable to assume that polycrystalline ZrB2 

and the nanocomposite system deforms like an isotropic material. Under this assumption, shear modulus 

can be estimated from the E and v value of ZrB2 using the isotropic relation: G = E/2(1+v). Using the value 

of E and v given in Table 4-2, we computed the value of G.   

Table 4-2 Mechanical properties of ZrB2 and ZrC-ZrB2 nanocomposite 

* Estimated based on isotropic assumption, G = E/(1+v) 

4.3.2 The effect of ZrC position and size on mechanical properties of ZrB2-ZrC nanocomposite 

 

Figures 4-3 and 4-4 show the effect of the NP location and grain size on the mechanical properties of the 

ZrB2 nanocomposites. One of the reasons behind placing NP at the grain boundary junctions (Model I) or 

on the grain boundary (Model II) or in the grain interior (Model III) is to determine if ZrC NP location has 

any role on the overall deformation process. Moreover, the size of the ZrC NP has been varied from 5 to 7 

nm and included at the center of the model. Finally, a cavity has been introduced replacing the 5 nm ZrC 

to simulate the presence of a void on the overall deformation process.  

 
Elastic 

Constant, 

C11 (GPa) 

 

Elastic 

Constant, C13 

(GPa) 

Young’s 

modulus 

E 

(GPa) 

 

Poisson’s 

Ratio 

v 

Shear 

Modulus* 

G 

(GPa) 

 

Tensile 

strength 

(GPa) 

Only ZrB2 418.62 178.94 322.77 0.3 123.84 21.87 

ZrB2 with 

ZrC 

 

418.62 

 

178.94 

 

322.77 

 

0.3 

 

123.84 

 

22.56 
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Figure 4-3 Stress-strain curves of ZrC-ZrB2 nanocomposite with different positions of ZrC 

It appears from Figures 4–4 that ZrC nanoparticles have an insignificant effect on the mechanical behavior 

of ZrB2 polycrystalline. To understand the underlying deformation mechanism, we referred to the atomistic 

snapshots taken at different strain states.  

 

Figure 4-4 Stress-strain curves of ZrC-ZrB2 nanocomposite with different sizes of ZrC 
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The local stresses in each atom were calculated and are presented in Figure 4-6. The atoms are colored 

according to the magnitude of stress state σzz. It appears from Figure 4-6 that the magnitude of local stresses 

can be as high as 140 GPa, which is about 7 times higher than the strength of the material, as reported in 

Figure 4-2. As such, it can be argued that the failure of the material mostly initiates from areas A, B, and C 

where local stresses are exceedingly high compared to other locations in the structure.  

 

It can also be observed that all “high‐stress” zones are located near grain boundaries implying that failure 

is driven by the grain‐boundary microstructure. The mechanical behavior of ZrC‐reinforced polycrystalline 

ZrB2 is shown in Figure 4-7. As previously discussed, the ZrC NP was inserted at the center of ZrB2 as a 

rigid particle. Nevertheless, as illustrated in Figure 4-7, the deformation and failure mechanisms of the NP‐

ZrB2 system is very similar to the pure ZrB2 system, in that both systems failed due to void formation in 

the grain boundary region. For 5 and 6 nm ZrC NP sizes, the failure occurs from the grain boundaries. 

However, for 7 nm particle size, a crack appears to initiate from the interface between NP‐ZrB2 as shown 

in Figure 4-7. Yet, overall mechanical properties of the material, as shown in Figure 4-4, do not alter. 

Hypothetically, overall failure of nanocomposites could be driven by bulk crystal failure, grain boundary 

failure, intra‐granular fracture, inter‐granular fracture or ZrC NP‐ZrB2 interfacial failure, either as 

Figure 4-5 Deformed snapshots of polycrystalline ZrB2 taken at different tensile strain states. Failure is governed by 

the relative atomic motion in the grain boundary regions which leads to the formation of large voids and atomic 

sliding events (location A,B,C) 
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distinctive or as combined failure mechanisms. The current simulation results suggest that even though the 

interface between ZrC and ZrB2 separates from each other (Figure 4-7), implying the interfacial interaction 

is weaker than the cohesive strength of ZrB2, the overall deformation is dominated by grain boundary 

sliding. Even the presence of a cavity (equivalent to “zero” interaction between ZrC and ZrB2) does not 

alter the deformation process and final strength. If the interaction between ZrC and ZrB2 had been 

significantly stronger, then the failure process would surely be driven by grain boundary sliding. Such a  

 

trend in results is somewhat nonintuitive as existing literature indicates that the addition of nanoparticles 

may degrade or enhance stiffness properties but usually enhances ceramic material strength.28  

Figure 4-6 Local atomic stress plot of polycrystalline ZrB2 loaded in tension. The corresponding strain state εzz = 6%. Failure 

mostly initiated from areas A, B, and C are observed in Figure 4. Highlighted areas A, B, and C in this figure reveal that local 

stresses in these locations are much higher than in other areas of the structure. The atoms are colored according to the atomic 

stress tensor (σzz)  
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4.4 Fabrication of ZrB2 based nanocomposites 

In order to study the effect of ZrC reinforcement on mechanical behavior of ZrB2, Neuman [81] fabricated 

the ZrB2 with 10 vol% ZrC using ball milling and hot pressed sintering. For the experiment he used 

commercially available ZrB2 powder (Grade B, H. C. Starck, Karlsruhe, Germany), ZrC powder (Grade A, 

H. C. Starck), and ZrH2 (Grade S, Chemetall, Jackson, MI). To get the desired phase of ZrB2-ZrCx-C, a 

phenolic resin was used as a carbon precursor to help removing the surface oxides and increase the carbon’s 

amount in the microstructure.  Therefore, ZrH2 was added to react with residual carbon and form ZrC during 

hot-pressing, attempting to keep the system in the ZrB2-ZrCx binary phase field. Then powders are 

measured at appropriate weights to meet the composition of ZrB2-10 vol% ZrC, these powders were ball 

milled using methyl ethyl ketone environments for 8 hours to disperse the powder with ZrB2 environments. 

After adding the necessary precursor and ball milling again for16 hours those mixtures were dried using 

rotary evaporator.  Then the dried powders were lightly grounded to pass through a 50-mesh screen. Then 

the powders are consolidated by using a cold pressed technique by using a uniaxial press about 2 MPa. 

Then by using 63.5 mm square graphite dies lined with BN coated graphite the samples were hot pressed. 

The process involved informing applying of heat, isothermal holding and applying uniaxial pressure and 

cooling down to a uniform rate. The whole process was carried out in Argon environment or in vacuum. A 

complete description of the process was described here[30].  

Figure 4-7: Deformed snapshots of various sized ZrC reinforced polycrystalline ZrB2 taken at different tensile strain 

states. Failure is dominant as noted by the void formation in the grain boundary region. All atoms are colored based on 

their centrosymmetric parameter 
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4.5 Experimental Characterization and Mechanical Testing of ZrB2 

Scanning electron microscopy (SEM) equipped with energy dispersive spectroscopy (EDS) was used to 

identify the morphology of the microstructure and correct chemical phase of the specimen. In this 

experiment the surfaces were polished and analyzed both as-tested and polished while the fracture surfaces 

were analyzed as-tested only. To eliminate furnace deposits, the as-tested specimens were cleaned by using 

ultrasonic technique. The SEM image of the specimen was captured after polishing the specimens were 

upto ~100 μm from the tensile surface by plane grounding, then polished again to achieve a 0.05 μm surface 

finish using diamond abrasives. A chemical etching with molten KOH was used at 200°C for ~2 s. After 

this the specimen SEM images were captured, and the grain sizes of ZrB2 were measured by computerized 

image analysis. The grain size distribution of the ZrB2 phase, and the cluster size distribution of the ZrC 

phase, were estimated by fitting ellipses to at least 1000 grains, or clusters, respectively. 

 

Figure 4-8 SEM image of (a) polished and (b)chemically etched cross-sections of ZrB2-10 vol% ZrC 

ceramic[30]. 

After getting the desired phase of the specimen from the fabrication process, the flexural strength, fracture 

toughness and elastic modulus were measured [30].  Flexure strength was measured by following ASTM 

C1161-02c with four-point bending using type-B bars (45 mm x 4 mm x 3 mm). ASTM C1211- 08 testing 

procedures were followed to measure the flexure strength at elevated temperatures. According to ASTM 

standard E411-04, elastic constants were calculated using the static bend test method while the elastic 

modulus was computed from the slope of the load displacement curves, with the beam displacement 

assessed from the crosshead displacement. An average value from a minimum of five readings  were taken 

a b 
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to determine the reported numbers. According to ASTM Standard C1421-10 fracture toughness was 

evaluated by the chevron notch beam technique in four-point bending employing a fully articulated test 

fixture with chevron notch type-A bars. A heating rate of 50°C/min was used, followed by an isothermal 

hold of 5 min at the desired temperature for testing at elevated temperatures. A digital microscope was used 

to measure the notch dimensions. Five samples were used to test the fracture toughness at room temperature, 

whereas, for elevated temperatures three specimens were tested for each sample points. 

4.6 Results 

Elastic modulus was computed from the crosshead displacement throughout testing and should be 

considered an estimate. At room temperature the modulus of the composites was measured as 505 GPa, 

that is smaller than the calculated modulus of 518 GPa with the rule of mixtures employing 524 GPa for 

ZrB2 and 465 GPa for ZrC. Nevertheless, A wide range of values are reported in the literature for the 

modulus of ZrB2 and ZrC. For ZrB2 the modulus is varied from 490-530 GPa and for ZrC the value is from 

350-465 GPa, considering the wide range of reported values the measured value is consistent. The softening 

of oxide phases at grain boundaries and triple junctions could lead to the reduction of the elastic modulus. 

Because the ZrC lattice can accommodate a large amount of oxygen compared to monolithic ZrB2, even it 

can form ZrOC phases, this may account for the less severe decrease in modulus.  

 

Figure 4-9 Elastic modulus of ZZC10 tested in argon atmosphere as a function of temperature[30]. 
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In addition, from the analysis of SEM and EDS, significant amounts of oxygen are found on some of the 

ZrC grains, which suggests that the ZrC is acting as a sink for oxygen, that reduces the amount of oxide 

phase present in the microstructure. The diffusional creep and grain boundary sliding are two contemplating 

factors which leads to the rapid decrease in modulus at elevated temperature. ZrB2 and ZrB2-10 vol% ZrC 

exhibit the following properties, where E is the Young’s modulus, KIC is the stress intensity factor, HV is 

hardness and  is flexure strength. 

Table 4-3 Mechanical properties of ZrB2 

  E (GPa) HV (GPa) KIC (MPa•m1/2)  (MPa) 

ZrB2 [] 542 ± 8 14.6 ± 0.7 3.82 ± 0.43 508 ± 59 

ZrB2-10 vol% ZrC [] 505 ± 12 - 4.8 ± 0.5 696 ± 82 

 

Since the results from the experiments and simulations suggest the failure deformation of ZrB2–ZrC 

nanocomposites are derived by grain boundary sliding, void creation and diffusional creep at the grain 

boundary and grain boundary domain influences overall properties of the material, therefore, it is critical to 

understand the mechanical behavior of the grain boundary materials. 
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Chapter 5  

Mechanical Properties of Grain Boundary Materials 

5.1 Building the Model for Mechanical Test on Grain Boundary  

In this chapter the grain boundary properties of ZrB2 microstructure have been evaluated. First, we have 

developed sub-models by using grain boundary microstructures. This was done by taking a segment from 

the polycrystalline ZrB2 model. The steps involved in developing the simulation box are illustrated in Fig.5-

1.  The simulation box contains 6,704 atoms in total and has the dimension of 8.52  2.17  4.5 nm3.  

 

Figure 5-1 Steps needed to create simulation models for evaluating tensile and shear properties of the 

grain-boundary of polycrystalline ZrB2. First, a sub-model containing the grain boundary is isolated from 

the ZrB2 polycrystalline model. The sub-model is then rotated to align the grain boundary plan normal to 

the tensile loading and parallel to shear loading directions. The grain-boundary material in the sub-model 

is sandwiched between twinned crystals. A selected group of atoms in the twinned zone is set as “fixed.” 

The “fixed” zone is equivalent to a “gripped” zone in conventional test frames. Tensile and shear 

displacements are applied to the gripped zone and the corresponding deformation in the remaining zones 

are recorded. 
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To perform mechanical tests, we fixed the top and bottom portion of the material (i.e., grip zone) and 

applied the tensile/shear load to that portion. It is apparent from Fig. 5-1 that the “deformable” zone in our 

model contains both grain boundary materials and crystalline structure. As such, total deformation in the 

material comes from the grain boundary deformation and deformation of the remaining crystalline structure. 

To obtain a better understanding of the evaluated properties, we conducted three independent simulations 

where the height of the “gripped zone” was chosen as 2.5, 5 and 7.5 Å, as shown in Fig. 5-2. We then 

applied the tensile and shear loading at the “gripped zone.”  

 

5.2 Tensile and Shear Test on Grain Boundary  

We then applied the tensile and shear loading at the “gripped zone.” The corresponding tensile and shear 

stress‐strain diagram are shown in Figures 5-3 and 5-4, respectively. The local stress plots at different strain 

states are shown in Figures 5-5 and 5-6. We also ran independent tensile and shear simulations on a model 

Figure 5-2:MD models for tensile and shear tests for evaluating grain boundary properties of polycrystalline ZrB2. 3 

sets of models are created. Total height of the simulation box is 45 Å. In simulation set 1 (left figures), atoms 

located within 2.5 Å from the top and bottom boundary are defined as “rigid”/“gripped” atoms. Tensile and shear 

loads are applied to the “gripped” atoms as shown. In simulation set 2 (center figures) and 3 (right figures), atoms 

located within 5 Å and 7.5 Å from the top and bottom boundary are defined as “rigid”/“gripped” atoms.  
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containing only the twin crystal. Figure 5-7 shows the tensile and shear response of the twin crystal. The 

stiffness and strength of the sub‐model and the twin‐crystal are reported in Table 5-1 and 5-2, respectively. 

These values are utilized in the theory of laminated composites[78] to estimate the grain boundary stiffness 

properties. Figure 5-8 outlines the schematic of the analytical model. 

 

 

Figure 5-3 Tensile response of sub‐model (containing grain boundary layer and twin crystal) of polycrystalline 

ZrB2 
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Figure 5-3 Local stress (Stress/Atom) plot of the model (taken from set 1) during tensile loading with 

strain level = 0, 13.4 and 16.7%. Local stress is much higher at the grain boundary compared to other 

Figure 5-4 Shear response of sub-model (containing grain boundary layer and twin crystal) of polycrystalline 

ZrB2 
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atoms. The atoms are colored according to the stress tensor (σ33). Note that the local direction “3” is 

different from the global direction “z” 

 

Figure 5-4 Local stress (Stress/Atom) plot of the model (taken from set 1) during shear loading with strain 

level = 0, 8.2 and 11.5%, respectively. The atoms are colored according to the stress tensor (13). Note 

that the local direction “3” is different from the global direction “z”.  

 

 

 

Figure 5-5 (a) Tensile and (b) shear response for the crystal structures adjacent to the grain boundary materials. 

Elastic properties extracted from these stress‐strain relations are used in Eqs. 10 and 11 
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We also ran independent tensile and shear simulations on a model containing only the twin crystal. Figure 

5-7 shows the tensile and shear response of the twin crystal.  The stiffness and strength of the sub-model 

and the twin-crystal are reported in Table 5-1 and 5-2, respectively.  

Table 5-1 Mechanical properties of Sub-Model 

Sub-

model 

type 

Ltotal (Å) 

Elastic 

Constant, 

C11 (GPa) 

Elastic 

Constant, 

C13 (GPa) 

Young’s 

modulus 

E 

(GPa) 

Shear 

Modulus 

G = C44 

(GPa) 

 

Poisson’s  

Ratio 

v 

 

Tensile 

strength 

(GPa) 

 

Shear 

strength 

(GPa) 

 

40 

 

366.89 

 

201.1 

 

224.49 

 

114.25 

 

0.35 

 

28.32 

 

12.25 

 

35 

 

386.69 

 

212.84 

 

235.57 

 

116.13 

 

0.35 

 

29.58 

 

11.82 

 

30 

 

328.67 

 

180.36 

 

200.86 

 

112.59 

 

0.35 

 

25.54 

 

13.40 

 

Table 5-2 Mechanical properties of twin crystal of ZrB2 adjacent to grain boundary. 

 

 

These values are utilized in the theory of laminated composites [50] to estimate the grain boundary stiffness 

properties. Figure 5-8 outlines the schematic of the analytical model.  

 
Elastic 

Constant 

C11 (GPa) 

Elastic 

Constant 

C13 (GPa) 

Elastic 

Constant 

C44 (GPa) 

Young’s 

modulus 

E 

(GPa) 

 

Poisson’s 

Ratio 

v 

Shear 

Modulus 

G 

(GPa) 

 

Tensile 

strength 

(GPa) 

 

Shear 

strength 

(GPa) 

Twin 

crystal 

of ZrB2 

 

 

521.08 

 

 

214.04 

 

 

218 

 

 

396.43 

 

 

 

0.29 

 

 

218 

 

 

66.91 

 

 

20.51 
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5.3 Stiffness of Grain Boundary with Analytical Model 

Based on the illustration in Fig 5-8, it can be argued that the loaded sub-model is a laminated structure 

where grain-boundary material is sandwiched between twinned crystals. Since the orientation of the crystal 

above and below the grain boundary material is nearly mirrored with respect to the horizontal plane, it is 

reasonable to assume that the stiffness and strength of the crystal along the loading direction (i.e ‘3’) can 

be assumed as the same. It can be observed that  

𝐿𝑡𝑜𝑡𝑎𝑙 = 𝐿𝐺𝐵 + 𝐿𝑐𝑟𝑦𝑠𝑡𝑎𝑙         (1) 

where L is the height of the sub-model = 40 Å, 35 Å and 30 Å in simulation Sets 1, 2 and 3 respectively. 

LGB is the height of the grain-boundary material, Lcrystal is the height of the crystal. From the MD 

snapshot of the sub-model, the average height of the grain boundary has been estimated as 5 Å, and it 

remains constant for all different sub-models.    

Under uniform tensile displacement 𝛿𝑡𝑜𝑡𝑎𝑙, the following relation is valid 

 
𝛿𝑡𝑜𝑡𝑎𝑙 = 𝛿𝐺𝐵 + 𝛿𝑐𝑟𝑦𝑠𝑡𝑎𝑙 

5.1 

 

       

Figure 5-6 Schematic diagram showing how representative volume element for the analytical model is defined in relation to the 

sub‐model. 
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where 𝛿𝐺𝐵 and 𝛿𝑐𝑟𝑦𝑠𝑡𝑎𝑙 are displacements in the grain boundary and in the crystal, respectively. 

Assuming the cross-section area A is same for the crystal and the grain boundary layer, the force equilibrium 

along the “3” direction gives  

 
𝐹𝑡𝑜𝑡𝑎𝑙 = 𝐹𝐺𝐵 = 𝐹𝑐𝑟𝑦𝑠𝑡𝑎𝑙 = 𝐹 = 𝜎33𝐴 5.2 

 

where 𝐹𝑡𝑜𝑡𝑎𝑙 , 𝐹𝐺𝐵  and   𝐹𝑐𝑟𝑦𝑠𝑡𝑎𝑙 represents a corresponding internal result force in the sub-model, in the 

grain boundary and in the crystal layer, respectively. Thus, internal forces are the same in each layer. Since 

the area A is the same in each layer, the internal stress 33will be the same in each layer as well.  

Applying axial force-displacement relation 𝛿 =
𝐹𝐿

𝐸𝐴
=

𝜎𝐿

𝐸
 for each layer, gives 

 
𝛿𝐺𝐵 =

𝐹𝐿𝐺𝐵

𝐸𝐺𝐵𝐴
=

𝜎𝐿𝐺𝐵

𝐸𝐺𝐵
 5.3 

 

 
𝛿𝐶𝑟𝑦𝑠𝑡𝑎𝑙 =

𝜎𝐿𝐶𝑟𝑦𝑠𝑡𝑎𝑙

𝐸𝐶𝑟𝑦𝑠𝑡𝑎𝑙
 5.4 

 

where EGB and Ecrystal are the stiffness of the grain boundary and the crystal, respectively.  

Now, dividing Eqn. (2) with L and rearranging gives  

 𝛿𝑡𝑜𝑡𝑎𝑙

𝐿
=

𝛿𝐺𝐵

𝐿𝐺𝐵

𝐿𝐺𝐵

𝐿
+

𝛿𝑐𝑟𝑦𝑠𝑡𝑎𝑙

𝐿𝐶𝑟𝑦𝑠𝑡𝑎𝑙

𝐿𝐶𝑟𝑦𝑠𝑡𝑎𝑙

𝐿
 5.5 

 

or, 
𝜀𝑡𝑜𝑡𝑎𝑙 = 𝜀𝐺𝐵

𝐿𝐺𝐵

𝐿
+ 𝜀𝑐𝑟𝑦𝑠𝑡𝑎𝑙

𝐿𝐶𝑟𝑦𝑠𝑡𝑎𝑙

𝐿
 

5.6 

 

where total, GB and crystal represent the state of strains in the sub-model, in the grain boundary and in the 

crystal, respectively. Also,  
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 𝜀𝐺𝐵 =
𝜎

𝐸𝐺𝐵
 5.7 

 

 𝜀𝐶𝑟𝑦𝑠𝑡𝑎𝑙 =
𝜎

𝐸𝐶𝑟𝑦𝑠𝑡𝑎𝑙
 5.8 

 

and combining Eqns. 6 and 7 can be expressed as 

 
𝜀𝑡𝑜𝑡𝑎𝑙 = 𝜎 (

1

𝐸𝐺𝐵

𝐿𝐺𝐵

𝐿
+

1

𝐸𝐶𝑟𝑦𝑠𝑡𝑎𝑙

𝐿𝐶𝑟𝑦𝑠𝑡𝑎𝑙

𝐿
) 5.9 

Or 

 1

𝐸𝑡𝑜𝑡𝑎𝑙
= (

1

𝐸𝐺𝐵

𝐿𝐺𝐵

𝐿
+

1

𝐸𝐶𝑟𝑦𝑠𝑡𝑎𝑙

𝐿𝐶𝑟𝑦𝑠𝑡𝑎𝑙

𝐿
) 5.10 

Rearranging results in 

 𝐸𝐺𝐵 =
𝐿𝐺𝐵

𝐿
𝐸𝑡𝑜𝑡𝑎𝑙

 − 
𝐿𝐶𝑟𝑦𝑠𝑡𝑎𝑙

𝐸𝐶𝑟𝑦𝑠𝑡𝑎𝑙

 5.11 

 

Using similar analysis, the shear modulus for the grain boundary can also be derived as 

 𝐺𝐺𝐵 =
𝐿𝐺𝐵

𝐿
𝐺𝑡𝑜𝑡𝑎𝑙

 −  
𝐿𝐶𝑟𝑦𝑠𝑡𝑎𝑙

𝐺𝐶𝑟𝑦𝑠𝑡𝑎𝑙

 5.12 

 

Table 5-3 lists the estimated grain boundary properties using the adjacent twin and the sub-model properties 

shown in Tables 5-1 and 5-2.  

Table 5-3 Estimated mechanical properties of GB. 

Sub-model 

type 

Ltotal (Å) 

Young’s 

modulus 

(GPa) 

Shear 

Modulus 

(GPa) 

40 97.26 26.27 

35 116.54 30.46 

30 100.50 32.64 
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Comparing the strength and stiffness of the twin crystal and the stiffness of the sub-model, the strength of 

the grain boundary material can be assumed the same as the strength of the sub-model. Based on this 

assumption, we can estimate that the tensile and shear strengths of the grain boundary are about 26–28 GPa 

and 12 GPa, respectively. Comparing these strength values with Fig. 4-3, it can be argued that the overall 

material strength is influenced by the shear failure of the grain boundary materials. The grain boundary 

material property reported here is specific to the grain boundary material selected from the specific location 

of ZrB2. Additional studies are underway to obtain statistical distribution of grain boundary properties 

where grain boundary segments are chosen from multiple locations and averaged. The effect of temperature 

on the grain boundary properties are also studied. The results from this study will be reported in the future.  

5.4 Conclusions 

In this study, we have investigated the deformation and failure behavior of polycrystalline ZrB2 and ZrC-

ZrB2 nanocomposites. The size of NP varied between 6, 7 and 8 nm. The location of NP within ZrB2 varied 

when the ZrC NP was placed at the grain boundary junctions (Model I), on the grain boundary (Model II) 

and in the grain interior (Model III). Another model is built where ZrC NP is replaced by 6 nm in diameter 

void. Nevertheless, it has been observed that the failure of all materials occurs at the grain boundary via 

grain boundary sliding and void creation. Because the grain boundary has a significant effect on the failure 

behavior, the properties of the grain boundary were also evaluated. Simulation results indicate that the 

tensile strengths of ZrB2 and ZrC-ZrB2 nanocomposites are ~22.85 GPa, whereas the strength of the grain 

boundary is about 26–28 GPa. The shear strength of the grain boundary is 12 GPa. As such, the grain 

boundary is much weaker in shear which drives the overall failure via grain boundary sliding.  
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Chapter 6  

Nanofilms of HfO2 

 

6.1 Introduction 

Hafnium oxide is the inorganic compound with the formula HfO2, also known as hafnia, this colorless solid 

is one of the most common and stable compounds of hafnium. It is an electrical insulator with a band gap of 

5.3~5.7 eV. Hafnium dioxide is also called UHTC material because the meting point of this material is 

above 2700 C.  

 

 

 

 

 

 

Hafnia crystallizes into three crystalline polymorphs at ambient pressure: a monoclinic P21/c phase, a 

tetragonal P42nmc phase, and a cubic fluorite Fm¯3m phase. The monoclinic-to-tetragonal transition takes 

place at 2000 K while the tetragonal-to-cubic transition occurs at 2900 K. The melting point of the cubic 

phase is at 3085 K. There are also two high-pressure phases: the orthorhombic I phase Pbca, Brookite-type 

structure above 10 GPa and the orthorhombic II phase Pnma, PbCl2-type, or cotunnite structure above 30 

GPa.13 Monoclinic hafnia has a band gap of 5.68 eV. 

6.2  Motivation and Potential Application 

Bio-inspired neuromorphic platforms have been attracting considerable attention as new type of computing 

systems, because of their high efficiency, low power consumption, adaptive learning algorithm and parallel 

Figure 6-1 Crystal structure of monoclinic HfO2 

https://en.wikipedia.org/wiki/Inorganic_compound
https://en.wikipedia.org/wiki/Chemical_formula
https://en.wikipedia.org/wiki/Hafnium
https://en.wikipedia.org/wiki/Oxygen
https://en.wikipedia.org/wiki/Hafnium
https://en.wikipedia.org/wiki/Band_gap
https://en.wikipedia.org/wiki/Electron_volt
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signal processing [1–4] Standard computation systems today are based on Von Neumann architecture where 

the processor and memory are separate, and data moves between them [99]. This separation produces a 

temporal and energetic bottleneck because information has to be shuttled repeatedly between the different 

parts of the system[6–8].  The neuromorphic computation completely changes that model by having 

memory and processor at one chip where information can be stored and computed from the same place. In 

neuromorphic architecture the device that mimics the synapses (a junction between two nerve cells) is called 

memristor, which is a two terminal device able to change their conductance from a high conductance state 

(HCS) to a low conductance state (LCS), under proper electrical stimuli [2, 9-10]. Memristor is a fourth 

passive circuit element originally postulated by Leon Chua in 1971[14], and the physical model was 

presented by Williams et al. at 2008[105].  

A typical memristor device is a sandwich-like a nanostructure [2, 12-14] where the memristor material, 

mostly the oxides of Hf, Zr, Ti etc, is trapped between the electrode layers. Of these systems, HfO2-based 

memristor devices appear to become most popular. Nevertheless, the operation of such device requires 

substantial variation electric field intensity. For a resistive memristor device, the process also involves 

defect formation, collapse and migration inside the oxide layer. In addition, heat flux generated by power 

semiconductor devices is increasing every day. In some motor drive applications, the heat flux can be higher 

than 100 W/cm2 in the steady state, and the peak heat flux can be as high as 300 W/cm2  under transient 

conditions[14–16]. Likewise, during the operation process of memristor, for the formation state where 

conduction filament is created, requires temperatures over 350C [109]. In addition, study regarding the 

local thermal effects during switching in memristor  provides strong evidence for local heating [110]. As 

the thermal expansion coefficient is different for different materials, with the application of heat flux this 

material experiences mechanical stress. Moreover, HfO2 is a ferroelectric material, and all ferroelectric 

materials are generally pyroelectric and piezoelectric, but not vice versa [111]. Therefore, this material 

produces stress/strain when an electric field is applied. In other words, the cyclic nature of thermal and 
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electrical loading along with the defect dynamics and residual stress generation, the structural reliability, in 

terms of static and fatigue failures, of such devices needs to be clearly understood.  

Garbin, et al. [112] and Covi et al [113] separately investigated the fatigue life of HfO2 under various 

electrical loads. It has been observed that for a rectangular pulse with 1 V amplitude and 100 ns duration, 

the endurance limit of HfO2 is over 105 cycles [12]. It is also observed that the resistance of the device 

locks at high-resistance state when failure becomes imminent. If longer pulse duration (e.g. 1 μs) is used, 

then the failure does not occur even after 100 million cycles. Covi et al [113] have observed that for  a given 

pulse amplitude, when longer time widths is applied, the conductance decreases rapidly and settles at a 

lower saturation value, with respect to shorter amplitude–width cases. Matveyev et al.[14] studied the 

fatigue life of a 3-nm-thick HfO2 film grown on a 40 × 40 nm2 surface and determined that the device 

endures over 105 switching cycles. Electric field-induced oxygen vacancy reservoir depletion [2] and 

damage of the electrode material [14] are suspected to be the two contemplating factors on the device 

failure. However, a fundamental understanding on the effect of electric field on the failure of memristor 

material is not clearly known primarily because it is difficult to capture the dynamic behavior of the material 

at the atomistic/nano level during experimentation.  

At present, we have a limited understanding of how operating frequency and operating temperature affect 

the processes that govern the switching of nanoscale cells in nanosecond timescales. Microscopy and 

detailed electrochemical studies lack the spatial and temporal resolution needed to explore this regime. As 

such, atomistic simulations [25–31]  can help fill this knowledge gap to understand the structural 

deformation and possible reasons for the memristor failure for various electric loading conditions. It is 

critical to gain fundamental understanding on the effect of electric field and temperature on the failure of 

memristor material. In this paper, the effects of electric field and temperature on the mechanical properties 

of HfO2 memristor material have been reported. We have chosen HfO2 because it is one of the promising 

memristor materials recently manufactured and studied extensively [1–6]. We have studied how the electric 

field affects the crystal structure and structural damage of the memristor material.  
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6.3 Simulation Model 

Molecular Dynamics simulations were carried out to investigate the mechanical behavior of HfO2 thin films 

under different electrical loadings. All simulations were done in openly available MD simulation package 

LAMMPS[91]. The atomistic structures were visualized using OVITO software (a scientific visualization 

and analysis software for atomistic and particle simulation data)[64].  

As shown in Fig. 6-2(a), the crystal structure of HfO2 is built on a monoclinic lattice with nominal lattice 

constants a =5.12 Å , b = 5.17 Å, c =5.29 Å and angles  = = 90,  = 99 [99]. An atomistic model (Fig. 

1b) with a simulation box size of 16 × 16 × 5 nm3 containing a total of 108,000 atoms is developed in this 

study. To represent the material as a bulk nanoscale film, periodic boundary conditions are applied in x and 

y direction (normal to the thickness direction) and the thickness direction are kept as non-periodic. The 

thickness is kept as 5 nm because the typical thickness of memristor material is about 5 nm [121]. The 

interactions between Hf-Hf, O-O and Hf-O have been described by the charge optimized many body 

potential developed by Shan et al[38].   
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Figure 6-2 (a) Crystal structure of HfO2. Here, the blue atoms represent Hf, and red atoms represent O (b) 

atomistic model of HfO2. 

The environmental temperature is maintained at 300 K using the Nosé‐Hoover thermostat. To develop stress 

strain curves, initial atomistic models were equilibrated first to attain a stress-free state. During 

equilibration, each simulation was run up to 150,000 timesteps in a constant temperature/constant pressure 

(NPT) ensemble. After attaining the stress-free state, a displacement rate of 2.5 Å/ps is applied at the top 

and bottom fixed regions to obtain the tensile stress strain curve. The constant temperature/constant volume 

(NVT) ensemble was used during this step. In the remainder of this paper, this model is referred as “Without 

Efield Model”. In parallel, the equilibrated model was separately subjected to different electric fields of 

intensities equal to 0.2 v/Å, 0.25 v/Å and .3 v/Å and was reequilibrated.  Two types of simulations were 

conducted on each of this model. In the type 1 case, the electric field was kept “on” and tensile loading was 

applied in a similar manner described earlier. This is model is referred as the “With Efield model”. In the 

type 2 case, tensile loading was applied with the electric field turned “off”. This model is referred as the 

“Deformed model”. For clarity, a flowchart is shown in Fig. 6-2 (b) outlining the steps involved during the 
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simulation. To capture the effect of temperature on these models, subsequent simulations were conducted 

at different temperatures, namely, at 350 K, 400 K and 450 K.   Because of the applied electric field, these 

models experienced crystal deformation. As Figure 6-13(b) shows the crystal deformation of the model 

after applying 0.3 v/Å for 30 Ps. To study the effect of electric fields on those deformed models, tensile and 

shear tests were carried out from 0 to 0.3 v/Å electric loading conditions. The “deformed model” of figure 

5 and 6, signifies 0 v/Å electric loading condition while carrying out the tensile test.  

It should be noted that the electrode attached to the top of the memristor made of metal like Pt, Ti, Cu [24–

26] has symmetric crystal structure and does not show any piezoelectric behavior. Therefore, the 

mechanical behavior for both tensile and shear will be different for different electric field conditions. To 

evaluate the mechanical response of memristor material HfO2, we started with tensile test of HfO2 at room 

temperature. As the crystal structure of the material is non symmetric the tensile tests were carried out in 

all different directions. 
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Figure 6-3 (a) Flowchart describing how different electric field conditions were imposed on a model 

during tensile test. The box in green indicates the final model simulated. The labels in blue refer to the 

model name that are used in this paper. (b) Schematics showing the mechanical loading scheme on the 

HfO2 thin film in presence of temperature and electric fields. 

6.4 Results and Discussion  

6.4.1 Mechanical properties of HfO2  

The tensile stress-strain response of HfO2 due to displacement field applied along the z-direction is shown 

in Fig. 6-4.  Due to displacement restriction, tensile stresses are developed along the x and y direction, as 

shown in Fig. 6-4. It can be observed from Fig. 6-4 that the stress strain curve is almost identical in the y 

and z direction whereas the material response is different in the x direction. The elastic constants of HfO2 

in x, y and z directions are 447.9 GPa, 543.76 GPa, 497.37 GPa, respectively. From the simulation, the 

tensile strength in the x direction is 33.77 GPa whereas the tensile strength of y and z directions are 43.64 

and 42.16 GPa respectively.  It is evident from Fig. 6-4 that the materials deform linearly up until about 

0.02 strain (inset of the Fig. 3) and then they deform somewhat in a nonlinear manner until failure 

commences at about 0.12, 0.14 and 0.13 strain in the x , y and z direction, respectively. The MD snapshots 

during failure are captured and presented in Fig. 6-5. It can be observed that the failure occurred due to 
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crack formation along the inclined plane, which is the weakest crystal plane in the HfO2 system. The 

mechanical behavior of HfO2  depends on the crystal structure of the nanofilm which is further controlled 

by the nano film deposition method, deposition temperature and post annealing processes[125].  On the 

other hand, the mechanical properties of bulk HfO2 depends on the microstructure of the specimen which 

is controlled by the fabrication process and sintering techniques[126]. Based on the specimen dimension 

and experimental procedures a wide range of elastic and shear modulus is reported in the literature. 

Furthermore, researcher also investigated the mechanical properties based on first principle calculation by 

using density functional theory. A comprehensive comparison of mechanical properties of HfO2 by 

different analysis techniques is added in Table 6-1.  

Table 6-1 Comparison of the mechanical properties of HfO2 

 Crystal 

Structure 

𝑪𝟏𝟏 

(GPa) 

𝑪𝟐𝟐 

(GPa) 

𝑪𝟑𝟑 

(GPa) 

Young 

Modulus 

E  

(GPa) 

 

Shear 

Modulus 

𝑮𝟏𝟑 

(GPa) 

Analysis 

Method 

Ref 

1.  Monoclinic 297 396 340 316.79 130.73  [127] 

2.  Tetragonal 495  397   DFT [38] 

3.  Cubic 578     DFT [38] 

4.  Polycrystal 

(Nano film) 

   380  AFM [125] 

5.  Monoclinic 

(Bulk 

material) 

   285 109.2 Sonic 

Resonance 

technique 

[126] 

6.  Monoclinic 

(Nano film) 

447.9 543.76 497.37 345.62 179.67 MD Current 

Work 

 

From the data stated in the table 6-1, the value of the elastic constant 𝐶11 is varies from 297 GPa and 578 

GPa based on the crystal structure. In this work, for the monoclinic HfO2 the value for elastic constant is 

found as 447.9 GPa. The elastic modulus for the polycrystal HfO2 nano film and monoclinic bulk specimen 
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are reported as 380 GPa and 285 GPa whereas from our simulations the elastic modulus is found as 345.62 

GPa. Therefore, the mechanical properties we found from this work is quite comparable with the existing 

literature.  

 

Figure 6-4 Stress-strain curves for tensile test of HfO2 at 300K. Inset plot shows initial part of stress-

strain relation. 

The MD snapshots during failure are captured and presented in Fig. 6-5. It can be observed that the failure 

occurred due to crack formation along the inclined plane, which is the weakest crystal plane in the HfO2 

system. 
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Figure 6-5 Atomic snapshots of deformed model of HfO2 at different strain states at different directions. 

Note that the material failed at strain states equal to 0.12, 0.14 and 0.13 in the x, y and z direction, 

respectively. 

6.4.2  Effect of Electric Field on the Mechanical properties of HfO2  

To study the effect of electric load on the material properties, tensile tests were carried out under electric 

fields ranging from 0 to 0.3 v/Å. Before running the tensile tests, the models are equilibrated with different 

electric fields. The top and bottom regions are kept fixed during the simulation to mimic the confinement 

of the HfO2 nanofilm. The stress strain curve is shown in Fig. 6-6. As the material is kept fixed, the applied 

electric field induces compressive residual stress on the material. It is estimated that for  0.2 v/Å and 0.3 
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v/Å electric fields, the developed residual stresses are 1.2 GPa and 2.2 GPa, respectively. This compressive 

residual stress[128] can negatively affect the diffusion property of  memristor material.  

It is evident from Fig. 5 that the tensile strength of HfO2 without electric field is 42.27 GPa. The tensile 

strength of the HfO2 along the thickness direction (i.e. zz) reduces as the intensity of the electric field 

increases. The estimated tensile strengths of HfO2 are 35.43 GPa and 29.40 GPa for 0.2 v/Å and 0.3 v/Å 

electric field, respectively. The elastic constant of HfO2 without electric field is 492.04 GPa, while with the 

electric field of 0.2 v/Å and 0.3 v/Å, the elastic constants reduce to 444.13 GPa or 437.13 GPa respectively.  

Both elastic constant and tensile strength decrease with the applied electric field.  

 

Figure 6-6 Stress-strain curves representing the effects of electric field on the tensile properties of HfO2. 

Inset plot shows the residual stress developed on HfO2 because of the applied electric field. 
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6.4.3 Effect of Temperature on the Tensile Properties of HfO2  

Because of the local heat produced during SET and RESET process of the memristor, the temperature may 

substantially increase in this material. The SET process refers to low resistance state which is considered 

as ON state in resistive switching device under negative voltages and RESET process refers to the high-

resistance state (HRS) which is considered as OFF state of resistive switching device under positive 

voltages. These processes are reversible and can go through millions of cyclic loads based on their 

application. These processes create local heat which eventually produce thermal stress on the memristor 

device. According to the JEDEC standard the recommended value for thermal cyclic load varies from 248 

K  to 413K for electronic device components [129] .Therefore, the tensile properties are evaluated at 

different temperatures varying from 300 K to 450 K. From the Fig. 6-7, the materials response at 400 K is 

almost identical with the response of 300 K. Study by Fang et al [130] showed that HfO2-based memristor 

materials exhibit temperature instability. They observed that with the increase of up to 100 °C high 

temperature the leakage current of high-resistance state increases, and the set/reset voltages decreases. The 

oxygen-vacancy-related trap formation and annihilation are thought to be responsible for all these 

phenomena. Since our simulation time is extremely short, it was not possible to capture any oxygen-

vacancy-related trap formation and annihilation. As such, our tensile simulation at different temperatures 

did not exhibit any substantial difference in the structural properties of hafnia. In addition, the melting point 

of HfO2 is 2973 K [131] which is much higher than the operating temperature of the device. Therefore, in 

the range of 300 K to 450 K almost identical tensile properties of HfO2 are found.   
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Figure 6-7 a) Stress strain curve for tensile test with different electric field condition at 400 K b) Stress 

strain curve without electric field at 300 K and 400 K c) Stress strain curve of deformed model electric 

field at 300 K and 400 K d) Stress strain curve with electric field at 300 K and 400 K. 

6.4.4 Shear test of HfO2 with different electric field  

6.4.4.1 Shear test without electric field 

The shear stress strain curve is obtained after shear load is applied at the top and bottom surface of the 

simulation model. As the crystal structure of hafnia is not symmetric, the shear loading is applied in two 

different manner. In the first set of simulation, the shear loading is applied such that the angle between the 

vertical axis and the inclined crystal plane increases due to loading. To achieve this, the top surface was 

moved from right to left and the bottom surface was moved from left to right, as shown in Fig. 6-8. The 

model deforms almost linearly until shear strain state of 0.09. Then, the curve becomes nonlinear until 

failure strain of 0.18. From Fig.6-9(a), it is observed that the material goes through some permanent 

deformation near the strain state of 0.09. The stress response becomes nonlinear after this point.  
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Figure 6-8 Shear stress strain curve of HfO2 and deformed snapshot of HfO2 at different strain states. 

Between strain states of 0.09 and 0.18, damage accumulates, and voids start to form near the fixed layer. 

To identify the changes in the crystal structure during every loading step, local atomic densities are plotted. 

In the atomic density plot, the blue areas represent lowest atomic density region. As such, appearance of 

blue areas is an indication of void-formed area. The void area is indicated in Fig. 6-9(b).  The Fig. 6-9(c) 

represents the material at the strain state of 0.38, where the material is completely failed. From the atomistic 

snapshots and density plot, it is evident that the damage accumulation and void growth are the key factors 

for the failure of hafnia.   

 (a) 

(c) 
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Figure 6-9 Deformed snapshots of HfO2 at different shear strain states. (a) at γ_(zx )=0.09,(b)at γ_(zx 

)=0.18 and (c) at γ_(zx )=0.38. These strain states correspond the red dots identified in Fig. 6-8. In (b) and 

(c), local distribution of atomic densities of HfO2 are shown. The color bar represents relative atomic 

density () of HfO2, where =1 means the atomic density at equilibrated state of the model. The blue zone 

represents region with lowest atomic density. Hence, these areas are potential void-formed areas. 

In the next round of simulation, the direction of shear is reversed such that the angle between the vertical 

axis and the inclined crystal plane decreases due to loading. At the beginning of the test, the material was 

perfectly crystal and oxygen atoms make an angle 78.17 (measured clockwise from the horizontal axis), 

as indicated by point “a” in the Fig. 6-10. As the model is further deformed in shear, the angle changes from 

78 to 90. This is indicated by point “b” in the Fig. 6-10. Then the angle continues to increase with the 

increase in shear load, and at some point, it makes a mirror image of the initial structure. At this stage, the 

inclined planes make an angle of 79.65 (measured counterclockwise from the horizontal axis) at strain 

0.18 (point “c” in Fig. 6-10).  It can be noticed that the developed shear stress is minimum at this strain. At 

the shear deformation continues, the stress starts to increase again, as indicated in the stress strain curve. 

The tangent shear modulus beyond point “c” appears to be less than the initial modulus. This is because the 

reformation process did not transform the hafnia microstructure to a perfectly crystalline state but to a 

partially crystalline state.  As such, the material became less stiff.  
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Figure 6-10 Shear stress strain curve of HfO2. The loading direction is presented at the inset of the figure. 

Here, the atomistic models are corresponding to the front plane of the Fig. 6-2(b). 

The combined stress strain curve that includes the shear stress-strain response due to positive (top surface 

displaced towards right) and negative (top surface displaced towards left) shear loading applied is shown 

in Fig. 6-11. The differences in shear response due to positive and negative shear on the hafnia crystal is 

apparent. It can be observed that the shear modulus due to negative shear loading is 179.67 GPa whereas 

the shear modulus due to positive shear is 248.16 GPa. The yield strength and the ultimate shear strength 

are higher when negative shear is applied. This is because the positive shear involves rotation of the inclined 

planes against compressive stress imposed by the confining top and bottom surfaces.  
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Figure 6-11 Shear stress strain curve of HfO2 with two opposite loading directions. 

For this, significant microstructural changes take place that reduces the yield strength and ultimate strength. 

The imposed compressive stress resists shear deformation during positive shear load. As such, the shear 

stiffness due to positive shear is higher. During negative shear, the inclination angle with respect to the 

horizontal axis reduces. The top and bottom surfaces favor does not act against the deformation. For this, 

the stiffness in negative shear is less than the stiffness in the positive shear. Moreover, the microstructural 

changes during negative shear are not as significant as the changes observed in positive shear. It means, 

less damage is accumulated during negative shear loading. For this, the strengths are higher.  

6.4.4.2 Shear test with electric field  

Shear tests were carried out under electric fields ranging from 0 to 0.3 v/Å. Before applying the shear 

deformation, simulation models were equilibrated with different electric fields, and their effects on the 

structure were observed. Figure 6-12 shows the change of total energy after applying 0.2 v/Å electric field. 

From the figure it is observed that after 40,000 timestep the change in the total energy is too small which 
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confirms the equilibration of the atomistic model. Figure 6-13 shows the MD snapshots after applying 

electric field. It can be observed that insignificant structural changes occurred on the material after 

equilibration with 0.2 v/Å. On the other hand, significant material damage is clearly noticed when 0.3 v/Å 

electric field is applied.  

 

Figure 6-12 The total energy plot of HfO2 atomistic model after applying 0.2 v/Å electric field. 

We believe the accumulated material damage due to applied electric field is reversible and only depends 

on the applied electric field. To support this hypothesis, we ran shear simulations without electric field on 

two different models. The first model was the one that was equilibrated with 0.3 v/Å electric field and 

accumulated visible damage after equilibration. The second model was equilibrated without any electric 

field. The stress stress-strain curves are shown in Fig. 6-14. It is evident that although electric field induces 

damage in a material, when shear load is applied without active electric field, the material immediately 

“self-heals” and there is no significant difference in the stress-strain response when this material is 

compared with the one that was never subjected to any electric field.  



75 
 

 

 

Figure 6-13 Structural changes of HfO2 model after equilibration (a) with 0.2 v/Å Efield (b) with 0.3 v/Å 

Efield 

The case is different when material is tested with the electric field is active. The shear responses of the 

material with 0.2 v/Å and 0.3 v/Å electric fields are included with the two curves just discussed. It is evident 

that with the shear properties of hafnia degrade with the presence of electric field. Moreover, the 

degradation is higher with the application of higher electric field. For instance, the shear strengths of hafnia 

(due to negative shear) tested with 0.2 v/Å and 0.3 v/Å active electric field are 16.87 GPa and 13.65 GPa, 

respectively. The shear strength of the model tested without electric field is 19.38 GPa. The trend is 

consistent when positive shear is applied. In particular, the shear strengths under 0.2 v/Å and 0.3 v/Å are 

7.39 GPa and 7.1 GPa, respectively. The corresponding shear strength of the model tested without electric 

field is 10.19 GPa. It can be inferred that although the material goes through some deformation under 
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electric field, it has insignificant effect on the shear stress strain curve when the electric field is removed, 

and shear test is then carried out.  

 

 

Figure 6-14 Stress-strain curves representing the effects of electric field on the shear properties of HfO2. 

The electric field varies from 0 to 0.3 v/Å. 

 

6.5 Conclusion  

Here, we have studied the effect of electric field and thermal load on the mechanical properties of HfO2. 

The following conclusions can be drawn from this study. First, we have found that applied electric fields 

can significantly alter the elastic constant and the tensile strength of HfO2. With the electric field of 0.2 and 

0.3 v/Å, the elastic constant and tensile strength of hafnia are 437.13 GPa and 29.40 GPa respectively, 
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whereas without electric field the values are 492.04 GPa and 42.27 GPa. The effect of temperature on the 

mechanical properties of HfO2 is not significant. Nearly identical stress strain curves re found as the tensile 

tests were carried out at 300K and 400 K. Since the material possesses a non-symmetric structure, we have 

found different shear stress strain responses when shear loads are applied in the positive and negative x 

directions. For the positive and negative x directions, the shear strengths are 10.19 GPa and 19.38 GPa 

respectively. Presence of residual stress is noticed on the material when electric field is applied. This 

compressive residual stress can negatively affect the diffusion property of memristor material. In the near 

future, the effect of residual stress on the diffusion property of HfO2 will be studied.  
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Chapter 7  

Conclusion and Future Work 

7.1 Summary  

From hypersonic vehicles to electronics, ceramic materials are considered as the next generation material 

for their many desirable properties. By using the nanotechnology and nano particle reinforcement, 

tailored mechanical properties can be achieved for a certain mechanical system.  

Chapter 1 we reviewed the advancement of nanotechnology as the motivation for why this dissertation 

focuses on the nanoscale ceramics composites and the reinforcement effect on overall mechanical properties 

of nanostructures. In Chapter 2, we reviewed the fabrication process of bulk ceramics and the synthesis 

process of nanofilms.  Since molecular dynamics was used to study the failure behavior of polycrystalline 

ceramics and ceramic nanofilms, the theoretic foundation of MD simulation, was briefly introduced in 

Chapter 3.  

In Chapter 4, we report the mechanical behavior of 2 polycrystalline ultra‐high‐temperature ceramics 

(UHTC s), zirconium diboride (ZrB2) and zirconium carbide (ZrC) with zirconium diboride (ZrC‐ZrB2). 

These nanocomposites were investigated using large‐scale molecular dynamics simulations. First, the 

atomistic models of the polycrystalline ZrB2 and ZrC‐ZrB2 nanocomposites were subjected to tensile 

loading to determine their elastic constants and tensile strengths. What we observed is that the strength of 

grain-boundary materials at the nanoscale are weaker than any other part of the material. As such, the 

presence of nanoparticles doesn't improve their strength. It has also been observed that the failure 

mechanisms of both the ZrB2 and ZrC‐ZrB2 nanocomposite are driven by grain boundary deformation. At 

any instant during the applied load transfer, local tensile stress distribution data indicate that atomic stress 

becomes much higher near the grain boundaries compared to other locations. We performed additional sets 

of simulations to obtain tensile and shear properties of grain boundary material.  
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In Chapter 5, we focused on the failure deformation of grain boundary material. By using the molecular 

dynamics simulation, we evaluated the mechanical properties of grain boundary by creating a sub model 

consisting of one grain boundary and a twin crystal from whole ZrB2 simulation model. The new sub model 

was then subjected to tensile and shear loading. The atomics stress of grain boundary material are also 

evaluated.  Comparing the strength values of grain boundary with the overall mechanical properties of ZrB2, 

it can be argued that the overall material strength is influenced by the shear failure of the grain boundary 

materials. In addition, an analytical model was developed to estimate the grain boundary properties by using 

the mechanical properties of adjacent crystals and whole model properties.  

In Chapter 6, the mechanical behavior of HfO2 based nanofilms have been studied with the presence of 

electric field and thermal load. HfO2 is a potential candidate for using as memristor materials for 

neuromorphic applications. Because of the nonsymmetric crystal structure of HfO2, the tensile behavior of 

HfO2 is different in different directions. Then, we have found that applied electric fields can significantly 

alter the elastic constant and the tensile strength of HfO2. With the electric field, damage accumulation was 

observed in the crystal structure of HfO2, therefore we found reduced the elastic modulus and failure 

strength of the materials compared to without electric field condition. In addition, we evaluated the effect 

of temperature on the mechanical properties of HfO2. Nearly identical stress strain curves were found as 

the tensile tests were carried out at 300K and 400 K. Since the material possesses a non-symmetric structure, 

we have found different shear stress strain responses when shear loads are applied in the positive and 

negative x directions. Presence of residual stress is noticed on the material when electric field is applied 

which can negatively affect the diffusion properties of HfO2.   

7.2 Recommendation for Future Study 

1. For the ZrB2 based nanocomposites, the failure is driven by the grain boundary deformation which 

is weaker in shear loads. Therefore, core shell model of multiphase ceramics can be explored to 

replace the grain boundary with a stronger second phase material.  
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2. Simulations at the continuum scale are performed using plasticity laws within finite element 

framework. On the other hand, simulations at the atomic scale would require proper input from the 

crystallographic level. At the smallest length scale, the material building blocks are essentially 

discrete in nature where the governing laws of atoms are drastically different than that employed 

for the bulk. By using multiscale modeling one can optimize the mesoscopic properties (atomic 

structure, composition, microstructure, defects and interfaces etc) for which the best macroscopic 

material can be obtained for a given application. Therfore, Simulations can be done in different 

scales to find and optimize design parameters for desired macroscopic properties of ceramics. 

 

Figure 7-1 Multi scale modeling of polycrystalline ZrB2 

3. For HfO2 nano film, presence of residual stress is noticed on the material when electric field is 

applied. This compressive residual stress can negatively affect the diffusion property of memristor 

material. In the future, the effect of residual stress on the diffusion property of HfO2 can be studied.  
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