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ABSTRACT

INTERLANGUAGE LEXICOLOGY OF ARAB STUDENTS OF ENGLISH
A COMPUTER LEARNER CORPUS-BASED
APPROACH

Publication No.

Mousa Abdelghani Al-Btoosh, Ph.D.

The University of Texas at Arlington, 2004

Supervising Professor: Laurel S. Stvan

Since the very early emergence of machine-readable corpora into the linguistics
scene in the 1960s, the direction of a considerable body of linguistic research began to
shift from syntax and phonology, the, by then, focus of linguistic research, to a number
of domains that remained mostly neglected under the umbrella of traditional approaches.
Fortunately, lexicology, the target of this research, was a major beneficiary of that dra-
matic shift.

By employing a computer learner corpus-based approach, this study addresses mul-
tidimensional lexical aspects of a machine-readable corpus of the writing of Arab students
of English as a foreign language. Lexical investigation of this corpus, which was solely
compiled to serve the objectives of this study, required the existence of a similar sized au-
thentic corpus, which was, in turn, methodically selected from Louvain Corpus of Native
English Essays (LOCNESS). Via the computerized contrastive and analytical methods

employed here, this dissertation aims at exploring: (1) learners’ lexical complexity and

vil




richness, (2) how far the learner corpus is deviant from the reference corpus in terms of
the features and percentages of the top most 200 frequent tokens and hapax legomena,
(3) how far the learner corpus is influenced by learners’ L1, (4) the most salient lexi-
cal and stereotyped features of the learner corpus, (5) learners’ lexical and collocational
errors and (6) whether learners’ collocational knowledge is on a par with their lexical
knowledge.

Findings show that: (1) the learner corpus is much less complex in terms of lexical
diversity and density than the reference corpus, (2) learners’ top 200 tokens are markedly
characterized by vague lexica, excessive overuse of the most frequently used words and
L1 transfer, (3) rhetorically speaking, learners’ writing is much closer to their L1 than to
L2, (4) no source of lexical errors is more confusing for learners than near-synonyms, (5)
a significant degree of diversity in terms of the incorrect use of collocations is obviously
ascribed to the method of investigation, (6) a considerable body of collocational errors
occurs as a result of the learners’ limited word stock rather than from their ignorance of
the collocability between the target lexical items, and (7) learners’ free writing colloca-
tions are well-governed by their L1 collocations and thus, the degree of success in the use
of the target collocations depends heavily upon the degree of similarity between the two

languages (positive transfer).
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CHAPTER 1
INTRODUCTION
1.1 Introduction

The rapid and progressive advancement of the artificial intelligence revolution dur-
ing the last six decades has led to the introduction of a number of interdisciplinary fields in
several realms of knowledge including linguistics. A quick look at such newly-established
fields shows that they have a common feature, namely, they share the use of software pro-
grams as tools to examine the theories of their subjects. For this very reason, all these
fields start with the word computational, e.g., computational physics, computational
chemistry, computational linguistics. For Hausser (1999:13), computational linguistics
is “a highly interdisciplinary field which comprises large sections of traditional and the-
oretical linguistics, lexicology, psychology of language, analytical philosophy and logic,
text processing, the interaction with databases, as well as the processing of spoken and
written language.”

Research on the applicability of the ever-growing number of artificial intelligence
software products has continued and succeeded in expanding to nearly all domains of lin-
guistics. Consequently, computational linguistics has evolved into a number of subfields
that reflect the different themes and methods of linguistics. Among the most important
and widely studied topics that have grown out of the ongoing attempts to use computers
in describing and analyzing language is corpus linguistics (CL, henceforth). Etymologi-
cally speaking, the word corpus (pl. corpora) is a Latin word meaning body. In a recent
comprehensive account of the term, Hladka (2000:3) defines a corpus as a vast electron-

ically processed, uniformly structured and continually added to collection of language
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texts (written and oral) containing a variety of information the corpus might provide.
The word electronically is used here to distinguish the pre-electronic corpora (e.g., Survey
of English Usage) from the new machine-readable ones (e.g., the British National Cor-
pus). Prior to the machine-readable age, corpora were used as reference books, and thus
they were of more limited value. Oostdijk (1991:4) throws some light on the advantages
of machine-readable corpora:

Unlike earlier corpora, the corpora that are currently used are computer readable and lend

themselves to automatic analysis. As a result, larger quantities of data can be processed

at a greater speed, while consistency in the analysis is warranted through the use of a

formalized description contained in the grammar.

Tribble and Jones (1990) argue that the central idea of CL, providing contextual
evidence, is as old as linguistics itself. As they claim, this idea reaches back to the Middle
Ages, when a number of scholars tried to make lists of all the words in particular texts
together with their contexts- -what is today called concordancing. However, the history
of the specific term CL, in its current sense, is relatively new, dating back to the beginning
of the 1960s. The first attempt at computerized compiling of corpora was carried out
by Nelson Francis and Kenry Kucera producing the well-known Brown Corpus in 1964.
Since then, much research has been done in several languages all over the world (e.g.,
Corpus of Spoken Bulgarian, Contemporary Portuguese Corpus, and Hypermedia Corpus
of Japanese Conversation).

Despite the significant criticism (by Chomsky 1962 and Abercrombie 1963, among
others), of the first generations of corpora, electronic texts or corpora have attracted much
attention and formed the nuclei for a large body of contemporary linguistic research in
a remarkably short period of time. Besides the flexibility of data that can be easily
reproduced and processed for different purposes, corpora allow for economy of time and

effort.
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Owing to the various functions that general corpora serve in linguistic research-
-e.g., providing linguistics evidence (phonological, morphological, lexical, syntactic), and
use in producing dictionaries- -there have recently been numerous attempts to move
from general corpora to more specific ones. As a result, it is quite common nowadays to
have what is called corpora for specific purposes. For translation purposes, for instance,
free-translation, parallel, comparative and bilingual corpora are much more useful than
monolingual ones. In creating such corpora, we find that a language may need dozens of
corpora or even more to satisfy the different application domains such as law, commerce,
discourse analysis, rhetoric and second language acquisition (SLA, henceforth).

Though the above-mentioned ends were achievable by classical approaches, it is per-
haps the corpus-based approach that can provide the most verifiable representative data
about different aspects of language. Close inspection of the corpus-based studies con-

ducted so far shows that the lexicography as well as lexicology, which remained almost

R -
%

neglected in the traditional appri)aches, are the major beneficiaries of the advent and
development of corpora. As immediate results of the introduction of corpora, word fre-
quency, word in context (concordancing) and collocations- -the likelihood co-occurrence
between words- -have been recently targeted for intensive research worldwide.

CL relies chiefly on the notion of practical evidence, which is also the backbone of
much of the SLA research. Consequently, SLA scholars have found corpora, specifically
what are known as computer learner corpora, to be particularly useful to objectively
investigate learners’ interlanguage, a term coined by Selinker (1972) to refer to a separate
linguistic system based on the observable output that results from a learner’s attempted
production of a target language norm. Furthermore, such corpora have made it possible
to compare and contrast the interlanguage of language learners with similar authentic
(native) corpora; and they have enabled researchers to examine the various stages of

development in language learning and how the goals of the learners have progressed.
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Such uses, therefore, explain the growing interest in and attempts to compile learner
corpora in several languages worldwide, as evidenced by the International Corpus of
Learner English and the Corpus of English by Japanese Learners.

Previous attempts to compile an English learner corpus of Arab students’ writings
are next to nonexistent. So, this study aims to fill in the gap by developing a representa-
tive machine-readable corpus of the written interlanguage of Arab students of English as
a foreign language. The primary goal behind compiling this corpus is to investigate the
learners’ interlanguage lexicology (e.g., lexical complexity, text-profiling and lexical and
collocational errors) represented in the corpus. Achieving this aim requires comparing
and contrasting this corpus with a similar-sized authentic (native) English corpus. As
can be clearly seen from the literature ahead, three reasons influenced the preference of
lexicology as a target subject in this study. First, the paucity of literature devoted to
this subfield vis-a-vis syntax, phonology, discourse analysis, etc. Secondly, the recent
universal shift of interest from syntax and phonology to lexicology. Thirdly, the recent
developments in software that have made studying a large body of data quite feasible.

At this point, it should be made clear that the term lezicology, which was originally
a concern with the study of word stocks, must not be confused with the term lezicography,
which is concerned with the compiling and producing of dictionaries. The terminological
distinction between lexicology and lexicography has not been well-established in the
literature yet (Klein 2001). According to Jackson (1988, cited in Jackson and Amvela
2000), lexicographical compilation might be considered to be derived from lexicological
theory and thus, lexicography can be regarded as applied lexicology.

Being the first machine-readable corpus combined from the interlanguage of Arab
students of English, this corpus is expected to be highly influential for future research

on second language research, linguistic theory, natural language processing, lexicology,

morphology, syntax, semantics, discourse analysis, speech and language learning, teaching
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and testing. Furthermore, this corpus is expected to be an initial encouraging step

towards compiling further corpora on different aspects of language teaching.

1.2 Objectives

Creating a machine-readable corpus is by no means an end in itself. Rather, it
is simply a means of achieving the objectives behind its compilation and annotation.
Thus, the type and size of the corpus, as discussed below, are governed by the research
objectives. As for this study, six main objectives have been set for consideration.

e To explore learners’ lexical complexity and richness vis-a-vis that of the native
speakers (NSs, hereafter). Achieving this aim requires comparing and contrasting
this corpus with a similar-sized authentic corpus.

e To identify the axial features characterizing the learner corpus(e.g., word categories,
overproduced items, underproduced items). Special attention is paid to the features
and percentages of the top 200 frequent tokens and to the hapax legomena, words
used only one time in the corpus.

e To provide a detailed list of all lexical errors presented in the learner as well as the
lexical translation corpora.

e To provide taxonomies for both lexical and collocational errors presented in learners’
writing and franslation.

e To examine the number as well as the percentage of each of the learners’ lexical
and collocational errors categories.

e To check if lexical knowledge is on a par with collocational knowledge.

As far as this study is concerned, learners’ lexical and collocational errors are thor-
oughly investigated to identify all kinds of deviation, regardless of the source. Achieving

such objectives will make it possible for learners, teachers and researchers to get accu-
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rate and reliable information about the degree of deviation between subjects’ output
and native speakers’ norms. Also, it will provide them with the areas of strengths and

weaknesses and thus, enables syllabus designers to make needed corrections.

1.3 Research Questions

Despite the tremendous need for investigating several aspects of interlanguage lex-
icology of Arab students of English, it is often recommended that researchers not scatter
their attention and lose focus, no matter how accessible their aims are. So, in order to
avoid divergence or dispersing, this study has been limited to exploring and attempting to
answer the below-mentioned seven questions. The first three questions deal with lexical
complexity and text profiling while the rest are concerned with lexical and collocational

€rrors.

1. To what extent does the learner corpus deviate from the reference corpus in terms
of lexical complexity?

9. To what extent does the learner corpus deviate from the reference corpus in terms
of the features and percentages of the top 200 frequent tokens and of the hapax
legomena? And how can learners’ lexical stereotypes be captured through word
frequency?

3. What are the most salient and stereotyped features of the learner corpus? And
how far is the learner corpus influenced by the learners’ L1?

4. What are the most problematic words that Arab students of English encountered
by the corpus? -

5. What are the categories of the learners’ lexical errors? And what is the contribution

-

of each category to the total number of errors?
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6. What are the categories of the learners’ collocational errors? And what is the
contribution of each category to the total number of errors?

7. Is learners’ collocational knowledge on a par with their lexical knowledge?

1.4 Significance of the Study

The significance of this study stems from being one of the first attempts to compile
and electronically analyze a representative computerized corpus of the written interlan-
guage of Arab students of English and also to establish the objectives set for it. Due to
the scarcity of research done on this topic, this study is expected to contribute positively
by providing an objective and reliable electronic text that can be a nucleus for various
relevant corpora expected to be compiled in the future. In view of this, the benefit of
such a corpus is potentially vast. Linguists, no matter what their interests, can approach
it from different angles and thus its significance has the potential of not being restricted
to a particular domain or phase.

Additionally, the findings of this study are expected to be of multifaceted signifi-
cance. First, the study delineates learners’ lexical complexity and richness in comparison
with the reference (authentic) corpus. Secondly, it enhances teacher as well as student
awareness of the importance of the proper use of lexical items and collocations in the
mastering of the target language. Thirdly, it provides curriculum designers with areas of
weaknesses in student writing and thus, enables them to make the revisions. Fourthly,
it uncovers the differences between the subjects’ output and the English norm. Fifthly,
it provides students as well as researchers with contextual evidence of common interlan-
guage lexical and collocational errors. Sixthly, it may inspire other researchers to develop

further corpora for different purposes.




1.5 Overview of Chapters

This dissertation has been divided into six chapters. The first chapter introduces
the reader to the topic and several other key issues pertinent to the research objectives,
research questions, significance of the study and definition of terms. The second chap-
ter provides an overview of the relevant literature, which is, in turn, divided into four
sections. The first section (2.1) Introduction briefly introduces the reader to the con-
tents and objectives of the chapter. The second section (2.2) Perspectives on Language
Learning and Lezicology reports on the status of lexicology within the framework of a
number of theories that dominated the linguistic scene during the last six decades. The
next section (2.3) Lezicology comments on the recent and contemporary recognition and
development of lexicology as a vital component of language mastery. Section four (2.4),
Corpus Linguistics focuses on the genesis, development and use of corpus linguistics as
a new linguistic method. Furthermore, this section provides a description of corpora cre-
ation and analysis, along with what has become known as inierlanguage learner corpora.

The details of the present study are established in the next chapters. In addition to
the background information about the subjects, the setting of the study, data filtering,
sociolinguistic variables and native speakers’ judgments, Chapter Three describes the
procedures employed in gathering and analyzing the data. Answers to the first three
research questions concerning learners’ lexical complexity and text-profiling are set forth
in Chapter Four. Chapter Five provides a comprehensive and detailed analysis of the
outcomes of the second half of the study concerning lexical and collocational errors.
Finally, Chapter Six presents conclusions, implications and recommendations for further

research.




1.6

Definition of Terms

Hapaz legomena: words that occur only once in a given corpus.

Concordancer: a kind of search engine designed to present an index to the words
in a text.

Lexical complexity: a cover term for both lexical density and lexical diversity.
Learner fluency: the learner’s ability to keep pen to paper(measured by the number
of words) without breaks in though} and cohesion.

Lexical density: a lexical measure calculated according to the following formula:

the total number of content words X 100
the total number of all tokens in the given corpus =

Lexical diversity: a measure of the §préad or richness of the vocabulary in a text cal-

the number of types (dif ferent words) X 100

- -
culated according to the following formula: =" e~ Ginstances of each word)

Part-of-speech (POS) tagging: The process of assigning lexical categories (that is,
part-of-speech tags) to worés in linguistic data.

Span: this is the measurement, in Words, of the co-text of the node. A span of -5,
+5 means that five words on either s1de of the node word will be taken to be ifs
relevant verbal environment.

Text file: this is the simplest form of file on which words are stored. There is no
formatting. A text file can be read by any computer regardless of operating system.
In the Windows environment, the name given to any text file must end in ‘.txt’.
Types and Tokens: the ‘tokens’ of a corpus refers to the simple word count, the
number of running words in the corpus. The number of ‘types’ in a corpus refers
to the number of different words in the corpus. These are the words that appear
in a word index.

Tag set: in computational linguistics, a set of possible tags for a given annotation
task. For example, a part-of-speech tag set is a list of lexical syntactic categories

which may be associated with lexical items.




CHAPTER 2
REVIEW OF RELATED LITERATURE
2.1 Introduction

Various subfields of linguistics immediately come to mind when one writes on re-
search dealing with the use of corpus linguistics to examine learners’ lexicology. For this
reason, a deliberate attempt has been made to narrow the scope of the related literature
by selecting and reporting only and synoptically on the areas most relevant to the topic

being investigated, viz. language learning, lexicology and corpus linguistics.

2.2 Perspectives on Language Learning and Lexicology
2.2.1 Introduction

Over the past five decades, the SLA domain, as the literature shows, has been the
target of active ongoing research worldwide. Close inspection of the research conducted
on this field shows that various divergent arguments, hypotheses and theories have been
proposed to account for the process of SLA. Such divergence reflects the different schools
of thought that have attempted to facilitate and provide an explanation for language
learning. However, not all aspects of SLA have been treated equally in terms of re-
search and investigation. Lexicology, until fairly recently, for instance, has been largely
neglected in most of the approaches that dominated the SLA scene during the last five
decades. In what follows, an attempt is made to shed some light on how language learning
and lexicology, in particular, were conceptualized by these schools and then, the recent

recognition of the importance of lexicology in contemporary research.

10
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2.2.2 From the Behaviorists’ Perspective

Despite the lack of a precise date for its beginning, evidence in the literature in-
dicates that the initial influential revolutionary seeds of SLA research originated in the
behaviorists’ attempts to describe second language learning. While there are certainly
other possible starting points, a realistic history of this field goes back to the publica-
tion of Fries’ Teaching and Learning English as a Foreign Language in 1945 and, then
later, Lado’s Linguistics Across Cultures in 1957. Although both authors are professed
behaviorists by approach, the tenet of their works is blended in content. They mix cer-
tain aspects of behaviorist psychologists, who see language acquisition as a product of
habit formation, and structuralist linguists who emphasize the detailed description of the
two languages involved in the study (the mother tongue and the target language). The
result of this blending was the emergence of the highly regarded Contrastive Analysis
Hypothesis (CAH, hereafter) and the subsequent extensive contrastive analysis research.
However, before attempting to engage in a discussion of Contrastive Analysis (CA hence-
forth), one should mention that language, from the behaviorists’ perspective, is a part
of human behavior and language learning is no more than a process of habit formation
built through imitation and reinforcement. What happens in SLA, they claim, is that
habits of L1 interfere in the learning of L2 habits (Rodriguez 2000). Such beliefs were
the very cradle into which CAH was born.

CAH, which largely dominated the scene of SLA research for slightly more than
two decades, claims that the principle barrier to SLA is the interference of the mother
tongue or language transfer, the automatic, uncontrolled and subconscious use of the
previously-learned behaviors in new situations. Lado (1957 :2) states that similarities be-

tween native and target languages lead to ease in learning and differences lead to difficulty:
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We assume that the student who comes in contact with a foreign language will find some
features of it quite easy and others extremely difficult. Those elements that are similar to
his native language will be simple for him, and those elements that are different will be

difficult.

Such an assumption led to controversy over learners’ errors. As a result, proponents
of CAH, in its heyday, were classified into two different groups, purists and rationalists.
Consequently, this led to two simultaneous versions of the same hypothesis: (i) the
strong version advocated by purists and (ii) the weak version advocated by rationalists.
In the preface to Linguistics Across Cultures: Applied Linguistics for Language Teachers,
Lado (1957) summarizes the principle ideas of the strong version: “we can predict and
describe the patterns that will cause difficulty in learning, and those that will not cause
difficulty, by comparing systematically the language and culture to be learned with the
native language and culture of the student” (p.vii). On the basis of the strong version,
a structural analysis of any two linguistic systems will enable a linguist to predict the
kinds of difficulties a learner would encounter. The weaker version, which seems more
realistic and practicable, claims that some errors are traceable to the influence of the
mother tongue, and that CA is only valid to explain errors rather than predict them. In
so doing, the weak version “begins with what learners do and then attempts to account
for those errors on the basis of NL-TL differences” (Gass and Selinker 2001:73). Thus, it
is rather obvious that CA, within the weak version framework, works together with error
analysis.

Syntax and phonology, within the CAH framework, were the most popular in terms
of attention and research. Lexica and collocations, on the other hand, were largely ig-
nored. Fries (1945), whose ideas deeply influenced CA’s researchers, argues that language
learning does not mean learning vocabulary but rather mastering the sound system and
syntactic structures of the target language. Lado (1957) links the difficulty in learning

a new vocabulary item to the extent to which that item resembles or differs from the
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learner’s L1. Ramsey (1981) has attributed the lack of research on lexicon to the pre-
vailing teaching method of that time, namely, the audiolingual method, which considers
phonology and syntax as primary and lexicon as secondary: “teachers and syllabus mak-
ers still follow the precepts of the audiolingual approach in which vocabulary is relegated
to a secondary status in comparison to phonology and grammar” (p.15). Since mastering
considerable vocabulary is necessary to obtain proficiency in a target language, behav-
iorists assert that bilingual word lists are the most efficient technique to master a second
language (Weinreich 1953). However, recent research pertinent to second language vo-
cabulary has verified that decontextualized bilingual word lists are inadequate for long
term mastery (Groot 2000:61).

The behaviorists’ domination of SLA research, however, did not go unchallenged.
Various empirical studies pointed to CA’s failure to account for the existence of non-
interference errors in language learners (Brooks 1960; Corder 1967; Olsson 1974, among
others). Such studies also stressed that the percentage of language transfer is much less
than what CA had claimed before. These findings, together with the new positive attitude
towards learner’s errors, hastened the emergence of the Error Analysis movement and
Interlanguage Theory, both of whose findings, as illustrated below, would refute most of

the findings of the earlier hypothesis.

2.2.3 From the Mentalists’ Perspective

The emergence of Chomsky’s article A Review of B. F. Skinner’s Verbal Behavior
onto the linguistics scene in 1959 shook behavioristic ideas to the roots and subjected
them to increasing suspicion and criticism. Concepts such as stimulus-response, habit-
formation and reinforcement, which were the heart of the behaviorists’ tenets, were
supplanted by Chomsky’s stimulus-free proposition. Building on children’s ability to

produce sentences that have never been spoken before and to understand sentences that
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they have never heard before, Chomsky concluded that the behaviorists’ claims about
language acquisition are logically and practically groundless. To account for the gap
between the input and output in children’s performance, Chomsky (1975) proposed the
idea of Innate Knowledge. He defines innate knowledge as “the system of principles,
conditions and rules that are elements or properties of all human languages not merely
by accident but by necessity” (p.29). The principles, conditions and rules that comprise
innate knowledge are often referred to as Universal Grammar (UG, henceforth). While
principles apply to all human languages, variations among languages are accounted for in
terms of parameters. More importantly, since principles are innate, children are presumed
to learn only the parameters.

Though it was originally concerned with first language acquisition, Chomskyan lin-
guistics has been extended to areas of SLA. A great number of SLA researchers found
in Chomsky’s revolutionary tenet a convincing tool to resolve part of the SLA riddle by
claiming the full or partial accessibility of UG to L2 learners (White: 2000). However,
opponents of this view argue that second language learners’ knowledge of UG is mediated
through L1. These divergent opinions evolved into two hypotheses divided sharply over
the nature of the internal linguistic knowledge with which learners begin the SLA pro-
cess (Gass and Selinker 2001:174). Access to UG and transfer are two variables in these
hypotheses. First, the Access To UG Hypothesis claims that the innate language facility
is operative in SLA and constrains the grammar of second language learner. Intensive
research has been done, until fairly recently, to examine the accessibility of UG in adult
L2 acquisition. Findings as summarized by White (2000) show five divergent arguments,

which are still targets for intensive research worldwide:

(i) Full transfer/ partial (or no) access

(ii) No transfer/full access
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(iii) Full transfer/full access

(iv) Partial transfer/full access

(v) Partial transfer/partial access

Proponents of the other view, the Fundamental Difference Hypothesis, claim “the
learner constructs a pseudo-UG, based on what is known of the native language. It is
in this sense that the NL mediates the knowledge of UG for second language learners”
(Gass and Selinker 2001:176). They argue that a child’s first language and adult SLA are
totally different. The differences between first and second language acquisition, according
to this hypothesis, are attributed to the four aspects of difference: (i) age, (ii) necessity,
(iii) attitude and (iv) the existence of the previous knowledge.

The mentalists’ priority of explanatory adequacy over the descriptive adequacy
(Meyer 2002:2-3) explains the priority of syntax and phonology at the expense of other
branches (e.g., lexica and collocations) in the literature of this approach. Furthermore,
it should be borne in mind that even the attention paid to lexicology within the men-
talist approach is attributed to the lexicon’s vital role in determining the distribution of
syntactic categories and subcategorization frames. Much of the contemporary research
within the mentalist approach shows that the lexicon, which is not innate, is studied for
the sake of syntax (Ouhalla 1999; Burquest 1999, among others). Haegeman (1999:36)
states that “Words belong to different syntactic categories, such as nouns, verbs, etc.,
and the syntactic category to which the word belongs determines its distribution, that
is in what contexts it can occur.” This view also justifies the small amount of research
done on the lexicon when compared with the extensive research carried out on syntax
and phonology.

Thus, for lexica and collocations to be adequately investigated, a language should be

approached from a new perspective that emphasizes language use rather than language
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structure. In this sense, a corpus-based approach, which emphasizes language use, is
perhaps the most effective method to be employed for this purpose, as will be illustrated

below.

2.2.4 From the Autonomous Discipline Perspective

An overwhelming consensus among second language scholars indicates that SLA as
an autonomous discipline began with the influential ideas and pioneer works of Corder
and Selinker in the late 1960’s and the beginning 1970’s (Sharwood-Smith 1994; Ellis
1994; Gass and Selinker 2001, to name just a few). While both figures have associated
themselves with what is known in the literature as Interlanguage Theory, Corder’s re-
search on error analysis makes him also the leader of the Error Analysis movement, which

was the primary source of the Interlanguage Theory.

2.2.4.1 Error Analysis

In no previous publication on SLA are the learners’ errors more positively high-
lighted and approached than in Corder’s (1967) influential article, Significance of Learner’s
Errors, which is widely recognized as the cornerstone in a new phase that overturned the,
by then, prevailing hypotheses and arguments of SLA research. Four significant findings
of this article have been often used to refute the behaviorists’ claims: (i) errors are not
random, (ii) input, stretch of the target language available to the learner, should not be
equated with intake, the portion of input that actually enters the cognitive process of
the learner, (iii) mother tongue is not the only barrier to SLA and (iv) second language
learners pass through certain stages of acquisition and thus, many errors are attributed
to levels of development rather than negative transfer. Over and above such findings, the
negative attitude towards errors which were prevalent during the heyday of CAH were

supplanted by a new positive attitude. According to Error Analysis (EA, hereafter),
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learners’ errors are considered of great significance to the teacher, learner and researcher

(Corder 1967):

1. Errors provide the teacher with evidence if s/he undertakes systematic analysis,
and show how far towards the goal the learner has progressed and, consequently,
what remains for her/him to learn.

2. Errors provide the researcher with evidence of how language is learned or acquired,
and what strategies and procedures the learner uses in her/his discovery of the
language.

3. Errors tell the learner about her/his weaknesses, and they provide him with an
accurate way to test her/his hypotheses about the nature of the language s/he is

learning.

Another crucial issue that Corder brings to light is the distinction between errors
and mistakes. Systematic deviation made by learners who can’t correct themselves be-
cause they have not yet acquired the rules pertinent to such structures are called errors
and these, according to him, are worthy of investigation and explanation. Learners’ er-
rors, he argues, reflect lack of competence and cannot be self-corrected. Unsystematic
performance slips, on the other hand, are caused by excitement, lack of attention or fa-
tigue. These slips have nothing to do with competence; they are called mistakes and can
be self-corrected. The concern of the EA researchers (Corder (1967, 1971), Richards 1974
and Jain 1974, to name just a few) with lexicology as a major target for investigation
did not go far beyond what we saw in the previous approaches.

While the predecessors of learner corpora can be traced back to EA era, there
are several distinctive features that make learner corpora compiled during this period

different from the current generation of computer-based corpora (Granger 1998:5). First,
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EA learner corpora were very small (sometimes no more than 2,000 words) in comparison
with the current generation of corpora (e.g., the British National Corpus consists of
100,0000,000 tokens). Secondly, EA researchers paid minimum attention to a variety
of factors that might influence learners’ output (Ellis 1994, cited in Granger 1998:5).
Thirdly, EA learner corpora were neither compiled nor used in the same manner as
computer-learner corpora. Rather, they were frequently discarded once the errors were

extracted.

2.2.4.2 Interlanguage Theory

Empirical research on learner errors has shown that the output of a language learner
is almost always characterized by a considerable body of deviant forms that can be at-
tributed neither to L1 nor to L2. Such a conclusion led Selinker (1972) to postulate
the existence of transitional system called interlanguage. As defined in chapter 1, inter-
langnage is a separate system based on observable output that results from a learner’s
attempted production of a target language norm. This system, according to Selinker, is

the output of five cognitive processes:

1. Language transfer- -the automatic, uncontrolled and subconscious use of the previously-

learned behaviors in new situations. In this case, the learner uses her/his L1 as a
resource.

2. Transfer of training- -fossilizable items, rules and subsystems that occur as a result
of identifiable items in training procedures.

3. Strategies of language learning- -fossilizable items and rules that occur as a result
of an identifiable approach by the learner to the material to be learned.

4. Strategies of communication- -deviant items that result from the learner’s strategy

to communicate with native speakers of the target language.
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5. Overgeneralization- -errors that result from overextension or overgeneralization of

rules and semantic features of the target language.

In brief, this system is basically attributable to developmental learning stages and
fossilization, the cessation of learning. In addition to the aforementioned five cognitive
processes underlying interlanguage knowledge, this theory has a number of other features

(Yang 1999, 323-36):

(i) Interlanguage is independent- -the term independent is used here to indicates “the
separateness of a second language learner’s system, that has a structurally inter-
mediate status between the native and target languagees” (Selinker 1972:16).

(ii) Interlanguage is dynamic- -L2 learners pass through stages of development and, thus,
their in-between system is continually changing.

(iii) Interlanguage is permeable- -learners’ interlanguage rules and features are open to
amendments; they are not stable or fixed.

(iv) Interlanguage is systematic- -learners’ interlanguage is not randqm. Rather, it is
based on existing systematic rules and features.

(v) Interlanguage is a process reflecting learning psychology- -this indicates that learners’
systems or varieties involve assimilation, accommodation and creative-construction

processes that echo language learning.

Historically, the evolution of Interlanguage Theory coincided with the new revolu-
tionary attitudes towards the lexicon, which emphasized the importance of the lexicon in
language teaching (Wilkins 1972, Lord 1974, Richards 1976, Judd 1978, among others).
However, interlanguage research was not influenced by such attitudes, rather its concerns

were merely a juxtaposition of the previous theories. Interlanguage literature was pri-
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marily devoted to syntax and phonology and secondarily to discourse and pragmatics.
The great portion of the limited interlanguage research conducted on lexicon is devoted
to the acquisition order of morphemes (Dulay and Brute 1974, Ellis and Roberts 1987,
among others).

Perhaps no single area has been as unstudied, within the Interlanguage Theory
framework, as interlanguage lexicology. TI}e situation is weaker when one speaks of in-
terlanguage lexicology of Arab students of English as a foreign language. The semi-dearth
of attention devoted to lexical errors did not preclude the recent research conducted on
collocations, however. In their attempt to examine the collocational knowledge of junior

,and senior English majors at Yarmouk University and language teachers at the Higher
College for the Certification of Teachers, Farghal and Obiedat (1995:315) concluded that
both students and senior English majors “are seriously deficient in collocations.” Shakir
and Shdeifat (1996) shed light on the ability of the learners to translate collocations as an
indicator of development of foreign language competence. In his doctoral dissertation,
Al-Zahrani (1998) examines the knowledge of English collocations among four groups
of Saudi EFL students representing four academic levels. Zughoul and Hussein (2003)
study the collocational strategies used by Arab students of English when they use English
collocations.

In view of what we have seen in the preceding sections, second language lexical
acquisition has been of peripheral concern in almost all of the schools that dominated
linguistics and language teaching up to the end of the twentieth century. A remedy
for this gap was not totally inaccessible, however. Numerous serious initiatives to bring

lexicology onto the scene were intermittently seen in the literature as illustrated below.
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2.3 Lexicology

2.3.1 Recognition and Development

Having briefly examined language learning and lexicology within the framework of
a number of traditional approaches, this dissertation will now proceed to examine the
roots of the neglect of lexicology in modern linguistic research in general and specifically
the genesis of its renaissance in contemporary research.

Clear-cut evidence concerning the reasons behind the absence of lexicology in mod-
ern linguistic research as an independent domain investigated for its own sake comes from
a number of leading figures such as Bloomfield (1933), Fries (1945) and Chomsky (1965).
According to Koenig (1999), both Bloomfield (1933) and Chomsky (1965) assume that
a lexicon consists of a theoretically uninteresting repository of idiosyncrasies. Such a
proposition, which prevailed for several decades, was considered the defining reason be-
hind the priority of syntax and phonology. Whereas syntax and phonology, within the
Chomskyan framework, are governed by a number of universal principles and parameters,
the lexicon goes ungoverned. It is worth reiterating that Fries (1945) states that language
learning does not mean learning vocabulary but rather mastering the sound system and
syntactic structures of the target language. Such arguments proposed by influential and
leading figures have led linguists and SLA scholars to sacrifice lexicology on the altar of
syntax and phonology.

Recent studies in SLA have shown that no linguistic impropriety is more likely
to lead to misunderstanding than errors in lexical choice. This explains the increasing
trends in SLA that have called for the preference of lexicology over syntax and phonology.
Such calls are largely based on the high percentage of lexical errors observed in language
learners vis-a-vis phonological and syntactic errors. Politzer (1978:257) states that errors

of vocabulary are the most serious errors for the language learner and they outnumber any
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other type of error. As a sign of full recognition of the importance of lexicon, Gass and
Selinker (2001) allotted a separate chapter entitled The Lezicon in the most recent edition
of their book Second Language Acquisition: An Introduction. In this chapter, the authors
cite different arguments concerning the vital role of lexicon in SLA. They also propose
that although the lexicon has received the least attention in interlanguage literature in
comparison to other parts of language, the picture is quickly changing. Furthermore,
théy argue that the recent research on SLA has shown that the most neglected part, the
lexicon, “may be the most important language component for learners” (p. 372).

Perhaps the importance of lexicology in contemporary research is no more clearly
stated in the literature than in Laufer (1997:147):

Vocabulary is no longer a victim of discrimination in second language learning research,

nor in language teaching. After decades of neglect, lexicon is now recognized as central to

language acquisition process, native or non-native.

Though its concerns are different from the concerns of pure lexicology and the aims
of this study, the current concerns of Chomskyan linguistics with lexicon could open the
door to further serious research on this domain. Theoretically, language acquisition, from
the Minimalist Program perspective, should be totally concerned with lexicology. Chom-
sky (1991, cited in Cook 1996:87) argues that “there is only one human language apart
from the lexicon, and language acquisition is in essence a matter of determining lexical
idiosyncrasies.” This quotation indicates that language acquisition is, in its core sense,
the learning of vocabulary. The Lexical Parameterization Hypothesis states that “the
values of a parameter are associated not with particular grammars, but with particular
lexical items” (Manzini & Wexler 1987). Such improvement in the status of the lexicon in
theoretical and applied linguiStilﬁcs led Groot (2000:61) to state that viewing vocabulary

= &

as a set of irregularities is a nédive view and long outdated.

Y
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In her attempt to examine the attitudes of English-speaking professors towards
university ESL students, Wright (2000) examined several variables including the inter-
activity between professors’ judgements and learners’ fluency in lexicon (writing). Her
findings show that professors form a relatively more positive judgement of learners who
write longer and larger sentences. This, of course, reveals that learners’ proficiency in
lexicon and syntax are crucial factors in writing, which are, in turn, crucial factors in the
professors’ assessments.

Furthermore, applied researgh on lexicology has also emphasized the importance of
lexical knowledge, (knowledge of individual words or relations between words) in mas-
tering different aspects of the target language. Zhang (1993) argues that proficiency in
second language writing is directly connected to the degree of lexical mastery. The greater
the word stock a learner has the better. Saville-Troike (1984, cited in Willis, 1998) states
that vocabulary is the most important aspect of L2 knowledge for academic achievement.
For Zughoul (1991), the lack of the right lexicon may lead to misunderstanding between
interlocutors. From a more general standpoint, errors of lexicology result from either an
inappropriate use of a lexical item or from the ignorance of the collocabilty among the

lexical items in question.

2.3.1.1 Lexical Choice

According to Edmonds (1999:2), lezical choice refers to “the process of determining
which word in a given language most precisely expresses a meaning specified in some
formalism other than the given language itself.” As he argues, the goal of lexical choice is
to “verbalize the exact denotation and connotation desired, and nothing else” (p.2). In
this sense, a lexical choice error means that an item is used inappropriately in a particular

context due to an error or misuse in its semantics, connotation, register, vagueness,

generality, specificity, etc. In his attempt to propose a new model for lexical choice
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architecture, Reiter (1990:23) states that “the lexical choice process should be regarded

as a constraint satisfaction problem: the generation system must choose a lexical unit that
is accurate (truthful), valid (conveys the necessary information), and preferred (maximal
under a preference function).”

Various studies devoted to lexicology and communicative competence have explic-
itly indicated that lexical choice errors’often lead to misunderstanding either locally or
globally. Recently, however, some scholars have asserted that ungrammatical utterances
with accurate vocabulary are much more understandable for native speakers than those
utterances with grammatical but inaccurate vocabulary (Widdowson 1978, cited in Laf-
ford et al. 2000). Lexical errors, according to Gass and Selinker (2001), are numerous and
disruptive and both natgx’/e and non-native speaf:ers of a language recognize the impor-
tance of getting the appropriate word. Lexical choice errors in both spoken and written
discourses, as the literature shows, make up a considerable percentage of the grand total
of all kinds of errors (Petrarca 2002:64). In a relevant empirical study that gives full
credit to such argument, Politzer (1978:257) states that statistically native speakers of
German judge lexical errors by English speakers to be the worst type of errors, as shown

in Table (2.1).

Table 2.1. Native speakers’ judgement of errors type

Type Number | % of NSs’ Judgment
Vocabulary 2234 77
Verb Morphology 1600 95
Word Order 1562 54
Gender Confusion | 1502 51
Phonology 1045 36
Case Ending 821 28
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Carter (1987:65) states that lexical choice errors in the early stages of learning, in
particular, are attributed to several sources including interlingual and intralingual ones.
He writes that:

errors may result from a mismatch in morphophonemic correspondence (the fit between

sound and written form), from inserting the word in the wrong grammatical slot or from

failing to locate grammatical dependencies, from inaccurate first language transfer (often
leading to specific semantic errors), and from intralingual confusion, that is, as a result of
failing to distinguish appropriately between and among lexical items in the target language.

Unlike syntactic or phonological errors, lexical errors and learners’ level are re-
versely interactive. Martin (1984) argues that “as the fluency of advanced language
learners increase, so too does the number of vocabulary errors generated, both in speak-
ing and writing.” The majority of learners’ lexical errors, she argues, “reflects confusion
between and among lexical items in the target language itself.” For her, there are four
types of dissonance between a lexical item and its appropriate use: (i) stylistic, (ii)
syntactic, (iii) collocational and (iv) semantic.

The increasing awareness of the centrality of lexicology in SLA research is revealed
in the discovery that learners’ lexical richness and errors are determinant factors in second
language proficiency in general and in evaluating their writing in particular (Linnarud
1986, Engber 1995, to name just a few). Based on learners’ judgments of the difficulties
they encounter in the course of their second language acquisition, Meara (1982:100) ar-
gues that lexicon, which suffered from long-term absence of research in second language
learning literature, is the most problematic area for learners:

vocabulary acquisition is part of the psychology of second-language learning that has re-

ceived short shrift from applied linguistics, and has been very largely neglected by recent

developments in research. This neglect is all the more striking in that learners themselves
readily admit that they experience considerable difficulty with vocabulary, and once they

have got over the initial stages of acquiring their second language, most learners identify
the acquisition of vocabulary as their greatest single source of problems.
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Regardless of the lack of a universal taxonomy for lexical errors, empirical research
on lexicology worldwide has revealed several common sources of lexical errors, not least of
which are the influence of L1, near-synonymity, paraphrasing, idiomaticity and avoidance,

ideas to which I will return in Chapter Five.

2.3.1.2 Collocations

The observation of repeatedness in the occurrence of words or what is called collo-
cations is by all means not new; indeed the phenomenon of collocation reaches back to
300 BC (Robins 1967). However, the term collocation itself is new, dating back to the
fifth decade of the last century. Firth (1957:196), the coiner of the term, states that the
meaning of collocation has nothing to do with the conceptual approach to the meaning

of words:

The statement of meaning by collocation and various collocabilities does not involve the
definition of word-meaning by means of further sentences in shifted terms. Meaning by
collocation is an abstraction at the syntagmatic level and is not directly concerned with
the conceptual or idea approach to the meaning of words. One of the meanings of night is
its collocability with dark, and of dark, of course, collocation with night.

It is well-known that words of a language do not combine randomly. Rather, their
occurrence is sometimes predictable or even governed. In the introduction to the Ozford

Collocations Dictionary, Deuter et al. (2002:vii) distinguishes between three types of
P =,

words combinations: :

Combinations of words in a language can be ranged on a cline from the totally free-see a
man/car/book - to the totally fixed and idiomatic - not see the woods for the trees. This
idiom is not only fixed in form, it also has nothing whatever to do with wood or trees. Be-
tween these two extremes, there is a whole range of nouns that take the verb see in a way
that is neither totally predictable nor totally opaque as to meaning. These run from the
fairly ‘weak’ collocation see @ film (which elementary students learn as a ‘chunk’ without
pausing to reflect that this is not quite the literal meaning of see) through the ‘medium
strength’ see e doctor to the ‘stronger’ collocations of see danger/reason/the point. All
these combinations, apart from those at the very extremes of the cline, can be called col-
locations. And it is combinations such as these - particularly in the ‘medium-strength’
area-that are vital to communicative competence in English.




27

For Choueka (1988), collocations or predictable patterned combination of words

share some semantic and syntactic features peculiar to them.

A sequence of two or more consecutive words, that has characteristics of a syntactic and
semantic unit, and whose exact and unambiguous meaning or connotation cannot be de-
rived from the meaning of connotation of its components.

Broadly speaking, collocations are of two types: lezical and grammatical. Lexical
collocations, according to Sinclair (1991), refer to the occurrence of two words or more
within a short space of each other in a text. This kind of collocation is divided into two
sub-categories: paradigmatic collocations and syntagmatic collocations. The distinction

between such sub-categories is stated clearly in Doerr (1994: 8-9):

Paradigmatic collocations are defined as lezical items in which one lexical item (the collo-
cate) can occur instead of another lexical item (the basis) in a particular collocation in a
particular language. In this type of collocation, both the basis and the collocate must be of
the same taxonomic class, such as synonyms, antonyms or hyponyms, and identify seman-
tically related words. In “ladies and gentlemen”, both are antonyms.“Fire and flame” is
an example of a paradigmatic collocation containing hyponyms. Paradigmatic collocations
are frequently found in syntactic structures such as the conjoined phrases “left and right”
and “boys and girls” in which the basis and the collocate are separated by a closed-class
items.

Syntagmatic collocations are defined as lexical items in which one lexical item (the collo-
cate) can occur next to another lexical item (the basis) in a particular natural language.
In this type of collocation, both the basis and the collocate together express a collocational
phenomenon, that is, they co-occur frequently in a given text. For example, the collocates .
“Qips” and “tosses” can be adjacent to the basis “a coin” (“flips a coin”, “tosses a coin”)
but “rotates” (*“rotates a coin”) cannot in the context of meaning to-flip-a-coin.

Grammatical collocations, on the other hand, as explained in Hsu (2002:36), consist
of a content word (verb, noun, or adjective) and another grammatical word (preposition,
or certain structural patterns, i.e. a “that”-clause, o + infinitive, or gerund). Though
it is not easy to distinguish between fixed word combinations and other combinations
of words that are open to creative formulation, there is a set of features that make

collocations or fixed combinations of words differ from other unfixed ones. Setting up

criteria for classifying group of words that function as units (collocations) has been the




28

target of intensive research during the last few decades (e.g., Kjellmer 1984). Nation

(2001:328-332) presents a set of scales, which indicate what is primarily involved in

learning collocations:

1.

=
o

© ® N o ;o W N

Frequency of co-occurrence
Adjacency

Grammatically connected
Grammatically structured
Grammatical uniqueness
Grammatical fossilization
Lexical fossilization
Collocational specialization

Semantic opaqueness

. Uniqueness of meaning

In their influential model of cohesion, Halliday and Hasan (1976) assert that lexical

cohesion is of primary importance in producing a coherent text. For them, “lexical

cohesion embraces two distinct thougﬁ related aspects which we referred to as reiteration

and collocation” (p. 318). Whereas reiteration refers to the repetition of a lexical item

or the occurrence of a synonym, collocation, on the other hand, refers to “a word that

is in some way associated with another word in the preceding text, because it is a direct

repetition of it, or in some sense synonymous with it, or tends to occur in the same lexical

environment, coheres with a word and so contributes to the texture.” (p. 319).

In their attempts to examine collocations, researchers have employed three approaches-

- the lexical composition approach, the semantic approach, and the structural approach

(Gitsaki 1999). Lezis, from the lexical composition approach perspective, is “an au-

tonomous entity, choosing its own collocates which in turn can be enumerated and classi-
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fied in lexical sets” (p. 26). While the semantic approach, in order to predict their collo-

cates, focuses on the meaning of the semantic features, the structural approach provides
patterns of collocations that join together grammatical and lexical words. Collocations
in this study are approached from the lexical composition perspective.

Keller (1991) argues that the humaq men:cal lexicon is made up of both single words
and larger fixed and more variable phraseologiuca.l units. Thus, knowledge of collocations
is deeply rooted in our minds, and ifs role in second language learning should not be
disregarded. Brown (1974), Channell (1981), among others, emphasize the importance
of collocations in language learning, and they argue fgr intensive teaching of collocations
for learners. The importance of collocations stems from the roles they play in the lan-
guage skills: listening, communication, reading and writing. Some other scholars (e.g.,
Aghbar 1990, cited in Al-Zahrani 1998) assert that the knowledge of formulaic language
is essential for language fluency of both native and non-native speakers. Drawing on
the findings of their research concerning the German advanced EFL students’ produc-
tive knowledge of English collocations, Bahns and Eldaw (1993:101) conclude that “EFL
teaching should be concentrated on those collocations which cannot be paraphrased.”
Among the significant points raised in this article is the distinction between vocabulary
knowledge and collocational knowledge. This procedure, to which I will return below,
shows that the learners’ low productive knowledge of collocations is sometimes attributed
to the lack of lexicon rather than the inability to use the multi-word lexemes.

Since the introduction of corpora into the linguistic scene, collocations have at-
tracted increasing interest, especially by lexicographers, whose enthusiastic attempts have
evolved recently into producing a number of dictionaries and corpora that are devoted
either completely or partially to collocations. Such works include Ozford Collocations

Dictionary for Students of English, The Kenkyusha Dictionary of English Collocations, A
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Dictionary of English Collocations, Student’s Dictionary of Collocations, Collins Cobuild

Learner’s Dictionary, etc.

2.3.2 Lexical Competence

It is still an open question as to what competence really means. A short review
of the relevant literature indicates that Chomsky views competence as knowledge while
it is knowledge and ability for Hymes (1972). As far as lexicon is concerned, compe-
tence is directly connected to knowledge and appropriateness. Meara (1996, cited in
Lafford et al. 2000) proposes that lexical competence is measured by both the size of a
learner’s store of lexical items as well as the organization of such items. As to size, it
is commonly believed that the learner’s reading and writing abilities depend solely upon
the learner’s lexical repertoire (the number of lexical items that a learner has, at least,
some knowledge of). Organization, on the other hand, refers to all types of knowledge
that result from the knowledge of a word. Nation (1994:121-122) states that lexicon
knowledge entails several other relevant components and skills . As can be readily seen
from the criteria listed below, these skills can be reclassified into three broader categories

of knowledge: (i) knowledge of form, (ii) knowledge of meaning and (iii) knowledge of use.

1. Being able to recognize the spoken form of the word.
Being able to pronounce the word.

Being able to spell the word.

Being able to write the word.

Knowing the underlying meaning of the word.
Knowing the range of meanings of the word.

Knowing the grammatical patterns the word fits into.

© N ® o R W N

Knowing the affixes the word stem can take.




11.
12

13.
14.
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. Knowing the words that fit into the same lexical sets.

10.

Knowing the typical associations of the word.

Knowing the range of collocations of the word.

Knowing whether the use of the word is limited by considerations of politeness,
gender, age, country, formality, and so on.

Knowing whether the word is commonly used or not.

Being able to use the word receptively and productively.

=

Similarly, Pawley and Syder (1983) argue that native-like command of the target

language requires both native-like selection and native-like fluency. Native-like selection

refers to “the ability of the native speaker to convey his meaning by an expression that is

not only grammatical but also native-like” (p.191). Native-like fluency, on the other hand,

refers to “the ability to produce fluent stretches of spontaneous, connected discourse”

(p.191).

Like any other aspect of language, vocabulary acquisition and competence are

affected by several intralexical factors. Laufer (1991:305) presents several phonological,

morphological and semantic facilitating and difficulty-inducing intralexical factors that

affect vocabulary learning shown in Table (2.2):

[
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Table 2.2. Intralexical factors which affect vocabulary learning

Adapted from Laufer (1990: 305)
Facilitating factors Difficulty inducing factors Non-effective

Intralexical factors
unproblematic : difficult pronunciation
pronunciation :(presence of foreign sounds)
inflexional :inflexional complexity
regularity :
:word length
derivational :derivational complexity
regularity :
morphological :deceptive morphological
transparancy :transparency :
: :part of speech
generality :specificity :
:idiomaticity :concreteness/
:abstractness
nonidiomaticity
one form representing : one form representing
one meaning : several meanings
: (polysemy/homonomy)
register neutrality :register restrictions

To sum up, the preceding sections have substantiated the contention that inter-

language lexicology until fairly receﬂtly, has been mostly neglected. This fact, together

with the vital importance of lexicology in SLA acquisition, makes it obvious that this

largely neglected topic should garner further research and be made a priority in language

learning. However, with the emergence of the corpus-based approach into the scene, it

has become feasible to give lexicology its due. For Biber et al. (1998), the weaknesses

“
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of traditional approaches turn out to be the strengths of corpus-based approaches. Some
of these strengths are attributed to its ability to examine several domains that remained

unaccounted for under the previous approaches.

2.4 Corpus Linguistics
2.4.1 Attitude and Use

A survey of the corpora developed worldwide so far shows a wide gap among lan-
guages in the concern with corpora, and with CL in general. While some languages,
e.g., English, have been of increasing interest in CL, others, such as Arabic, have seen
confined interest in this respect. This explains the rapid growth of English corpora com-
pared with Arabic corpora. The following samples of corpora provide a finely-focused
picture of the concern of English with corpus linguistics and corpora during the past five

decades (source: Gateway to Corpus linguistics on the Internet):

1. Brown University Corpus

Org: Brown University, Rhode Island,U.S.

Time: 1960s

Size: ca. 1 million words

Contents: American written English; 500 text samples of approximately 2,000 words
distributed over 15 text categories

Access: available on the ICAME CD-ROM

2. LLC London-Lund Corpus of Spoken English
Org: Time: 1960s-mid-1970s
Size: 500,000 words
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Contents: spoken British English

Access:
Notes: The LLC is the result of two projects: SEU (1959) at University College London
and SSE at Lund University in 1975

3. FROWN - Freiburg BROWN Corpus of American English

Org: University of Freiburg, Germany

Time: 1991-92

Size: ca. 1 million. words

Contents: “The ultimate aim was to compile parallel one-million-word corpora of

the early 1990s that matched the original LOB and Brown corpora as closely as possible”
Access: available on the ICAME CD-ROM,;

Notes: SGML Markup; FROWN was created as a parallel corpus to the BROWN corpus
but with data from the 1990s.

4. BNC - British National Corpus

Org: Led by an industrial/academic consortium lead by Oxford University Press

Time: completed in 1994; first release in 1995; second release in 2001

Size: over 100 million words (4,125 texts)

Contents: multigeneric; 90 percent written and 10 percent spoken materials

Access: Licensed; Guest account available by using the SARA Client at the BNC Online
Service or conduct a simple search at the BNC.

Notes: SGML Markup according to the TEI guidelines; POS tagging carried out with
CLAWS




35

A cursory look at the above corpora, together with other regional, general and
specific corpora developed during the past five decades reveals three crucial aspects.
First, the concern with corpora has been constantly increasing since the creation of
_the Broun Corpus in 1964. Secondly, corpora have substantially benefited from the
continuous progress in artificial intelligence. This benefit is evident in the ever growing
software products used today in corpus analysis as well as the huge gap in storage capacity
between the first generation of corpora (e.g., Brown Corpus, 1,000,000 tokens), and the
current generation (e.g., British National Corpus, 100,000,000 tokens). Thirdly, the
existence of regional corpora (e.g., British National corpus, The Australian Corpus of
English), authentic (native) corpora and learner corpora (LOCNESS), The International
Corpus of Learner English), spoken corpora (Corpus of Spoken Professional American
English) and written corpora (e.g., Longman Written American Corpus) bears witness
of the divergent functions of corpora in language and linguistic research.

It should be made clear that CL is still oscillating between the ideas of empiricists
and those of rationalists. Chomsky, the founder of the modern rationalistic school of
linguistics, argues that a linguist should rely on the reality of competence rather than on
performance. For this reason, rationalists feel that the nonoccurrence of X and Z items in
a corpus does not prove the nonexistence of such items in the internalized system of the
speaker or writer; in short, a linguist should describe grammar rather than enumerate
sentences (McEnery & Wilson 1996).

Empiricists, on the other hand, argue that CL is a fertile field and is the best
method developed thus far to reflect competence and to provide researchers with large
bodies of naturally occurring data. Some linguists, on the other hand, have attempted

to bridge the gap between theoretical and descriptive linguistics by emphasizing their

complementary roles in linguistic research. Leech (1992:27) states that both types are




mutually contributory:

Both types of linguistics are valid in their own terms, and should be regarded as mutually
contributory. Descriptive linguistics can be just as answerable as the “theoretical linguis-
tics” of language universals. In fact, descriptive linguistics is more amenable to theory
construction and testing in accordance with the tenets of scientific method, because the
nature of its data (i.e. utterances in a particular language) is less abstract and more di-
rectly observable.

In fundamental agreement with Leech’s view about the status of CL in the theo-
retical investigation of language, Halliday (1992:41) states that the evidence that CL can
provide has important implications for several areas of theoretical inquiry:

Corpus studies have a central place in theoretical investigations of language. There are

many ways in which a corpus can be exploited, of which the one considered here - by no

means the only one-is that of providing evidence of relative frequencies in the grammar,

from which can be established the probability profiles of grammatical systems. These in

turn have implications for at least five areas of theoretical inquiry: developmental, diatypic,

systemic, historical and metatheoretic.

Taking the empirical view of language one step further, one may conclude that the
heart of empirical linguistics lies in the notion of evidence. It should be born in mind
that evidence within a CL framework is based on experience and observance rather than
prediction or guessing. Kennedy (1998:7-8) states that CL is not a theory in competition
with other linguistic theories but rather a source of evidence that comprises the core of
any linguistic study.

Linguists have always needed sources of evidence for theories about the nature, elements,

structure and functions of language, and as a basis for stating what is possible in a lan-

guage. At various times, such evidence has come from intuition or introspection, from
experimentation or elicitation, and from descriptions based on observations of occurrence

in spoken or written texts. In the case of corpus-based research, the evidence is derived

directly from texts. In this sense corpus linguistics differs from approaches to language,

which depend on introspection for evidence.

Importantly, corpus-based studies have shown extraordinary capabilities of uncov-

ering certain linguistic aspects (particularly those related to language use and colloca-
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tions) that have remained unattainable by traditional approaches. For example, due to

the scarcity of corpora for Modern Standard Arabic, one can hardly provide reliable an-
swers to questions related to word order patterns, dialectical differences, collocations or
percentages of loan words.

Passing to matters more closely related to internalized linguistics, Chafe (1992: 79-
95) argues that corpora “are an absolutely crucial part of the linguistic enterprise” and he
adds that a corpus linguist is one who aims to “understand language and behind language
the mind by carefully observing extensive natural samples of it and then, with insight
and imagination, constructing plausible understandings that encompass and explain those
observations.”

From an empirical perspective, the naturally occurring data that a corpus provides
us with are believed to be superior to any hypothetical and non-natural (inauthentic)
data. As Aarts (1992) points out, CL can be efficiently used to produce observation-based
instead of intuition-based grammar. At this stage, CL can claim to be a better or, at
least, an equally useful tool in linguistic analysis, be it syntactic or semantic, than the
intuition of the native speaker can provide. For Aijmer and Altenberg (1992:2), corpora
have become “excellent resources for a wide range of tasks.” This, they claim, is due to

two main reasons:

1. Language corpora have provided a more realistic foundation for the study of lan-

guage than earlier typés of material, a fact which has given new impetus to de-

scriptive studies of English lexis, syntéx, discourse and prosody.
2. Language corpora have become a particularly fruitful basis for comparing different

varieties of English, and for exploring the quantitative and probabilistic aspects of

the language. - .
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Biber et al. (1998: 233) argue that a corpus-based approach takes advantage of

several things that contribute positively to making it more powerful and applicable to
the study of individual linguistic features:

This approach takes advantage of: computers’ capacity for fast, accurate, and complex

analyses; the extensive information about language use found in large collocations of nat-

ural texts from multiple registers; and the rich descriptions that result from integrating

quantitative findings and functional interpretations. For these reasons, the corpus-based

approach has made it possible to conduct new kinds of investigations into language use

and to expand the scope of earlier investigations.

Some of the continuing success of corpus-based approaches is attributed to a con-
cordancer’s ability to process a large body of information that would require thousands
of tedious hours by other approaches in a short period of time. For example, it has be-
come possible to identify the discourse markers or the distribution of tenses in a hundred
million-word corpus in minutes. Such a work may take months or even years to complete
by traditional approaches.

Recent empirical research conducted on corpora, including learner corpora (Kennedy
1990; Tognini-Bonelli 2001; Hunston and Francis 2000, to name just a few) has pointed
out that a well-compiled and annotated corpus can provide researchers and learners with
comprehensive knowledge of lexical features. First, it shows the different contextual
meanings associated with a particular word. Secondly, since words do not occur or group
together in a text randomly, a corpus provides a description of the commonly found words
that co-occur with a particular word (collocations). Thirdly, the frequency of a word can
be shown relative to other related words. This, of course, provides teaching material
designers with sufficient background about the main and frequently used vocabulary in
the language. Fourthly, the non-linguistic association patterns that a particular word
has to a register or dialect can be easily found. Fifthly, the use and the distribution of

seemingly synonymous words can be detailed.
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A corpus is also extremely useful in investigating the mismatch between the rules
of prescriptive grammarians and the linguistic facts in language teaching. For example,
Kennedy (1991, cited in Tognini-Bonelli 2001) points out that it is not always easy to draw
a distinction between words depending upon the grammatical terms: “various meanings
of the words sometimes overlap regardless of whether they function as prepositions or
adverbs.” Thus, he argues that the basic grammatical distinction between prepositional
and adverbial uses of between and through lies in the word class they each most frequently
associate with: nouns before between and verbs before through. This indicates the im-
portance of grammatical collocations to distinguish between the two words. Another
explicit example of the mismatch between what is believed and taught and what it is real
and practiced is the traditional equation between if not and unless (Berry 1994; cited in
Tognini-Bonelli 2001:17).

Corpora have also played a significant role in meaning disambiguation. According
to Tognini-Bonelli (2001:25-33), corpora help learners “identify and distinguish between
particular meanings which may be neither reported in reference dictionaries nor explained
with reference to grammatical structures.” The author provides evidence from the positive
answer he made to a question raised by one of his English class student “whether all but
is the same as ezcept” (p. 25). Though both dictionaries and reference grammars failed
to provide the accurate distinction between them, the corpus did succeed in doing so.

The deep concern with lexicon within this approach has led Francis and Sinclair
to argue vehemently against the traditional separation between lexis and grammar. As
they argue, lexis and grammar should be treated as one category. Francis (1995, cited in

Hunston and Francis 2000:30) explicitly express this complementary relationship:

Particular syntactic structures tend to co-occur with particular lexicon items, and -the
other of the coin - lexicon items seem to occur in a particular range of structures. In short,
syntax and lexis are co-selected, and we cannot look at either of them in isolation.
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Other immediate results of the introduction of corpora in linguistic research are
clearly seen in historical linguistics as well as sociolinguistics. By employing corpora in
comparative studies, it is now feasible to examine various issues related to vocabulary
loss, borrowing and semantic change. The same method, in sociolinguistics, on the other
hand, has provided reliable results concerning regional and class variation, jargon and
register.

The scope of CL research can be expected to continue expanding to cover most of
the linguistics disciplines. For Biber et al.(1998), corpus-based methods can be used to
study a wide variety of topics including individual words, grammatical features, men’s
and women’s language, children’s acquisition of language, author style, register pat-
terns and distribution of features across dialects and time periods. They add that a
corpus-based approach “can be applied to empirical investigations in almost any area of

linguistics” (p.11).

2.4.2 Applications of Corpus Linguistics in SLA Research: Learner Corpora

A result of the widespread use of computer services worldwide is a growing interest
in corpus-based approaches in SLA research. Since it is open to objective verification
of results, a corpus-based approach, according to Leech (1992), is a powerful methodol-
ogy. Another feature that makes corpus study more powerful and plausible than many
other approaches is its availability to the public and thus, its ability to be investigated
objectively from different angles and for different purposes.

Emphasizing the importance of authentic texts in teaching EFL, de Beaugrande
(2001) claims that “learners of EFL, and some non-native teachers of EFL too, suffer
not from exposure to non-standard English, but partly from exposure to non-authentic
English and partly from lack of exposure to authentic standard English.” This argument

reinforces the need for CL and corpora in second language learning and teaching. Thus,
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learners’ exposure to standard, but not authentic materials is not enough to enable them
to master the target language. Learners must be exposed to authentic texts to acquire
collocations and other grammatical, semantic, discursive and pragmatic features.
However, the divergent themes of linguistics, along with the incapability of general
corpora to meet all of linguistics’ subfields’ demands have pushed the idea of specialized
corpora to the fore. This, therefore, explains the existence of what are called learner
corpore, a collection of texts or essays produced by learners of a language. Engwall
(1994) and Hunston (2002), among others, attribute the divergent types of corpora to
the divergent objectives and purposes that lie behind creating them. However, produc-
ing such corpora has enabled all those interested in the SLA domain to obtain specific
and comprehensive information about language learning that has remained unaccounted
for in previous literature. Such information includes all kinds of collocations, syntactic
structures, word frequency, contextual overgeneralization, word category, etc.
Furthermore, learner corpora have enabled researchers to compare and contrast
native and non-native speaker performance- -what is now known in the literature as
Contrastive Interlanguage Analysis (CIA, hereafter). Unlike CA (which is based on a
comparison between the source language and the target language), CIA, according to

Granger (1998:12), involves two major types of comparison:

1. Native language vs. interlanguage, i.e. comparison of native language and inter-
language;

2. Interlanguage vs. interlanguage, i.e. comparison of different interlanguages.

Such studies have provided teachers and researchers with all kinds of learners’ errors and

areas of weaknesses and also they enabled them to investigate the differences between

native and non-native performance. Again, they enabled researchers to examine vari-
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ous aspects of learners’ developmental stages that were not or hardly accessible via the
previous methods. Writing development, for instance, until fairly recently, was primarily
measured in terms of the syntactic errors, but now is examined in terms of lexical density,
diversity, sophistication, word frequency, word category, etc.

Four obvious indicators concerning the importance of corpora in studying and
teaching lexicology have recently arisen in contemporary research. First, it is now pos-
sible to see the gradual development of first and second language learners by comparing
different corpora that represent different stages of growth or education. Secondly, by
providing consistent indications of the high percentage of learners’ lexical errors, corpora
have contributed to changing the researchers’ concern from the extensively studied topics
(syntax and phonology) to the least studied ones (lexicology). Meara (1984), cited in
Qass and Selinker (2001:372), states that “lexical errors outnumbered grammatical errors
by a three to one ratio in one corpus.” Yet, based on the preceding sections, it would be
possible to state that lexica and collocations in the pre-corpora era were for the most part
neglected. Thirdly, unlike the isolated bilingual word lists, corpora provide learners with
the context of usage and consequenf,ly with syntactic, semantic register and collocational
features of a particulfar word. Fou};hly, due to their over-representing of concrete words
to the determent of ﬁbsbtract and social terms, traditional intuition-based materials fail to
prepare students for afyariety of tasks including reading newspapers and report-writing
(Ljun 1991, cited in G;anger 1998:7). This denotes the preference of text materials based
on authentic native English corpora to thoséa traditional intuition-based materials.

Biber et al. (1998:197) argue that the use of learner corpora in SLA research
is quite useful in investigating “the frequency and persistence of errors in groups of
second language students. Such studies increase our understanding of second language
acquisition, provide data for other perspectives on errors (e.g., as interlanguage and non-

standard target forms), and provide evidence for instructional decisions”.
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Hunston (2002: 212) states that using learner corpora in contrastive interlanguage

studies has two main advantages:

Firstly, it makes the basis of the assessment entirely explicit: learner language is compared
with, and if necessary measured against, a standard that is clearly identified by the corpus
chosen. If that standard is considered to be inappropriate (if, for example, the appropri-
ate target for Norwegian schoolchildren is considered to be expert Norwegian speakers of
English rather than British speakers of English), then the relevant corpus can be replaced.
Secondly, the basis of assessment is realistic, in that what the learners do is compared with
native/expert speakers actually do rather than what reference books say they do. Many of
the parameters of difference noted, such as vocabulary range, or word-class preference, do
not appear in most grammar books.

Biber (2001) argues that empirical analyses of representative corpora provide re-
liable information that is c;ften surprising even to TESL professionals. For example,
corpora have proved that the use of simple aspect verbs in conversation is more than 20
times as common as the use of progressive verbs. Such a finding, he claims, is surprising
to TESOL professionals who, until fairly recently, kept emphasizing the use of progressive
verbs in conversation textbooks for a long period of time.

Before going any further, it is important to bear in mind that there are, at least,
four reasons that show how CL differs from the traditional approaches:

e its dependence on representative naturally occurring data
e its objective analysis and results

e its dependence on qualitative and quantitative analysis

e its dependence on the artificial intelligence products

2.4.3 Corpus Compiling
A well-compiled and annotated corpus is presumed to provide its users with much
more reliable information about the target language than a blind or raw corpus. In

as much as corpora depend on evidence or observation rather than intuition, there is
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concern with the notion “of q}iantiﬁcation (representativeness and statistics), which, as

will be shown, constitutes the core of corpus-based studies.

2.4.3.1 Representativeness‘

Recent proposals and results within the corpus framework have revealed that spe-
cial attention should be paid by corpus linguists to the notion of representativeness, the
types of texts comprising the database for a corpus. It is, therefore, necessary to have a
corpus that is not restricted to one register or domain. More precisely, the selected texts
should come from different fields of knowledge. McEnery & Wilson (1996:22) state that
a corpus should respect all aspects of the quality notion:

In building a corpus of a language variety, we are interested in a sample which is maxi-

mally representative of the variety under examination, that is, which provides us with as

accurate a picture as possible of the tendencies of that variety, including their proportions.

We would not, for example, want to use only the novels of Charles Dickens or Charlotte

Bronte as a basis for analyzing the written English language of the mid-nineteenth century.

‘We would not even want to base our sample purely on texts selected from the genre of the

novel. What we would be looking for are samples of a broad range of different authors

and genres which, when taken together, may be considered to ‘average out’ and provide a

reasonably accurate picture of the entire language population in which we are interested.

The representativeness criterion is not always constant for all corpora. Learner
corpora and corpora for specific purposes, for instance, are almost always much more
restricted in size as well as type of texts providing their database. For this corpus,
the representativeness criterion is reflected in the number and themes of texts providing
the database of this study. It should be borne in mind that the principal idea behind
representativeness lies in the notion of evidence, and since this corpus is concerned with
interlanguage lexicology of Arab Students of English, it is expected to provide evidence
relevant to this particular issue and not to the language as a whole. However, if the idea

behind compiling this corpus were to produce a dictionary, then the current size and type

of texts would be definitely insufficient.
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2.4.4 Corpus Annotation

Over the past few decades, there has been ongoing research and progress in corpus
annotation, the automatic or manual assignment of tags covering particular information
or features of the sampled language. Such tags, as a matter of fact, play a central role in
retrieving the data in question. Traditionally, most of the work on annotation has been
devoted to the categorization of linguistic information rather than identifying informa-
tion related to the source, author, genre, register etc. McEnery & Wilson (1996:36-57)

distinguishes between eight types of linguistic annotation.

2.4.4.1 Part of speech annotation

Part-of-speech (POS, hereafter) annotation, which aims at attaching to each lexical
unit or token in the corpus a code indicating its part of speech, is the most essential
foundation for corpus analysis. During the POS enriching phase, a corpus passes through
two subsequent stages, viz. tokenization and annotation. During the tokenization stage,
a tokenizer breaks the text into tokens and then categorizes each token. Lexical units are
then labelled or named (as a result of the POS tagging) according to their contextually-
defined word classes.

As far as this study is concerned, the C7 tagset developed by Lancaster University
is used. Further information about this tagset is illustrated in chapter 3. The tags

themselves are listed in Appendix I.

2.4.4.2 Lemmatization

Despite the different tags assigned to ‘sleep’, ‘slept’, ‘sleeps’ and ‘sleeping’ at the
morphosyntactic level, they are assigned the same tag at the lemmatization level. As

a tesult of this, all variant forms of a related lexical unit are treated as occurrences of
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the same unit. Unfortunately, most concordance programs developed so far treat words
according to their inflections rather than their lemmas, which can pose limitations on

paradigmatically-oriented analyses.

2.4.4.3 Syntactic annotation or parsing

This type of annotation comprises both syntactic recognition and syntactic anal-
ysis, assigning constituent structure analysis to the sentence. According to Kennedy
(1998:231), parsing involves both annotation and linguistic analysis simultaneously:

Parsing is a2 more demanding task involving not only annotation but also linguistic analysis,

according to some particular grammatical theory, to identify and label the function of each

word or group of words in a phrase or sentence. A word tagged as a noun can function as

the subject, object or complement of a verb, for example. A parsed corpus is necessary if

we wish to retrieve, say, relative clauses identified by labelled bracketing of the syntactic

function of these clauses in texts. Corpora which have been analyzed in this way are often

called treebanks because they are collections of labelled constituent structures or phrase

markers.

In other words, the parsing phase involves the procedure of combining morphosyn-
tactic categories into high-level syntactic relationships with one another (McEnery &

Wilson (1996:42). In addition to the syntactic labels (subject, NP, VP), words or tokens

(during this phase) get their semantic role annotations (e.g., agent, goal, beneficiary).

2.4.4.4 Semantic and pragmatic tagging

Besides the POS and grammatical annotations, a corpus could also undergo an
interpretive analysis to make connections between linguistic reality and extra-linguistic
reality. For Leech (1987:12), this level of annotation aims to provide both natural or

literary meaning (semantics) and non-natural meaning (pragmatics):




...concerned with the assignment of an interpretation or meaning to a text or a part of
a text. The distinction between semantics (dealing with uncontextualized meaning) and
pragmatics (dealing with contextualized meaning) is not universally accepted in linguis-
tics, but it is a useful division for the purposes of computer text comprehension. Semantic
analysis is the assignment of 2 meaning to a text (-sentence) independently of the local
knowledge-resources to which the computer system has access. Pragmatic analysis is the
integration of the meaning (as determined by semantic analysis) into those knowledge -
resources, including the identification of references, and the modification of beliefs.

2.4.4.5 Discoursal and text linguistic annotations

To keep abreast of all types of linguistic analysis, annotation is not restricted to
word or sentence level. Rather, it might involve the entire corpus or text in question.
During the discoursal and text linguistic tagging phase, a corpus is enriched with two
main kinds of annotations, viz. (i) Anaphoric annotations: the marking of pronoun ref-
erence and (ii) Discourse tags: the functions of elements in the discourse: ‘good evening’

1

greetings, ‘please’: politeness, etc.

2.4.4.6 Phonetic Transcription

This type of annotation is peculiar to spoken corpora, and it is usually carried out
by persons skilled in the perception and transcription of speech sounds. This means that

it cannot be done automatically as is the case for most other kinds of annotations.

2.4.4.7 Prosodic annotations

Like phonetic annotation, prosodic annotation, which is concerned with the sound
system above the segmental level, is relevant only for spoken corpora. The London-Lund

Corpus (LLC) was the first corpus to have prosodic annotation.




48
2.4.4.8 Problem-oriented tagging

Unlike all the previous types of annotations, problem-oriented tagging depends
solely upon the research’s goals and, thus, it is subject to variation from one study to
another. The idea behind this type of tagging, which can be applied to a tagged or even
raw corpus, is to retrieve the data in question easily using a specific type of codes. Also,
this type is restricted to the items in question and not to the entire corpus. As far as
this study is concerned, problem-oriented tagging is used for retrieving and establishing
frequency count of the lexical and collocational errors found in the corpus.

Despite the availability of several tagging software programs which have been de-
veloped over the past few decades, only POS and problem-oriented annotations are em-
ployed in this study. The idea behind employing POS tagging stems from the need to
provide reliable quantitative and qualitative information concerning the learners’ lexical
complexity, word-category and text-profiling lexicology (lexical vs. grammatical errors).
Furthermore, such tagging makes it possible to compare and contrast this corpus with
reference/authentic English corp.ora.

In sum, the aforementioned sections have outlined different aspects relevant to the
status of the lexicon over the past few decades as well as the advent and development
of corpus linguistics and corpora, which are considered the best methods ever employed
to serve the ambitions of lexicology and lexicography. Overall, a close look at the first
two sections (2.2) and (2.3) shows the dramatic shift that has taken place recently in the
worldwide concern with lexicology, which, as a result, has become the central issue of

language learning. Section (2.4), on the other hand, clarifies the crucial role of CL and

machine-readable corpora in lexicon research.




CHAPTER 3
. METHODOLOGY
3.1 Introduction

Along with the data analysis procedures, this chapter reports on the corpus compi-
lation method, corpus size, subjects and setting, sociolinguistic variables, native speakers’
judgments, data filtering procedures, platform, tools and quantitative analysis measures
used in this study. It should come as no surprise from the preceding sections that the
preference here for the corpus-based approach over other traditional approaches is due to
the objectives of this study, which can be best approached and achieved by emphasizing

observation and real-life language rather than intuition and hypothetical data.

3.2 Corpus Method

Attaining the first aforementioned aim, compiling the essay writing corpus of Arab
students of English as a foreign language, entails that this study follows the choice method
rather than the chance method. Proponents of the choice method, according to Engwall
(1994:49), adhere “to a careful definition of the specific subpopulation of natural language
that is object of their study.” This means that the relevant data is selected methodically
to represent the target topic of the study. Chance method, on the other hand, relies on the
compiler’s own criteria while reading books, newspapers, listening to conversations, etc.
In other words, the data of this kind of corpora are collected haphazardly and therefore
they lack the representativeness criteria. Engwall cites four criteria for creating a choice
corpus: (i) category (literary works, scholarly works, newspapers or conversation), (ii)

genre (imaginative prose, drama, scientific texts or dialogues), (iii) #me (diachronic or
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synchronic) and (iv) whole texts or sample ezcerpts (if a whole text is not selected, then
sampled selections must be justified and not be haphazardly selected).

On the basis of such criteria, this corpus is academic in terms of category, expository
prose in terms of genre, synchronic in terms of time, and sample in terms of text. The
subsequent sections will also report on three crucial requirements of corpus design (Biber
1993 and Haichour 1999, among others):

e the language and sublanguage (topics) of the corpus
e the corpus size or constituent fexts

e the range of the constituent texts genres

3.3 Corpus Size and Representativeness

Despite the lack of any universal principles pertinent to corpus size and represen-
tativeness, corpus linguists tend o agree that a corpus ought to be as vast and represen-
tative as possible. Obviously, there have been ongoing changes in the notion of size since
the days of the first-generation of corpora. The steady developments in information tech-
nology unquestionably have made what was tedious and time-consuming to compile three
decades ago quite accessible and easy today. As a result, the first-generation corpora of
one million words have become quite small in comparison with the current generation
such as the British National Corpus, which consists of a hundred million words.

The preceding sections have substantiated that the most obvious starting point
in linguistic enquiry within the realm of corpus work is dealing with delineating the
types, numbers and percentages of texts providing the database of a corpus. Biber et
al. (1998:246) state, “a corpus is not simply a collection of texts. Rather a corpus seeks
to represent a language or some part of a language.” Oftentimes representativeness is
linked to diversity, that is, to provide a balanced corpus that is not restricted to one

type or field. In other words, the data should come from different domains or fields of
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knowledge (Biber 1993). A related crucial issue in corpus composition is the weighting
among different corpus constituents.

Corpus size and representativeness, as the literature shows, are subject to two
criteria: (i) corpus objective(s) and (ii) availability of resources. Learner corpora and
corpora for specific purposes, for instance, are almost always smaller in size than general
corpora simply because they intend to serve and represent specific aspects of a given
language and not the language as a whole as the general corpora do. Lexicographic
corpora, whose aim is to provide a dictionary of a language, are expected to be much

larger than any other corpora developed for specific purposes.

3.4 Subjects of the Study

In the course of data collocation, 450 Jordanian undergraduate students enrolled
in their second to fourth year of English Language and Literature at five Jordanian
universities volunteered to participate in this study. The native tongue of all the subjects,
who, at the time, were considered to be at the intermediate to advanced level of English
proficiency, was Arabic. Each of the subjects participated in at least one of the tasks set
for this study, namely, the essay writing task (from which learner corpus was compiled),
the translation task, or the collocational task.

The subjects were told before their voluntary participation that no information
jeopardizing their anonymity directly or indirectly would be included in the corpus. Ad-
ditionally, they were told that their participation and answers would not affect their
grades and would never be used for course assessments.

Learner and task variables used in this corpus (as shown in Figure 3.1) are quite
similar to those used in The International Corpus of Learner English (Granger 2003).

As is apparent from Figure (3.1), the learners who contributed to the current learner

corpus have three characteristics in common and they differ in three other respects, as
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Task and Learner Variables

l

Corpus of Learner English

v v

Shared features Variable features
Learner variables  Task variables Leamer variables  Task variables

- Mother Tongue - Medium

- Age - Timing
- L2 Exposure
-Level - Topic
- Gender - Task Setting

Figure 3.1. Learner and task variables in the learner corpus.

well. All learners are native speakers of Arabic and have never lived in an English-
speaking country prior to their participation in this corpus collection. In addition, they
are all majoring in English Language and Literature.

As far as the variations are concerned, learners differ slightly in age. However, this
divergence is minimal since more than 98% of them are between 19-23 years old (See
Appendix H). Likewise, they differ in their level; the word level is used here to refer to
the learner’s year in the major (1st, 2nd, 3rd or 4th). Also, learners differ by gender
(males and females).

Though the entire corpus consists of only written essays, there are, however, some
divergences in timing (timed vs. untimed essays), conditions (exam conditions vs. home-

work assignments) and topics (wide variety of topics are used). Further details on these

variables are given below.
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Generally speaking, the motivation behind majoring in English for Jordanian stu-
dents is chiefly instrumental- -to get a good job. Students start learning English at the
age of 12 (fifth grade) at public schools with five English classes conducted weekly. How-
ever, a couple of years ago, a decision was made to start teaching English at the age
of six (first grade). This means that, prior to the university or college phase, students
would have studied English for at least eight years.

English is one of the core courses throughout school study, and it makes up 30%
of the total grade of the General Secondary Education Certificate (GSEC, hereafter).
No student can enter a university or community college program unless s/he has passed
the GSEC. This criterion insures that mastering a considerable level of English is a
prerequisite to a university or even a community college education. At the university
or community college level, students are also required to pass at least one course in
general English. Students majoring in English Language and Literature are expected to
complete approximately 100 credit hours in linguistics, translation and English language

and literature.

3.5 Setting of the Study

The data of the entire essay-writing corpus, along with the translation and collo-
cations corpora, were conducted in the departments of English Language and Literature
at five public and private Jordanian universities countrywide. These included Al-Hussein
Bin Talal University, Hashemite University, Mutah University, Al al-Bayt University and
Zarqa National University.

Al-Hussein Bin Talal Uni\;érsity is a newly-established public university located on
Ma’an city in the southern part of Jordan. Hashemite University is a public university

located in the outskirts of the city of Zarqa (about 15 miles to the north-east of the capital

Amman). Mutah University is the third largest Jordanian university. It is located in the
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Karak governorate in the middle of Jordan. Al al-Bayt University is a public university
located on the outskirts of the city of Mafraq to the northeast of the capital Amman.

Finally, Zarqa National University is a private university located on the desert highway

(about 10 miles to the northeast of the capital Amman).

3.6 Data Gathering Procedures

The corpus providing the database of this study consists of three components com-
prising about 130,000 tokens. Given the range of goals for the research, these components

or corpora were collected by various techniques to serve the overall aims of the research.

3.6.1 Learner Corpus

The goal of this component, which provides 70,307 tokens (54.08% of the entire
data), was to collect representative samples of the subjects’ writing and get reliable
statistical information concerning the learners’ lexical richness, lexical and collocational
errors, words frequency and the other most salient features of the learner corpus (e.g.,
word category, overproduction, underproduction). This part is made up of 269 timed and
160 untimed essays, tests and homework assignments; the untimed essays were written
as homework assignments without a strict time limit. Timed essays, on the other hand,
were written under exam conditions.

Prior to writing the untimed essays, the subjects were asked to write, at minimum,
a 500-word essay on any of the given topics or on any other topic they might come up
with. Having known that their participation would neither affect their grades nor be
used for course assessments, the subjects were discouraged from worrying about errors

or mistakes and thus, discouraged from accessing reference tools.such as grammar books

or dictionaries.
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The essays and tests comprising the database of this part are of different themes
(e.g., everyday activities, opinions, literature). To uphold the principle of representative-
ness as much as possible, the subjects of the study were given a guide list of topics to
help them choose the topics of their writing. The subjects were not restricted to these
topics, however. It should be mentioned here that some additional topics also came from
the instructors of writing and literature courses (See Appendix F for a complete list of
the topics used in the essay writing corpus). Diversity, in terms of writing framework
types, was given due attention, too. As we look at the list of the topics of the corpus,

we see samples of narrative, argumentive, literary, procedural and explanatory texts.

3.6.2 Lexical Translation Corpus

Reliable quantitative testing of lexical choice errors required the creation of an-
other corpus where 300 lexical items that represent different fields of knowledge were
deliberately selected. The purpose of this part was to get specific information about the
subjects’ knowledge of common lexemes in the L2. For purposes of ease and simplifica-
tion, this test was divided into fourteen forms (with 15 to 24 target lexical items in each
form). Each form was translated by fifteen students who, by then, were in their second to
fourth years in the English major. The entire test was administrated in class under exam
conditions. To avoid ambiguity, vagueness and imprecision, each of the target lexical
items was contextually given in full and meaningful sentences (See appendix B).

To avoid testing the same subject twice, the test was administrated in several
classes that would meet simultaneously. However, since there were sometimes an insuffi-
cient number of classes that would be meeting at the same time, another procedure was
employed whereby several classes were selected at different times when one of the target
courses is a prerequisite to the other. So, to the maximum extent, no student attended

both classes together. In this component and the subsequent one, learners’ errors were
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first tagged with different labels (carrying the initials of errors categories) and then a

quantitative analysis was performed.

3.6.3 Collocational Corpus

This component consists of two parts which aim at measuring the subjects’ knowl-
edge of and ability to use English lexical collocations. To this end, guided and unguided
tasks were developed and employed in this study. The word guided is used here to dis-
tinguish the carefully designated tests, whereby the subjects have limited options, from
the free writing used in the learner corpus. Variation in terms of the selected nodes,
subjects and techniques was given due attention over the entire study. Except for the
free writing collocations, each collocational item in the guided task was attempted by

fifteen students.

3.6.3.1 Guided Collocational Task

Three main procedures, namely, translation, multiple choice, and semi-cloze and
cloze tasks were employed to achieve the goals of this section. In order to avoid any post-
test effects, special attention was paid to the sequential organization of these tasks, which
share the same collocational items. To this end, two groups of students participated in
carrying out this section. The first group was first asked to translate into English the
given sentences and then to do the multiple choice task. The members of the second

group, on the other hand, were only asked to do the cloze and semi-cloze tasks. These

tasks were strictly conducted in the following sequence.
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(i) Translation Task

Again, this section consists of two parts. The first part, on the one hand, consists
of ten different widely used Arabic collocations, where the noun is the node and the
adjective is its collocate. While the ten different lexical nodes collocate with ten different
adjectives in Arabic, they, in order to convey the equivalent lexical meaning, collocate
with one adjective in English. In other words, the ten different Arabic adjectives should
be translated into one word in English- -the adjective heavy. Seven of these collocations
were previously checked against authentic Arabic and English dictionaries (Heliel 1989).
The other three were also checked here against the Ozford Collocations Dictionary for
Students of English, along with Al-Mawrd Dictionary (a bilingual English-Arabic and
Arabic-English Dictionary) (See Appendix C (part A) for a complete list of these collo-
cations). The second part, on the other hand, consists of ten sentences with ten different

collocate-node pairs in the source and the target languages (See appendix C (part B)).

(ii) Multiple-Choice Task .

This section consists of Jthe same sentences given in the lexical translation task.
After the researcher had translated them into English, the subjects were asked to deter-
mine the missing collocate by choosing one of the four alternatives provided after each

sentence (See appendix D parts A & B). A double check of the translation of both Arabic

and English was made by two native speakers of both languages.
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(iii) Cloze and Semi-Cloze Task

This two-part task consists of 10 sentences (the same sentences used in part (B) of
Appendix C). As seen in the second part of Appendix F, the target collocations in this
section are of different nodes. In the first five sentences, the subjects were asked to identify

the missing collocate, knowledge of which, however, requires a minimum exposure to the
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target language on the part of the examinees. The semi-cloze test, on the other hand,
consists of 5 sentences. Each of these sentences has a missing collocate (see Appendix
F part B). To narrow down the possible answers, the first letter of the missing collocate
was given. So, in addition to the context, the examinees were provided a helping clue to

identifying the intended collocate.

3.6.3.2 Unguided Collocational Task

This section examines the learners’ use of collocations in their free writing. In
so doing, 100 node-collocate pairs were investigated in the learner corpus. Table (2.1)

presents the part of speech combination and their frequencies.

Table 3.1. Word categories of the nodes and collocates investigated in the learner corpus

Node | Collocate | Frequency
adjective noun 35
noun adjective 35
noun verb 15
adverb verb 15

The extracted collocates were tabulated into two columns. While the first one

includes the correct collocational uses, the second one includes the incorrect ones.

3.7 Lexical Knowledge vs. Collocational Knowledge

Learners’ collocational knowledge ought not be separated from their lexical knowl-
edge. Support for this assertion comes from numerous instances of collocational blending,
where a learner, due to the lack of the appropriate lexical item rather than the ignorance
of the collocability between the items in question, successfully uses either the node or

the collocate but not the two together. In order to map out the percentage of colloca-
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tional errors relative to the lexical errors, a statistical comparison between the results of
the lexical translation component and the guided collocational task was conducted. The
total number of expected lexical and collocational items is illustrated in Table (3.1). It is
important to mention that lexical errors refer to content word errors rather than function

word errors.

Table 3.2. Percentage of collocations relative to lexical items

No. Type Total number of items
1. Lexical words 4500
2. Collocations 750
3. | Percentage of collocations
relative to lexical errors 16.67%

3.8 Data-Filtering and Constraints

All writing samples and tests employed in this study have met the requirements of
data selection. So, to the maximum extent, no part of this corpus has violated any of

the following constraints:

1. Only students majoring in English Language and Literature at Jordanian universi-
ties whose native tongue is Arabic and who have never lived in an English-speaking
country were eligible to participate in this study.

2. Writing samples that were illegible or irrelevant to the assigned task were immedi-

ately eliminated. Additionally, untimed essays (those assigned as homework) that

sounded inauthentic (not written by the learner) were excluded, too.

-~
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Prior to running the learner corpus on Wordlist software, all spelling errors were
corrected. The reason behind doing this was to avoid obtaining incorrect results in terms
of lexical diversity (type-token ratio) if such errors were left uncorrected. Again, this

kind of errors, if left uncorrected, would also affect lexical density.

3.9 Sociolinguistic Variables

The subjects’ gender and level of education (See the demographic questionnaire
(Appendix g)) were the only two sociolinguistic variables considered during the course
of compiling the three corpora. Though gender plays no relevant role in this particular

study, such a variable might be important for any future studies utilizing this corpus.

3.10 Native Speakers’ Judgement

Though corpus linguistics relies heavily on the notion of evidence rather than native
speaker’s intuitions, this corpus takes advantage of both; the native speakers’ job in this
study was exclusively devoted to examining the lexical and collocational errors after
being sorted out and categorized by the researcher. It should be obvious here that there
are often differences between the native speaker’s intuition and the corpus’ usage. For
example, whereas the native intuition prefers if I were instead of If I was, several engines

(e.g., Google) show that if I was sometimes outnumbers if I were in several domains.

3.11 Quantitative Analysis

It is hopefully apparent from the previous discussion that the ultimate goal behind
the compilation and annotation of corpora is to provide accurate and reliable descriptions
of how languages are structured and used. In so doing, one can conclude that corpus-

based analysis depends primarily on the quantitative techniques of analysis or what is




61
often referred to as probabilistic analytical methods. In spite of the sharp criticism that
such methods have encountered (e.g., Chomsky 1962), corpus-based statistical methods
remain the most convenient ways to describe and understand language structure and use
(Hladka 2000:3).

The most widespread corpus-based methods are the statistical (or probabilistic)
methods. The statistical methods offer a good theoretical background, an automatic
estimation of probabilities from data and a direct way to disambiguate the particular in-
formation. It is also worth adding that the growing interest in quantitative studies goes
beyond the identification of the most frequent or rarest entities to provide researchers
with reliable information (e.g., on the interactivity between lexemes and genres) and to
entreat that bad or unscientific guessing never sets foot in analysis. For Feynman et al.
(1963:6-1) the growing tendency of using statistics is mainly employed to avoid guessing
and to provide justification for claims:

By chance, we mean something like a guess. Why do we make guesses? We make guesses

when we wish to make a judgment but have incomplete information or uncertain knowledge.

We want to make a guess as to what things are, or what things are likely to happen. Often

we wish to make a guess because we have to make a decision. For example: Shall I take my

raincoat with me tomorrow? For what earth movement should I design a new building?

Shall I build myself a fallout shelter? Shall I change my stand in international negotiations?

Shall I go to class today?

Sometimes we make guesses because we wish, with our limited knowledge, to say as much

as we can about some situation. Really, any generalization is in the nature of a guess.

Any physical theory is a kind of guess work. There are good guesses and there are bad

guesses. The theory of probability is a system for making better guesses. The language

of probability allows us to speak quantitatively about some situation which may be highly

variable, but which does not have some consistent average behavior.

In this study, statistics plays a central role in all kinds of lexical analysis (lexical
diversity, lexical density, lexical errors, etc.). The findings of this study are compared

and contrasted with reference corpora to provide crucial information pertinent to word

frequency, overuse of words, richness and poverty of lexicon, etc. The t-Test and the
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automatic statistical analysis carried out by WordSmith were employed in analyzing this

coIpus.

3.12 Data Processing and Analysis Procedures

The past four decades have witnessed giant strides in the development of tools used
in compiling, retrieving and parsing corpora. One of the strengths of modern corpora is
the quantity of being machine-readable, which makes corpora more accessible to all users.
Doubtless, the long days that one might spend in compiling and computerizing a corpus
are relatively minor in comparison to the tedious analytical procedures that followed.
Of critical importance at this stage is to bear in mind that data analysis procedures in
corpus linguistics do not usually start as soon as corpus compiling and computerization
is done. Oftentimes, there is a transitional enriching phase, during which the raw corpus
is tagged and/or parsed. What determines this intermediate phase is solely the research
objectives. Fortunately, this a phase, which was the most exhaustive phase several years
ago, has become the easiest onéﬂdue to '\the recent dl:evelopment in artificial intelligence
products.

Data analysis in this study was dividZd into two phases. The first phase precedes

annotation while the other one comes affer annotation.

1. Pre-Tagging Phase

The inability of raw corpora to provide some additional information that tagged
corpora can provide should not call into question their validity; raw corpora still provide
learners and researchers with insights that would otherwise be impossible or at least dif-
ficult to obtain. Information pertinent to word frequency, word diversity, lexical fluency

and lexical and collocational errors, which require no additional tags, are better provided
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by raw corpora.

(i) Word Frequency )

It has been long noted that thé principal format used historically in displaying )
linguistic elements in a corpus is by means of listing and counting (Kennedy 1998:244).
Software technology makes it possible to display corpus contents in three different forms,
namely, alphabetical order, frequency order or appearance order. For convenience, all the
data of this corpus were displayed in frequency order. However, for partial comparative
goals, alphabetical order was also employed. For the purpose of this study, Wordlist,
one of WordSmith’s tools, and the Frequency Indezer, developed by Catherine Ball at

Georgetown University, were used.

(ii) Lexical Diversity

The availability of software programs concerned with quantitative analysis, as noted
earlier, has explicitly affected the direction ;>f much new linguistic research. Fortunately,
lexicology has been a major beneficiary in this regard. This explains the frequent use of
a variety of lexical measures (e.g., lexical diversity, lexical density, lexical sophistication)
in much of the recent research conducted on lexicology worldwide (e.g.,Granger 1998).

As far as this study is concerned, lexical complexity, an umbrella term for both
lexical diversity and lexical density, was used as a quantitative measure of learners’
lexical richness in comparison with the NSs. Lexical diversity, a measure of the spread
or richness of the vocabulary in a text, requires no annotations and thus is carried out

prior to POS tagging. This measurement is calculated according to the following formula:

the number of types (dif ferent words) X 100
the number of all tokens (instances of each word)




-

(iii) Lexical Fluency/Proficiency

Composition length has been used relatively recently in numerous studies as a
reliable measure of learners’ proficiency or fluency (Larsen-Freeman and Strom, 1977,
Larsen-Freeman 1978, Linunard 1986, Reid 1990, Engber 1992, Wright 2000, among
others). Following Engber (1992), the length of each essay was measured in orthographic
words, a string of alphanumeric characters bounded by spaces.

Though most of the subjects of this study have minimal differences in terms of
their exposure to L2, diversity, in terms of their fluency in the L2 writing, is expected
for different reasons, not the least of which are the learner’s aptitude and motivation
towards the L2. Some researchers have pointed out that some learners face a serious

lexical problem in retrieving the lexicon they already know.

(iv) Lexical and Collocational Errors
Extraction of lexical and collocational errors via the WordSmith” concordancer pre-
ceded the tagging process. However, in numerous cases it is better to access a tagged

corpus for extracting collocations, especially the grammatical ones.

2. Post-Tagging Phase

The information obtained from tagged corpora depends on the type of tags that
a corpus has already received during the enriching phase. It is hopefully apparent from
Chapter Two that there are various kinds of tags that we can supply a corpus with during
the enriching phase (e.g., POS tags, semantic tags, phonetic tags). As far as this corpus

is concerned, only POS and problem-oriented annotations have been used.
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(i) Lexical Density

Unlike the proficiency measure, lexical density seems to be much more consistent
and well-established in the literature (particularly in measuring the differences between

spoken and written discourses). Lexical density is calculated according to the following

the total number of content words X 100

formula: the total number of all tokens in the given corpus

(ii) Word category
A great deal of recent research on corpus linguistics has centered on characterizing
texts according to word categories. Thus, it has become possible to investigate various
aspects of language (grammatical, discoursal, lexical, etc.). It is crucial to know that
many of the aspects concerned with word categories remained unaccounted for, at least
in large corpora, in all of the methods that dominated the linguistics scene during the last
century. In addition to all the major word categories, this study devotes special attention
to coordinating conjunctions, subordinating conjunctions, pronouns and articles.
To sum up, the analytical procedures of this study were carried out in the following
sequence:
1. Compiling and computerizing the essay-writing corpus, lexical translation corpus,
and collocational corpus according to the aforementioned criteria.
2. Establishing an automatic frequency count of the reference as well as the learner
corpora.
3. Extracting and tabulating lexical form errors.
4. Correcting all lexical form errors.
5. Establishing (another) automatic frequency count of the reference as well as the
learner corpora.
6. Comparing and contrasting the frequency count findings in the learner corpus with

those of the reference corpus.
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11.
12.

13.
14.

66

Examining, via WordSmith tools, lexical diversity in the learner as well as the

reference corpora at both corpus level and individual level.

. Examining the lexical size in the learner and reference corpora. In so doing, it

was possible to examine the mean values as well as the standard deviation in both
corpora.

Extracting the lexical and collocational errors.

Obtaining the native speakers’ judgments concerning lexical and collocational er-
TOrS. ‘ )

Providing taxonomies for lexical and collocational errors.

Providing part of speech annotation for the essay-writing corpus as well as the
reference corpus.

Examining lexical density in learner and reference corpora.

Providing qualitative as well as quantitative analyses for lexical and collocational

errors presented in both lexical translation and collocational corpora.

3.13 Data Computerization

3.13.1 Data Entry

Once the data are selected and collected, the second phase, the conversion of the

non-electronic data into an electronic form, begins. Typically conversion is accomplished

by one of three methods (Sinclair 1991:14):

(i) Adaptation of material already in electronic forms;

(ii) Conversion by optical scanning (machine reading);

(iii) Conversion by keyboarding.
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Since all the texts of this study are in handwritten form and due to the large body
of errors expected to occur as a result of scanning, keyboarding was the only method

used for inputting the texts of the corpus.

3.13.2 Platform and Tools

Since WordSmith, an integrated suite of software programs, does not run on the
Apple Macintosh, Windows was used as the platform for this study. Inasmuchas the
tools of the WordSmith software perform varied functions (e.g., concordancing, wordlist-
ing, splitting, text converting, controlling) no additional software programs were needed
to accomplish the purposes of this study. However, for comparison purposes, other soft-
ware programs (e.g., Georgetown University Frequency Indezer and Simple Concordance
Program) were used.

A concordance, according to Sinclair (1991:32-35) “is a collection of occurrences of
a word-form, each in its textual environment.” In a previous work, Sinclair (1986) states
that the use of concordancing programs helps to provide “explanations that fit the evi-
dence, rather than adjusting the evidence to fit a preset explanation” (p. 202). Although
it is closely connected with computer-based studies, the actual use of concordancing in
linguistic research dates back to the 13th century (Tribble and Jones 1990:7). However,
the use of concordancing in its current sense is relatively new. The heavy reliance on
concodancing in corpus-based studies perhaps makes it the most important of all the
software tools used in the corpus analysis. One of the most well-known formats for con-
cordancing in the literature is what has been termed the KWIC (Key Word in Context)
in which the key word appears at the center of the page with a designated number of
characters to the right. WordSmith’s concordancer makes a concordance using DOS,
Text only, ASCII or ANSI text files. This concordancer has the ability to:

e make concordances of a search-word
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find collocates of the search-word

display a map plotting where the search-word occurs in each text file

identify common phrases (clusters) in the concordance e.g., “give it up”

show the most frequent words to left and right of the search-word
Wordlist, which is one of the three main tools in the WordSmith software package,

generates word lists on one or more ASCII or ANSI text files. This tool has the ability

to:

generate word lists based on one or more text files.

generate individual word lists or batches of them to save time.

display word lists in alphabetical and frequency order.

carry out lexical comparison of two texts.
e provide output for use by KeyWords.

As for the POS tagging, this study has utilized the current standard C7 Tagset (in
CLAWS). C7 tagset consists of 137 tags (See Appendix I for a complete list of the part
of speech tags used in this Tagset). As we end this chapter, it is best to mention that
some variations are usually noticed by running the same data on the same software if
such data are saved as different file formats (Word document, Text.file, etc.) This is the
reason for saving the entire data as plain text files.

To sum up, this chapter has delineated the methodological procedures employed in
the study. As can be seen, a deliberate attempt has been made to minimize fragmentation
and maximize clarity and focus. As such, a strict adherence to the data gathering and
analysis procedures stated in this chapter is expected to achieve the goals behind the

research in an insightful manner.
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CHAPTER 4

LEXICAL COMPLEXITY AND TEXT-PROFILING
RESULTS AND DISCUSSION

4.1 Introduction

This chapter is designed to present and explain in a step-by-step way the outcomes
of the first three research questions concerning learners’ lexical complexity and text-
profiling. For the sake of organization, the chapter is made up of three sections, which
appear in exactly the same order as the research questions posited earlier. The results

of each question are addressed with reference to the findings of previous literature.

4.2 Results Related to Research Question (1)

Research Question (1): To what extent does the learner corpus deviate from the
reference corpus in terms of lexical complexity?

Due to the extremely frequent occurrence of the lexical errors in learners’ inter-
language and the apparent negative effect they have on communication between senders
(speakers or writers) and receivers (listers or readers) (cf. chapter 2), lexical errors are
considered the worst among all types of learners’ errors. Thus, the availability and ac-
cessibility of a considerable body of lexicon, as the literature shows, is vital for learners’
productivity and communication. All measures of fluency, accuracy and complexity,
according to Wolfe-Quintero et al. (1998:106), relate primarily to the lexicon. This in-
dicates the centrality of the lexicon and of lexical complexity, in particular, in language

learning and proficiency.
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Following Li (2000), lezical complezity is used in this study as an umbrella term
for both lezical diversity and lezical density. For this reason, the results of this part are
presented in two subsections 4.2.1 and 4.2.2. While lezical sophistication, the ratio of
sophisticated word types to the total number of word types, is often included under the
umbrella of lexical complexity, this study, for convenience, is limited to exploring the first

two measures and will not consider lexical sophistication.

4.2.1 Lexical Diversity

A critical factor adversely affecting lexical diversity is corpus size/length. So, in
order to avoid its converse role when the analysis is carried out on individual essays,
which vary in their length, this measure was carried out on a full corpus basis (equal
basis). Figures (4.1) and (4.2) present the findings of lexical diversity in both the learner

and reference corpus respectively.
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Figure 4.1. Type-token ratio in the learner corpus.
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Figure 4.2. Type-token ratio in the reference corpus.

As shown in Figures (4.1) and (4.2), this study found, in regard to lexical diversity in
the learner corpus in comparison to the reference corpus (7.46 vs. 10.41), that differences
are highly suggestive. The substantial disparity in the nu;nber of the types (unique words)
shown above properly indicates that the lexical diversity in the reference corpus exceeded
considerably the learner counterpart (7,322 vs. 5,248). While it was not unexpected
for the type-token ratio in the ref;rence corpus to outnumber the learner counterpart,
the marked percentage of diversity (28.3%), which favored the reference corpus, goes
far beyond expectations. By takir:g into account the five times higher diversity of the
learner corpus over the reference corpus in regard to the number of the subjects (See
Appendix F), and three times higher in regard to topics and themes, the findings become
potentially striking. However, a look at all of these results, together with the findings of

previous research, reveals the learners’ limited word stock and their excessive reliance on

repetitive lexemes and patterns to convey messages in the target language.
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Are we to ascribe the disparity in type-token ratio only to the learners’ develop-
mental stages for such a wide disparity in type-token ratio? Such a conclusion would be
unwarranted if we proceed and consider three crucial aspects: (1) the oversimplification
of L2 input, (2) the high tolerance of learners’ lexical errors (particularly those resulting

from near-synonyms, word match, and incorrect collocations), and (3) the rhetoric of
learners’ L1, where repetition or t};e beating around the bush strategy, see below, is a
prevalent rhetorical device. While the first two points deal with the prevailing L2 teach-
ing strategies, the third one, on th; other hand, reflects the unconscious transfer of the
linguistic and cultural rhetorical pa'tterns and strategies to L2.

Oversimplification of L2 le;dC(;n, which is harshly criticized by Fox (1979:68), often
leads learners to rely on a limited number of lexical items that could be incorrectly
used to stand for other presumably difficult lexical items of which they share a common
meaning. However, oversimplification is not limited to lexicon. Rather, it is extended
to other aspects of L2 (e.g., syntax). Building on previous research (e.g., Blau 1982:525,
Yano et al. 1994), Oh (2001) argues that input simplification has several problems.
First, the use of limited vocabulary and short and simple sentences is likely to result
in “choppy, unnatural” discourse that may deviate significantly from authentic texts.
Secondly, the elimination of unfamiliar linguistic items shields learners from exposure to
items that they should learn. Consequently, learners who experience an oversimplified
lexicon would graduate with 2 minimal word stock and an apparent inability to deal
with authentic texts or discourses. The high tolerance of L2 lexical errors is of no less
destructive effect than oversimplification. Given these aspects in addition to the universal
learners’ repetitive dominant tendency, the gap between the two corpora in terms of type-
token ratio may be more understandable.

Although the sizable gap between the two corpora in terms of lexical diversity is

evident, in favor of the reference corpus, this ratio might be misleading if such analysis
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were carried out on different sized corpora. To be more precise, lexical diversity is strongly
influenced by size; the more tokens a corpus has, the less diversity it possesses. For this
reason, no analysis would be more accurate than one carried out on the equality basis. By
displaying type-token ratio carried out on individual essays, which vary in their length,
Table (4.1) provides powerful evidence for the sensitivity of lexical diversity to size. The
means of type-token ratio shown below have been computed with the Wordlist.

.

Table 4.1. Means values of lexical diversity (carried out on individual bases) in learner
and reference corpora

L.C. R.C. Difererence®.
Mean 56.43 42.70 13.73%*
SD 7.0098 7.886

a**The difference between the two corpora is significant at the @ = 0.05 level (t = 14.3907,p <
.0001) using two-sided parametric t-test assuming equal variance

However paradoxical it might appear at first glance, the learners’ lexical diversity.
ratio is significantly outnumbers that of the native speakers. Yet, this would be an
ungrounded conclusion and should be immediately questioned since it ignores the size
of the essays, which plays a significant role here. Knowing that the mean of learners’
fluency/essay length (illustrated below) is 163.89 tokens and the mean of the native
speakers’ fluency is 889.99 tokens, then, it becomes obvious that lexical deversity and
size almost always stand in an inverse relation and this is why we see the reverse ratios
shown in Table (4.1). (As a precaution against overgeneralizing, it should be noted that
evidence from the literature indicates that there are some cases where lexical size and
lexical diversity correlate. This occurs when much of the text in question includes a list

of items, such as names of persons, machines, items on restaurant menus, etc.).
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But in order to determine if this argument carries any weight, it needs to be ex-
amined more closely. In order to do so, one essay from the reference corpus was run on
the Wordlist a second time. The first time the entire essay (1,362 tokens) was run, while
only 500 tokens (36.68% of the entire size of the essay) were run in the second time. The

results are shown in Figures (4.3) and (4.4).

Figure 4.3. Type-token ratio in a 1,362-token essay.
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Figure 4.4. Type-token ratio in a 500 token essay.

Figures (4.3) and (4.4) furnisii unambiguous support for the initial conclusion con-
cerning the role of size on type—tokef} ratio. The ratio of type-token in the 500 token essay
is A7% while it decreases markedly fo 35.10% in the 1,362 token essay. Such findings cast
doubt on the conclusion of some I;;'evious studies (e.g., Miller: 1981), which argued for
the independence of type-token ratio and sample size.

A question that arises here is whether the findings of this study agree with the
findings of the previous research. The answer to this question would, to some extent, be
affirmative. Menunier (1998:32) argues that “A 1,000-word corpus may have a type/token
ratio of about 40 percent, whereas a 100,000-word corpus of essays may have a type/token
ratio of about 10 percent”. Empirical support for these findings, at least those related
to the reference corpus, comes from Barnbrook (1996). After running the entire text
of the novel Frankenstein, which is made up of 75,214 tokens, on a frequency indexer,
Barnbrook found that the type-token ;atio in the text is 10.8 (compared with 10.41 in
the current reference corpus) and the unique words are 6,936 (compared with 7,322 in

findings of the Frankenstein corpus

o

the current reference corpus). IJBy comparing the
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analysis with the findings of the current reference corpus, which is almost 5,000 tokens
smaller, it is clear that the reference corpus outscores Frankenstein corpus in terms of
lexical diversity. However, this percentage of divergence, which lies within the expected
range, is attributed to the repetitive use of names and patterns in the literary texts, in
general, and also to the diversity in themes or topics in the reference corpus.

In the context of the interactivity between size and type-token ratio, it is relevant
to mention that there are 669,505 differen:g word forms in the British National Corpus,
(100,000,000 word corpus). This indicates. that the type-token ratio in this huge corpus
is 0.67% (less than 1%) (Hoffmann and Lehmann 1998:17).

Research on learners’ lexical giiversity, which is still in its infancy, shows no sig-
nificant relationship between learners’ level and word variation (Cumming and Mellow
1996). What makes most of the findings of previous studies rather difficult to compare
with the findings of this one is a difference in size. It is appropriate, at this juncture,
to question whether this measure, lexical diversity, has any value. According to Wolfe-

Quintero et al. (1998:106), there are two problems with this measure.

1. Tt does not discriminate between a writer who uses a few types in a short compo-
sition and a writer who uses more types in a longer text.
2. It does not respond appropriately to length of the sample; the scores gets lower as

a text gets longer since the types repeat more often.

The conclusion drawn from the above discussion merely confirms that size plays
a negative role in the diversity literature and thus, the preference for carrying out this
measure on the entire corpus rather than on individual essays was justified and necessary
to avoid the aforementioned pii.:fa.lls. Also, the mentioned above results show a large gap

between NNSs and NSs in terms of lexical diversity.
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4.2.2 Lexical Density

Results pertaining to lexical density, v?rhich is calculated by dividing the total num-
ber of content words X 100 by the total number of all tokens in the given corpus, in the
learner as well as the reference corpora are reported in Table (4.2). Unlike lexical diver-
sity, which is extremely sensitive to the size or length notion, lexical density is completely
independent of size (McCarthy 1990). This entails that an individual-by-individual anal-

ysis was needed to get reliable results.

Table 4.2. Mean of lexical density and standard deviation in learner and reference corpora

L.C. R.C. Differerence ©
Mean 44.75 47.51 . 2.T6**
SD 4.85 5.00 .

a*¥The difference between the two corpora is significant at the o = 0.05 level (¢ = —4.6311,p <
.0001) using two-sided parametric t-test assuming equal variance.

Owing to its insignificance as a discriminating measurement between the interlan-
guage of the NNSs a.ngi the language of the NSs, and also between different stages of
learners’ development in much of the previous literature, the debate over the reliability
of lexical density has not yet been settled. However, this measurement has been typically
and successfully used as a discriminating factor between spoken and written texts.

Lexical density percentage, according to Ure (1971), generally tends to be over
40% in written texts and less than 40% in the spoken ones. By contrasting written and
spoken versions of one and the same text, Eggins (1994:61) furnished reliable support for
Ure’s argument. Lexical density, according to the findings of her study, was 9% higher in

favor of the written text (33% vs. 42%). Knowing that the percentages of lexical density
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in the learner corpus and the reference corpus were 44.34% and 46.93% respectively, it
becomes manifest that both corpora support Ure’s findings in this respect.

In his article A Window on Lezical Density, Beber-Sardinha (1996) raises several
interesting and valuable points concerning lexical density in speech and writing including
the influence of nominalization and redundancy. By examining lexical density in intervals
(not the whole text), Beber-Sardinha found that dialogues “had very high portions,
contrary to what the ratios for the whole text would suggest” (p. 1).

When it comes to comparing and contrasting the reference corpus and the learner
corpus in regard to the literature, the reliability of this measure becomes weaker simply
because of the nearly identical results found in literature. Yet, this is not to deny the
existence and validity of such a measure in lexical studies. As far as the findings of
this study are concerned, learners have a lgwer percentage of lexical density than native
speakers, as illustrated in Table (4.2). The percentage of 'diversity between means (though
statistically insignificant) is not unprecedented in literature. Linnarud (1986) found that
native language speakers had higher lexical density (44%) than second language learners
(42%). In most of other studies (e.g., Hyltensstam 1988), the percentage of difference
was almost insignificant.

The question that one might ask is whether the lexical density percentage in the
reference corpus consistently outnumbers the lexical density percentage in the learner
corpus in four major word classes. To this end, annotated versions of both corpora were

run on WordSmith’s concordancer.




20000 — =
18000 17— = -
16000 +—— — i '
14000 {—{ - | e = :
12000 |+ — Lt - =
8000 F{ . R AR N —
6000 |—| :
4000 "— A Ui
2000 }—

01— ‘

Nouns Verbs
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Figures (4.5, 4.6 and 4.7) reveal that lexical density in the reference corpus outpaces

its learner counterpart in the number of nouns, adjectives and adverbs while it is less in
the number of verbs. Do such percéntages seem reasonable? It is obvious that the high
percentage of nouns is quite normal for three reasons. First, a high percentage of nouns
vis-a-vis other parts of speech has been attested in the literature (Biber 1998, Biber et al.
1999, Connor 1990, Halliday 1989, Grant and Ginther 2002, among others). Despite the
wide gap between the number of content words, Biber et}al. (1999) found that in overall
frequency nouns are the most frequent category among all the word classes though nouns
are the least frequent in conversation (Guo 2003:1). Secondly, by examining excerpts
from Bertrand Russell’s wrtings to check the use of nominalization in modern English,
Halliday (1989) concludes that modern English is really “highly nominalised” and that
“lexical meaning is largely carried out in the nouns”(p.72). Thirdly, in the context of
academic writing, it is relevant to mention that the more proficient writers use more
nominalizations than do the less proficient writers (Grant and Ginther 2002:135). Thus,
the learners’ underuse of nouns in comparison with the NSs might be attributed to their
low level of proficiency in L2. It is relevant to mention that the percentage of nouns (in
the total number of all word categories) in the reference and learner corpora (24.53%)
and (23.01%) respectively supports most of the previous research findings. For example,
the percentages of noun categories in Brown and LOB corpora (1,000,000 tokens in each)
are 26.80% and 25.2% respectively.

The learners’ overuse of content verbs in comparison with the NSs is also attested
in the previous literature. In a comparison between a sampled LOB corpus (S-LOB) and
the corpus of the Chinese EFL learners’ written production (ILC), Dafu (1994) found that
“native speakers use more nouns, adjectives, wh-determiners, articles and prepositions
while the Chinese EFL learners prefer verbs, adverbs, pronouns, general determiners and

conjunctions...”
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Recent research on learners’ use of word classes has also attested learners’ underuse
of nouns and overuse of verbs. In a contrastive article, Between Verbs And Nouns And
Between the Base Form and the Other Forms of Verbs- -A Contrastive Study into COLEC
and LOCNESS, Guo (2003), examines the use of 25 verbs and their noun equivalents in
COLEC (a corpus of learner English mainly composed of Chinese university students’
essays in national exams) and LOCNESS (native) corpora. Findings show that learners
mainly use verbs whereas native speakers prefer nouns. By examining the frequency of
the same 25 verbs and their noun equivalents used in Guo (2003), this study, as shown
in Table (4.3), furnishes clear-cut support for learners’ preference of using verbs where

NSs use nouns.
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Table 4.3. The frequency of 25 verbs and their equivalent nouns in learner and reference
corpora

Word (verbs) L.C. | (nouns) L.C. | (verbs) R.C. | (nouns) R.C.
accept 16 0 26 7
apply 1 0 7 1
argue 0 0 25 77
assume 0 0 4 0
believe 33 5 54 15
choose 37 13 7 23
commit 3 # 1 10 3
communicate 10 29 0 1
compare 0 0 5 4
complete 22 0 16 4
create 5 1 - 9 19
enter 7 “ 0 -~ 10 0
examine 4 2 4 0
express 17 4 4 0
include 9 0 8 0
indicate 1 0 2 0
introduce 0 3 2 6 -
involve 0 0 4 4
manage 0 0 1 2
ocecur 7 1 12 0
produce 10 3 7 1
realise 0 0 5 7
realize 6 1 12 0
refuse 3 0 3 5
survive 1 0 11 8
Total 192 63 248 187
Percentage 75.29 24.71 57.01 42.99

The ratio of nouns to verbs in the reference corpus (42.99% vs. 57.01%) seems to be
normal, and it is much closer than the ratio between nouns and verbs in the learner corpus
(24.71% vs. 75.29%). This clearly indicates that the percentage of difference between the
two corpora in terms of the use of nouns (18.28%), which favored the reference corpus,

indicates that learners prefer to use verbs where NSs’ use nouns.
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‘While there was an overall similar use of content and modal verbs between French
learners and American native speakers, Ringbom (1998:43-44) found that the most fre-

quent main verbs surface more frequently in the learner corpora than in the NSs corpus

as shown in Table (4.4).

Table 4.4. High-frequency main verbs forms-occurrences per 10, 000 words

Adapted from Ringbom (1998:43)

Word | NS | FRE | SPA | FIN | FINSW | SWE | DUTCH | GER
think 6 21 21 22 30 30 16 22
get 6 7 18 18 16 16 14 19
make | 14 | 12 16 15 17 17 12 10
become | 8 14 7 13 9 9 13 5
want 6 11 11 9 14 12 11 14
take 9 10 6 9 11 12 8 11
find 5 9 7 7 11 11 6 10
know 4 7 9 9 11 11 9 10
use 13 4 13 9 9 11 6 6
go 5 8 7 8 10 8 12 12
live 3 11 12 6 8 11 6. 10
Total | 79 | 114 | 127 | 125 146 148 113 129

From these figures, it becomes apparent that the high-frequency verbs are almost
always higher for learners than for NSs. Though there is significant diversity in terms of
verbs frequency, the average occurrence of each verb in the learner corpora is still higher
than that of the NSs’. The wide gap between the NSs and the NNSs in terms of the
uses of the content words suggests that NSs’ language and NNSs’ interlanguage are fairly
heterogenous. It is worth considering whether the findings of Ringbom (1998) concerning
the learners’ overuse of the main verbs, in particular, are applicable in the case of our

corpora.
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Table 4.5. High-frequency main verbs forms-occurrences per 70,307 words in learner and
reference corpora

Word | L.C. | R.C.
think | 138 | 13
get 71 48
make | 186 | 77
become | 168 | 69
want 166 | 41
take 90 43
find 87 30
know | 143 | 25
use 42 57
go 133 [ 29
live 82 31

It is interesting to note that Tables (4.4) and (4.5) demonstrated that the overuse
of the above-mentioned main verbs is a general tendency in learners’ writing samples, no
matter what their L1 is. Also, we should note that the di:ersity in terms of the number
of occurrences of the verbs shown in Tables (4.4) and (4.5) is attributed to the size of
the examined corpora (10,000 vs. 70,307). Finally, what could explain the overuse of
these verbs in almost all learner corpora is the learners’ limited word stock and their
belief in the complete synonymity between these verbs and other close ones (e.g., think
vs. believe, become vs. turn).

The percentage of adjectives (to other content word classes) in the learner and

reference corpora is identical (16%). However, the proportions of adjectives (to all other

-~ L, .

word classes) in both learner and reference “corpora are (7.7% and 7%,) respectively.

These portions appear to be normal when compared with other corpora. For example,

— r

the percentage of adjectives in the 1,000,000 token corpora of Brown and LOB were
(7.07%) and (7.3%) respectively. oo

ﬁ:a
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A striking diversity between the two corpora is clearly seen in the number of ad-
verbs (1,691 vs. 2,786), which favored the reference corpus. By comparing compositions
written by Swedish learners of English and NSs’ writing, Linnarud (2,638) attested that
the largest differences between the groups lie in the adjectives and adverbs. While there
is surprisingly little research on this particular aspect, it is possible to attribute the di-

vergence in the number of the adverbs between the two corpora to the following causes.

e Learners’ use of adverbs is somewhat different from that of the NSs; for learners,
the use of adverbs is largely restricted to intensification and (quasi-nominal adverbs
of) time. However, for NSs adverbs are multifunctional (e.g., adjuncts, conjuncts,
cohesive and referential devices, hedges, evidentials, amplifiers) (Hinkel 2002:121-
22). This means that NSs use more adverbs than NNSs.

e The overemphasis of textbooks, together with teachers, on lexical items that express
or describe actions (verbs) is another primary reason behind the huge disparity
between the two corpora in terms of the use of adverbs.

e L1 influence, where adverbs are used less commonly than in English (Smith:1987).

Overall, the results so far show that the reference corpus is much more complex in

terms of lexical diversity than the learner corpus.

4.3 Results Related to Research Question (2)

Research Question (2): To what extent does the learner corpus deviate from the
reference corpus in terms of the features and percentages of the top 200 frequent tokens
and hapax legomena? And how can learners’ lexical stereotypes be captured through

word frequency?
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There is a strong consensus among corpus linguists on the importance of word fre-
quency lists in corpus analysis (McEnery & Wilson 1996, Kennedy 1998, among others).
Drawing on its multifunctional uses, creating a word frequency list is a fruitful and pro-
ductive technique, in'the sense'that it might be used for various purposes ranging from
designing syllabuses to text analysis. This technique has also shown great reliability in
revealing the nature of the subject matter of a text or corpus and several other lexical
aspects such as active or inactive v;)cabulary, the differences between spoken and written
discourses, hapax legomena (words used one time in the corpus) and the influence of
L1. Moreover, frequency lists provide unique insights into the repetitive mechanism and
other rhetorical aspects including the overuse or underuse of lexemes in learner corpora
compared to the authentic (native) ones.

Beyond the previous uses, recent research on SLA has shown the centrality of
frequency lists in measuring learners’ vocabulary. Lexical Frequency Profile (LFP), pro-
posed in Laufer and Nation (1995), is now considered the most reliable and powerful
measure of learners’ vocabulary proficiency or knowledge. Likewise, frequency lists help
determine the number of vocabulary items learner needs to become proficient or fluent
in L2. Laufer and Nation (1999) argue that 79.9% of written English uses only the top
2000 most frequent words in the language. This indicates that mastering such words
guarantees a good command of the target language.

Apart from its normal use in examining catches, frequency lists have also been used
in this study as a preliminary tool to select and then examine lexical and collocational
errors via concordancing. Figures (4.8) and (4.9) present the top 100 frequent tokens (in
a version of the list arranged in descending frequency order) in the learner and reference

corpora respectively.
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Figure 4.8. Top 100 frequent words in the learner corpus.
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Along with the tokens, seven notable points immediately emerge from Figures
(4.8) and (4.9). First, function words occupy the top positions in terms of frequency in
both corpora. Out of the 200 tokens used in the above extracts, only 51 tokens were
content words. Secondly, due to the excessive use of some vague nouns and generic
adjectives (e.g., people, way, life, important, great, old), which are attributable to lexical
developmental stages and the influence of the L1, the learner corpus leads the reference
corpus by 7% in terms of the content words in the top 100 frequent tokens. Thirdly,
learners’ L1 rhetorical devices (e.g., overstatement, writer visibility I) have a noticeable
effect on word frequency. Fourth}y, the two corpora share approximately two-thirds of
the used tokens. Fifthly, as one scrolls down, frequency, together with the percentage of
tokens, consistently, but sharply, declines in both extracts (from 4,525 to 85). Sixthly,
though it is much higher in the learner corpus than in the reference corpus, the top 100
tokens in both corpora take up more than 50% of the total number of the tokens in the
entire corpora.

Two questions immediately come to mind while looking at the extracts shown in
Figures (4.8) and (4.9): what is the importance of word frequency lists in this study?
Which factors are likely to be responsible for the differences in frequency between the
two corpora (learner corpus and reference corpus)?

The central role of a frequency count has recently become an established tenet in
much of the linguistic research. Doubtlessly, its advantages are large and varied. As for
this study, in particular, a frequency count provides us with fruitful information that
otherwise would be difficult to reveal. First, by displaying the contents of a corpus in
an isolated word list, the frequency lists provide us with the lexical repertoire of the
subjects and what remedies they might need to in order overcome their lexical difficulties
or gaps. This, in turn, enables us to put forward generalizations concerning the subjects’

lexical richness or impoverishment. Such lists also give syllabus designers a fine-grained
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picture of the missing or inactive (less frequently used) vocabulary that the learners might
urgently need. Secondly, using the word lists, it was possible to select the items to be
run on the concordancer to investigate lexical and collocational errors. Thirdly, the word
lists provide us with crucial information concerning the percentage of hapax legomena,
rhetorical and stereotyped features of learners’ writing.

While (65%) of the lexical items in the top 100 frequent tokens are shared between
the two corpora, it appears to be unsound to rely on this ratio as an indicator of simi-
larity or difference between them. There are, at least, two reasons that may justify this
statement. First, the high percentage of the shared types between the two corpora is
misleading since more than 70% of these tokens or types are grammatical words, which
always occupy the top positions in any corpus, whether native or learner. This is what
led Halliday (1989:65) to categorize lexical items into three categories rather than two:
(i) grammatical words, (ii) high frequency lexical items and (iii) low frequency lexical
items. By so doing, Halliday (1989) assumed that grammatical words are always high in
terms of frequency. Secondly, in most cases, the top unshared frequent types reflect the
divergent themes of the texts providing the database of the corpora.

A close look at the percentage of the number of content words to the grammatical
words in the top 100 frequent tokens in the learner and reference corpora shows some
variation in the proportion of each corpus in the total number of content words as shown

in Figure (4.10).
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zL.C.
#R.C.

Figure 4.10. Proportion of the learner and reference corpora in the total number of the
content words in the top 100 frequent tokens.

It should be made clear that this percentage depends on the size of the corpus
in question and the type of texts comprising its database. In his article, Vocabulary
Frequency in Advanced Learners English: A Cross-Linguistic Approach, Ringbom (1998)
compared the top 100 frequent words in seven learner corpora, whose participants belong
to seven different language groups. The findings show that learners’ use of the 100 most
frequent words was almost 4 to 5 percent higher than native speakers. A close look at
the Figure (4.11) shows that the percentage of the top 100 tokens to the total number
of tokens in both corpora was 5.3% higher in the learner corpus. Thus, this percentage

goes in the same direction as in previous research (e.g., Ringbom 1998).
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aL.C
oR.C.

»

Figure 4.11. Percentage of the top 100 frequent tokens in the learner and reference
corpora.

The percentage of the top 100 frequent tokens (shown in Figure 4.11), which ac-
counts for more than 50% of the total number of all tokens in each corpus should come
as no surprise here. In research on the approximate percentage of different word types
at different word frequency in texts, Kennedy (1998) states that “between 50 and 100
English words typically account for half of the total word tokens in any text” (p. 97).

By comparing the number of the content words with the total number of the tokens
in the top 100 frequent tokens, it becomes apparent that the tokens of the learner corpus
outnumber the reference corpus by 3,748 tokens. As illustrated in Figures (4.13, 4.13 and
414), the ratio of the content words frequency to that of the grammatical words is 7% in

the reference corpus while the equivalent ratio in the learner corpus is 14%.
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Figure 4.13. Ratio of the content words frequency to that of the grammatical words in

the top 100 frequent tokens in the learner corpus.
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Content
Words; 2597; |
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B Grammatical Words.
= Content Words
Grammatical
Words.;
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Figure 4.14. Percentage of the frequency of the content words to that of the grammatical
words in the top 100 frequent tokens in the reference corpus.

Drawing on the learners’ heavy use of some common tokens, Ringbom (1998) argues
that advanced learner language is vague and stereotyped. To garner satisfactory empirical
support for this argument, he provides nurherous examples of learners’ overuse of the less
common grammatical words (e.g., which, into, because), along with some vague content
words (e.g., way, people, thing(s)). The first person pronoun I and the verb think, for
instance, were overused by learners between three to five times (in comparison with the
NSs’ use of these items). More often than not, the use of vague lexica is attributed to
the lack of target vocabulary in the learner’s lexical repertoire.

It is striking to find that the percentage of the top 10 frequent tokens in learner
and native corpora appears to be similar regardless of their size. A close look at Figure
(4.15) makes it clear that the present learner and reference corpora, the Quebec Learner
Corpus (QLC), and the Brown Corpus are alike in in terms of the percentage of the
top 10 frequent tokens (relevant to the total number of all tokens in the corpus), though
BC (1,000,000 words) is almost seven times as big as that of the present learner and the

reference corpora combined.
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Figure 4.15. Percentage of the top 10 frequent tokens learner and reference corpora.

Ringbom (1998:42) furnishes additional support for the percentage of the top 10
frequent words, which seems to be universal; the percentage of the top 10 frequent words
in the seven corpora, according to his study, is almost 25% of the total number of tokens
in each corpus.

Additionally, frequency lists have provided a reliable tool to examine the textual
features (linguistic and rhetorical) of both corpora. More concretely, the use of concor-
dancing depends on the types (different words) and frequency percentages displayed by
the frequency indexer. Among the textual features examined in the coming sections are
parts of speech, coordination, hedges and emphatics.

The previous analysis might immediately raise issues of similarities and consistency,
that is, whether the behavior of the second 100 top frequent tokens is similar to the first
top 100 frequent ones. A look at Figures (4.16)and (4.17) suggests tremendous diversity
between the first top 100 frequent tokens and the second 100 frequent tokens in both

corpora.
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Figure 4.16. The second 100 frequent words in the learner corpus.
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A careful examination of the second 100 tokens in each corpus shows three crucial

points:

1. A marked increase in the number of content words in the second 100 frequent tokens:

Unlike the first top 100 frequent tokens, where more than (70%) of the tokens in

both corpora are grammatical words, the proportion of the content words in the

total number of tokens in the second 100 frequent tokens in the learner and the

reference corpora are (81%) and (74%), respectively, as shown in Figures (4.18)

and (4.19).
Content
Words/R.C.; 21
Grammatical
Words/L.C.; 70 B Granmatical Words/L.C.|
Content Words/L.C.
- O Gramitical Words/R.c.
Grammitical

Words/R.c.; 79

Content
Words/L..C.; 30

0 Content Words/R.C.

Figure 4.18. Number of content and grammatical words in the top 100 frequent token in

the learner and reference corpora.
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Grammatical
Words/L.C.; 19

Content
Words/R.C.; 74

8 Grammatical Words/L.C.

Content Words/..C.
Content O Grammatical Words/R.C.

Words/L.C.; 81  |O Content Words/R.C.

Grammatical
Words/R.C.; 26

Figure 4.19. Number of content and grammatical words in the second 100 frequent tokens
in the learner and reference corpora.

9. A marked decrease in the contribution of the second 100 frequent tokens to the

total number of corpus tokens:

The sharp decline in the percentage of the grammatical words provides powerful
evidence for the continuous decrease in the number of grammatical words as we
scroll down. While the percentage of the first top 100 frequent words claims over
(50%) of all the tokexis in both corpora, the percentage of the second top 100 fre-
quent tokens in the learner and reference corpora constitues only (9.5%) and (8.5%)
respectively. However, the high percentage of the second 100 frequent tokens in the
learner corpus compared with the r<§fe£ence corpus supports Goodfellow’s at al.
(2002) argument concerning learners’ high lexical frequency at the early stages:
we could expect vocabulary knowledge at an early stage of development to consist

mainly of high frequency words and at a later stage to have a higher proportion of
low frequency words.
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3. The learners’ marked use of generic adjectives (e.g., strong, old, dangerous, great).
Another disparity between the learner corpus and the reference corpus lies in the
percentage of the hapax legomena. Plag (2000) argues that hapax legomena and high
frequency are conversely proportional. This indicates that the more hapax legomena a
corpus has, the more productive (varied) it will be. Table (4.6) shows that the reference

corpus contains many more hapax legomena than the learner corpus.

Table 4.6. Percentage of hapax legomena in learner and reference corpora

corpus | # of hapax legomena | # of types | % of hapax legomena
R.C. 3,417 7,322 46.7%
L.C. 2,361 5,248 45%

Drawing on such findings, we discover that the number of active vocabulary items
(lexemes used more than once) in the reference corpus is 3,905 while it is 2,887 in the
learner corpus. From the evidence of these lines, the new measure of productivity (hapax
legomena) has unquestionably raised the NSs’ lexical pfbductivity percentage. Diversity
in terms of the number of hapax legomena between the NSs and the learners corpora
conveys the idea that learners tend to rely on the more repetitive lexemes than on unique
words.

Like lexical diversity, hapax legomena are sensitive to corpus size; the larger and
more representative a corpus is, the fewer hapax legomena it contains. This explains
the high percentage of hapax legomena in the learner and reference corpora vis-a-vis the
percentage of hapax legomena (39.5%) in the American Heritage Intermediate Corpus,
which consists of 5.09 million words. Yet, it is clear that the percentage of hapax legomena

is not always consistent in all corpora. For, example a text that lists items (names of
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persons, places, machines, etc.) is expected to have more hapax legomena that a literary
text that has repetitive lexemes or patterns.

In view of these findings, it is crucial to note that the percentage of hapax legomena
has widened the gap between learners and NSs concerning lexical richness. A more likely
explanation for the diversity resulting from the percentage of hapax legomena is the
interaction between the developmental stage and word frequency.

As we leave our discussion of this question, it is important to note two relevant
points. First, the task of the frequency count is not yet complete. Rather, it is, as shown
below, an important tool to investigate other features, particularly those related to the
underused and overused lexemes. Secondly, the power of word frequency lists, which
decontextualizes tokens, is rather limited since the lists provide no access to the usage
context. For this reason, lexical and collocational error analysis, which is at the heart
of the objectives of this study, is not established until the context is available. Thus,
to access the environment of lexicon, another tool, namely, the concordance software, is

required.

4.4 Results Related to Research Question (3)

Research Question (3): What are the most salient and stereotyped features of the
learner corpus? And how far is the learner corpus influenced by the learners’ L.17

Research on CL has recently witnessed the extension of Crystal’s (1991) notion
of profiling, which was originally concerned with stylistics, to the interlanguage domain
(Granger 1998:119). Text-profiling was used in this study to refer to the identification
of the most salient lexical and stereotyped features of the learner corpus; identification
of such features requires continuous use of the reference corpus for comparative and
contrastive purposes. Despite the various lexical and stereotyped features that might be

included under this title, this section is limited to exploring four main areas: (1) word
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categories, (ii) overproduced lexical items, (iii) underproduced lexical items and (ii1)
non-lexical measures (learners’ proficiency in L2, paragraphing and word and sentence

length).

~ (3
F

A

4.4.1 'Word Categories

o

Research on CL has been deeply influenced by the constant productivity of artificial
intelligence, which has, so far, evolved into numerous tools that have shown outstanding
capabilities in processing huge corpora. Tagged corpora, as mentioned earlier, have some
capabilities that raw corpora do not. Via the codes/tags used in the corpus tagging, for
instance, it is possible to investigate various features of the corpus in question, regardless
of its size, in a remarkably% ;horri; period of time. Among the features whose investiga-
tion was tedious in the near past is the proportion of word categories. Investigation of
such categories, as shown in Figure (4.20), exemplifies further advantages of the tagged

corpora.
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Figure 4.20. Word category in learner and reference corpora.
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Table 4.7. Reduced word category tag list

N Nouns

Vv Verb

I Prepositions
AT Articles

J Adjectives

R Adverbs

P Pronouns
CC | Coordinations (adversative) coordinating conjunctions
CS Subordinate conjunction

Variation in word category between authentic corpora and learner corpora, as the
literature shows (e.g., Granger 1998), is likely to occur more often than not in a systematic
way. As it is shown in Figure (4.20), word categories in the learner corpus (relative to
the reference corpus) can be classified into three groups: (i) underuse, (ii) overuse and

(iii) similar use.

Table 4.8. Learners’ use of lexical categories in comparison with the NSs

1. | Underuse nouns, prepositions, articles,
. and adverbs
2. | Overuse pronouns,
coordinating conjunctions
and subordination conjunctions
3. | Similar use verbs and adjectives

[

(i) Underused categories
(a) Nouns

Drawing on the aforementioned discussion, learners’ underuse of nouns is antici-
pated in all learner corpora regardless of the learners’ native tongue. The divergence in

word categories between the learner and reference corpora, in particular, is attributed to
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several factors such as: (i) the learners’ low proficiency in the L2; proficient writers use
more nominalizations in their writing (Grant and Ginther 2002), (ii) a general tendency,
where NNSs prefer to use verbs in places where NSs choose nouns (Guo: 2003), (iii) the
NSs’ excessive use of nominalization in contemporary English (Haliday 1989). Learners’
underuse of nouns vis-a-vis NSs has been attested in the previous literature (e.g., Granger

and Rayson 1998, Guo 2003, Grant and Ginther 2002)

(b) Prepositions

Prepositions present another area of divergence between the learner corpus and the
reference corpus. Explanation for the learners’ underuse of prepositions, which has been
also attested in previous research, might involve one or both of the following factors.
(1) interlingual factors

The influence of L1 is clearly seen when Arabic uses a zero preposition in a context

where English requires the use of a preposition as exemplified in the following

phrasal verbs:

wib
-3

1. Learner’s sentence: I am Wditing him (English norm: waiting for him)
kS
2. Learner’s sentence: We always listen our parents’ advice. (English norm:
listen to ...),.. _ &

R

(2) a general tendency ’ = - -
Research on learners’ use of prepositions shows that learners’ underuse of prepositions is
a general tendency. In his article, Where have the prepositions gone? A study of English
prepositional verbs and input enhancement in instructed SLA, Kao (2001) found that “the
null-preposition construction does occur in SLA.” Granger and Rayson (1998) present
further evidence of the French learners’ omission of prepositions. Omission of English

prepositions by Arab students of English, in particular, was also attested in Scott and

Tucker (1974). In the context of our discussion of the learners’ underuse of prepositions,




105

it is relevant to mention that learners face serious problems with. preposition resulting
from the negative transfer of the fixed prepositions (with adjectives and verbs) in their

L1 as shown in the following examples:

o *prefer on instead of prefer to
o *addicted on instead of addicted to
e *proud in instead of proud of

e *afraid from instead of afraid of

(c) Articles

The divergence between the learner and reference corpora in terms of the use of the
articles is basically attributed to the L2 richness in this category. Whereas Arabic uses
either the definite or zero article, English uses four articles (a, an, the and zero article).
This explains the learners’ use of a zero article instead of an indefinite one when the
noun in question is indefinite in their L1. Such a case was attested in Scott and Tucker
(1974:86):

Arabic marks nouns as definite or indefinite by the presence or absence of the article. Er-

rors of omission of the indefinite article in English are attributable to MT interference.

About 30 percent of the errors made with articles were omissions of the indefinite article.

This occurred with equal frequency in all four samples and were the most frequent type of

error within the article system.

Again, the omission of the definite article where the following noun is not definite in
Arabic is very noticeable throughout the learner corpus. Another obvious and previously
attested problem, in the learners’ use of the definite article the, stems from the Arabic
genitive construction as shown in the following example:

e *Jordan team instead of the Jordan team/the team of Jordan
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(d) Adverbs

The marked divergence in the J'number of adverbs, which favored the reference
corpus, can be attributed to two main factors, viz. (i) L1 influence and (ii) teaching
strategies and priorities.

Empirical research has shown that adverbs in Arabic are used less commonly than
in English (Smith 1987: 152). This denotes that a considerable portion of the learners’
underuse of adverbs is likely to be attributed to the influence of their native tongue.
Additionally, the high concern of text materials and instructors with tokens expressing
actions explains their overuse of verbs and underuse of adverbs. Such divergence in the
number of adverbs between NSs and NNSs was also attested in literature; it is worth re-
iterating that this result is consistent with Linnarud (1986), who found that the largest
differences between Swedish learners of English and the NSs lie in the adjectives and

adverbs.

(ii) Overused categories
(a) Pronouns

The excessive overuse of pronouns in the learner corpus is primarily attributed to
learners’ preference for visibility in the text. Support for this argument comes from the
excessive use of the first person pronoun I in the learner corpus (1,433 times) compared
to only (184 times) in the reference corpus. The huge gap between the two corpora in the
use of the first person pronoun I reflects the extension of the subjectivity of the Arabic
discourse to the target language, where objectivity rather than subjectivity is almost
always the optimal candidate.

In coming to understand the discourse subjectivity and learners’ preference for
visibility in the text, an attempt is made here to compare the use of the conjugations of

the first person pronouns in the learner and reference corpora.
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Table 4.9. Analysis of features of writer visibility in the learner and reference corpora

Feature L.C. | R.C.
First person singular pronouns | 2,441 | 250
(I, I’x, me, my, mine)
First person plural pronouns | 1,023 | 370
(we, we'x, us, our, ours)
Total first 3,464 | 620
person pronouns

From this brief comparison, it becomes manifest that learners’ subjectivity vastly

outweighs that of the NSs. It might be argued that the overuse of the first person

pronouns is a general tendency rather than a language specific feature. While this is

unquestionably true, the stigmatized use of such pronouns in the learner corpus compared

with other learner corpora makes these pronouns attributable to the L1 rhetoric, too.

Support for this conclusion comes from Petch-Tyson (1998). In an analysis of the features

of writer /reader visibility, Petch-Tyson (1998:112) found that Dutch, Finnish, French and

Swedish learners of English markedly overused more first and second person pronouns in

comparison to NSs as shown in Table (4.10).




Table 4.10. Analysis of features of writer/reader visibility

Adapted from Petch-Tyson (1998:112)
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Feature Dutch | Finnish | French | Swedish UsS
(55,314) | (56,910) | (58,068) | (50, 872) | (53,990)
First person singular pronouns 391 599 364 448 167
(1, I’x, me, my, mine)
First person plural pronouns 484 763 775 1,358 242
(we, we’x, us, our, ours)
Second person pronouns 447 381 257 227 76
((you, you’x, your,yours)
Total first/second 1,322 1,743 1,396 2,033 485
person pronouns
Total first/second 1,195 1,531 1,202 1,998 449
person pronouns
per 50,000 words

By taking the number of token in each corpus into consideration, none of the learner

corpora shown in Figure (4.10) above outnumbers the present learner corpus in terms

of the frequency of the first person pronouns. This appears to indicate that ascribing

the overuse of the first person pronouns solely to the general tendency or developmental

stages is ungrounded.

(b) Coordinating conjunctions

While the evidence provided here concerning the learners’ overuse of coordinating

conjunctions supports the previous research (e.g., Kharma 1985, Kaplan 1966), it is

important to mention that such a conclusion is sometimes misleading. Support for this

argument comes from numerous examples of and, where it is used as a sentence opener

rather than as a coordinating conjunction as shown in Figure (4.21). Further analysis of

the use of and as a sentence opener is illustrated in the coming sections.
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L . . And relationships between each family are varied.
BlE]|r} - And the student will fee! boring on this subject. . And should be there is homework in our working . i
IS overb that say : (the mother heart is not wild flower) . And the student will fael boring on this subject . A"
S, . And should be there is homework in our working. . And you may try to have it by your own ways. read |
Sl them beside leaming its roles. and standardization. And skiliful teacher to give the suitable way for the i
@llil=m happy . And how many problems will be sohved. , And1am ensure that she the same. . And relation ‘};.
Bl rents wark to solve the problem that face the family And also | would prefer the kind man who ties to h i‘o
M| varied. according to what sort of peaple it contains. . And it was full of future dreams those full of happin = —
Eluitable way for these students 1o make them happy . And how many problems will be solved. - Andlam .
oo e T R TR TR T R I L L N
»

=
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Figure 4.21. Examples of the use of and sentence initially.

(c) Subordinating conjunctions

In much of the previous research (e.g., Kaplan 1966), it was argued that Arab
students of English, due to the influence of the L1, overuse coordination and under-
use subordination. While this seems to be partially true for coordinating conjunctions
(and and but), it is still questionable for the subordinating conjunctions, particularly,
because such studies were based on limited samples of texts. As Figure (4.20) shows,

subordination use, contrary to previous claims, was found to be higher in the learner

corpus.

4.4.2 Overproduction and Verbosity

The advent of modern software programs, as mentioned earlier, has made it possible
to examine, compare and contrast the number of occurrences of lexical items between
corpora no matter how large they are. A subsequent advantage of this development is the
ability to examine the use, misuse, underuse or even overuse of lexical items in learners’

speech or writing compared with a corpus of a similar-sized native corpus. Before going
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any further, it is worthwhile to reiterate that the term overproduction is used in this
study to refer to lexical and grammatical items that are used excessively by learners
across the corpus (on a full corpus basis). Verbosity, which is sometimes used to refer to
a high style of lexicon or pretentious words (e.g., Zughoul 1991), is used here to refer to
the words unnecessary in a given context (Ringbom 1998:50).

By running the Wordlist tool for text comparison on the two corpora, it was possible
to see numerous instances of divergence in the marked overuse of lexical items. While
there are numerous instances of overused items that might be classified under the general
tendencies of learners that are confirmed in previous research (such as vague expressions
e.g., people, thing(s)), there are also various instances attributed to the learners’ L1
rhetoric. For the sake of clarification, Figure (4.22) presents some of the divergence

between the two corpora in this aspect.
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thing(s) people(’s) I and good important because

Figure 4.22. Samples of overproduction.

The above brief comparisons provide further evidence that learners’ interlanguage
and NSs’ writing are heterogenous. There are two possible reasons for such heterogenous

results. First, in the situation where there is neither a daily contact with the NSs of the
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target language, nor much exposure to authentic texts, learners’ interlanguage tends to
rely heavily on their L1 rhetoric. Thus, these overproduced items reflect the rhetoric of
their L1. Secondly, some of the vague overproduced lexemes tend to be general tendencies.
This explains the overuse of words (e.g., things, people, way, world), which are also found
in the output of other English learners (Halliday 1989, Hinkel 2002, to name just a few).

Support for the first argument comes from lexemes such as and, I, must and good,
which prevail in the learners’ L1. And, for example, has multiple functions in Arabic,
not least of which are for coordination and as a sentence opener. Pertinent to this is the
Arabic preference for parallel structures and coordination over subordination. Likewise,
it is justified to tie the overuse of the emphatics and intensifiers, as illustrated below,
to the learners’ L1 rhetoric, where emphasis and overstatement are preferred to hedging
and understatement.

Does the literature support or counter the findings of the present study? Based
on the findings of seven learner corpora examined by Ringbom (1998:45-49), it appears
that learners overuse all these lexemes, no matter what their L1 background. Thus, the
findings of the present study agree with the previous r?sea.rch. However, it is necessary
to mention that going in the same direction does not iI;nply getting the same result. As
far as the coordinating conjunction and and the first person pronoun I are concerned,
we see that the use of these items ,i)y Arab students of English greatly exceeds the use
of the same items in the reference corpus or even all other learner corpora. Clearly, this
suggests that Arab learners are heavily influenced by the rhetoric of their L1. It should be
acknowledged that the use of and sentence initially is possible, though not as common in
English. By examining its use sentence initially in the two corpora, the results indicated
the L1 transfer as shown in Table (4.11). It is obvious that the use of and as a sentence
opener is more than six times more frequent in the learner corpus than in the reference

corpus.




Table 4.11. Use of and as a sentence opener

1tem

L.C.

R.C.

and

66

10
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In the context of comparison between NSs and NNSs, there seems to be no escaping

the frequency of overstatement in the NNSs corpora. While it is feasible to attribute

adjectival intensifiers and emphatics used in the learner corpus to a universal learner

tendency, it is more appropriate (due to stigmatized use) to blame the L1, where such

items are prevalent.

L.C.
mRC.

Figure 4.23. Intensifiers and emphatics in learner and reference corpora.

The primary reason that learners use emphatics and intensifiers is to strengthen

the force of their propositions, a feature highly favored in Arabic discourse. Again, these

findings are well-grounded in the previous literature. By examining the non-native/native

differences in the actual inventories of adjective intensification in two native corpora and




113
two non-native ones (around 100,000 words each), Lorenz (1998:54) found that the most

prominent difference between German learners of English and NSs’ usage lies in the
overall intensifier counts. That is, learners use more intensifiers than the NSs.

As we leave this subcategory, it should be noted that only inappropriate and stig-
matized lexical items were counted as errors. This indicates that appropriate uses of

lexical items, even if excessively overused, cannot be counted as errors.

4.4.3 Underproduction

One key result that might be also cited here to shed light on the differences between
the learner and reference corpora is the learners’ underuse of some lexical items compared
with the NSs. Since divergence in terms of frequency is expected among homogeneous
(between two groups of NSs) or Ileterogge;leous groups (between NSs and NNSs), it is
important to keep in mind that thia examples cited in (4.3.2) and (4.3.3) of this section
represent only those items markedly divergent in the two corpora. In order to exemplify
some aspects of the underused lé;ical items in a corpus characterized by the excessive
overuse of emphatics and intensifiers, it is reasonable to resort to hedges, as a polar
opposite. Figure (4.24) presents some of the underproduced items between the two

corpora.
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olL.C.
B R.C.

Figure 4.24. Hedges in learner and reference corpora.

The well attested data given as exa.mples.. of overproduction or underproduction
reveal that learners’ lexicology lies between two extremes (overuse or underuse). While
Figure (4.23) presents the markedly over;;roduced lexemes in the interlanguage corpus,
Figure (4.24), on the other hand, show:s sc“;me markedly less frequent lexemes. Again, the
explanation of the underused lexemes shgwn above might feasibly be understood with
reference to the learners’ L1 rhetoric. The criteria used in sorting out and counting the

errors in the previous subcategory were applied to this subcategory, as well.

4.4.4 Non-Lexical Measures
(1) Essay length

Although this measure is charged with having the inability to ensure writing qual-
ity, (Reid 1990) argues that “in several studies with native and nonnative speaker writers,
length of essay has correlated highly with quality writing” (p. 195). Essay length has at-
tracted much attention as a quantitative measure to ensure proficiency or fluency of both

learners and native speakers. As argued earlier, this measure is originally and primarily
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concerned with speech and “is used as a synonymy of overall oral proficiency” (Chambers
1997:535). By extending it to writing, this measure is meant to include smoothness and

1

continuity in writing:

it demonstrates an ease of writing, a “scribal fluency” of keeping pen to paper with the
obvious “halting” (Galvan 1986) that can characterize breaks in thought and coherence on
the part of the writer; often, then, fluency is demonstrated by overall length of essay.(Reid
1990:195).

j

Relevant literature (e.g., Enber 1995, Larsen-Freeman and Strom, 1977, Larsen-
Freeman 1978, Linunard 1986, Reid 1990) has shown powerful evidence of the interac-
tivity between essay length and writing quality. Whether the findings presented in Table
(4.12) are ascribed to the learners’ limited word stocks, retrieval inaccessibility or care-
lessness, it is obvious that learners’ fluency in L2 lies far below satisfactory levels. This
conclusion comes from the findings of the untimed essays, where only one student (out
of 160) met the minimum task requirement concerning the number of tokens (a 500-word
essay). It should be mentioned that none of the learners in timed or untimed essays has
matched the average of the NSs (889.99 tokens). Since this measure directly addresses
the subject’s fluency/proficiency, it should be carried out on individual bases rather than
on a corpus basis. Table (4.13) presents the subjects’ fluency/proficiency means in the

two corpora.

}

Table 4.12. Mean of lexical proficiency in learner and reference corpora

L.C. R.C. Difererence®
Mean 163.89 889.99 726.1**
SD 75.38 694.42

a¥* Gjenificantly different from zero (a = 0.05) using two-sided parametric t-test assuming equal
variance.
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As Table (4.13) reveals, there can be no doubt that learners’ fluency/proficiency in

L2 writing was moderate or even weak compared to the native speakers of the language.
Whereas the mean of lexical itené’s in the native corpus is 889.99, the mean of the lexical
item in the learner counterpart is 163.89. This sharp drop in the means indicates that the
lexical fluency of learners is only (18.4%) compared to the native speakers. It should be
mentioned that the mean of the untimed essays (homework assignments), in particular,
is 171.23. Having known that the subjects were asked to write a 500-token essay on the
topic they prefer, the mean (171.23) bears witness of learners’ inability to keep pen to
paper.

It would be more appropriate to link the essay lené;th average in both corpora with
the learners’ lexical knowledge. In other words, learners’ lexical fluency, which in its
simplest sense means keeping the pen to the paper (Engber 1992), is obviously far below
the norm. It is possible, at this juncture, to argue that the learners’ fluency percentages
is likely to be far less than the percentage shown above. Two salient features of learners’
writing might support this argument. First, the frequent repetitive tendency found in
learners’ writing in general and in the writings of Arab students of English, in particular.
Second, learners prefer to overuse of lexical bundles, recurrent expressions, regardless of

their idiomaticity, and regardless of their structural status (Biber et al. 1999:990).

(2) Sentence and Word Length

Another commonly stereotyped feature of the writing of Arab students’ of English
deals with sentence length. Educators usually complain about the marked length of
learners’ sentences compared to the NSs’ norm. Oftentimes, the blame is placed over
the coordinating conjunction and parallelism. However, by running the learner and the

reference corpora on the Wordlist, it turned out to be that NSs’ sentences are longer than
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those of the learners. Figures (5.18) and (5.19) present the findings of sentence length in

learner and reference corpora respectively.
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Figure 4.25. Sentence length in the learner corpus.
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Figure 4.26. Sentence length in the reference corpus.

From a rapid scan of the figures, it becomes apparent that sentence length in the
reference corpus (22.30) is longer than that of the learner corpus (19.07). Consequently,
this subject calls the long-held erroneous impression among language educators about
learners’ (particularly Arab students of English) sentence length into question. Further-
more, as far as word length is concerned, it is obvious from the figures above that the
average word length in the learner corpus (4.30) is shorter than that of the reference
corpus (4.73). These figures resonate with the findings of previous literature (e.g Dafu:
1994).

(3) Paragraphing
Without going deeply into other technical aspects of their writings, learners’ seri-
ous violation of the English paragraphing rules makes the learner corpus paragraphing

closer to Arabic than to English. However, this, as illustrated below, shouldn’t deny the
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involvement of other factors such as an insufficient exposure to the L2 and teaching and
learning strategies, where L2 proficiency is often sacrificed in favor of language simplifica-
tion. Such a conclusion is based on the learners’ violation of the following paragraphing

rules:

1. Oneness of aim or unity: A paragraph in the learner corpus does not have a single
thought as would be the casemin the target language. Rather, it is widely noted that
a paragraph may have several thoughts together, and it is also possible to have two
or more paragraphs share the same thought.

2. Proportion: while the English paragraph rules require that “enough to be said to
exhibit fully the purpose and ideas of the paragraph” (Scott and Denney 1909:18),
it seems to be quite customary in the learner corpus to have a one-sentence para-

graph, where no minimum evidence of elaboration is shown.

The attribution of the Ieamerf’ Wrif,ing inability in L2 (e.g., short essays, less com-
plex sentences, less elaboration) to developmental stages and to insufficient expo-
sure to the L2 (Kamel 1989, cited in Kubota 1998) might provide convincing expla-
nation for these aspects. Yet, this explanation might not be taken for granted when
it comes to other rhetorical features such as repetition (lexical and content), tex-
tual organization, “parallelism, absence of paragraphing, under-paragraphing and
overamplification, which are better linked to the influence of linguistic, cultural
and rhetorical patterns of the L1 than to the developmental stages. The use of L1
rhetoric in the L2 immediately reminds us that learners are not aware of the lin-
guistic and cultural differences in vzfriting (Kaplan 1966, Buckingham 1979, among

others).
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3. Absence and under paragraphing: Though there is abundant evidence to the con-
trary, the absence of paragraphing in essays that have different topics, which often
results in disorganization and the incoherence of ideas, does not seems to be stig-
matized in the learner corpus. The figures presented in Table (4.13) present a brief

paragraphing comparison between reference and learner corpora.

Table 4.13. Paragraphing in learner and reference corpora

Corpus | # of essays | # of paragraphs after | # of words/ Average of

eliminating the titles | paragraph | paragraphs/essay
and numbers of essays
L.C. 429 1,275 52.72 2.97
R.C. 79 710 97.14 8.99

Compared with the number of essays in the learner corpus (429), the number of
paragraphs found (1,275) is obviously very low. Figure (4.27) presents a random sample
of a learner’s essay that exemplifies a lack of paragraphing, incoherence and undeveloped
ideas:

In-depth analysis of the one-paragraph essay cited above provides clear-cut evidence
of several features, not least of which are the three points mentioned above (absence of

.paragraphing, disorganization of paragraphs and incoherence of ideas). How is one to
explain these three points? Does the learner start writing without thinking about what
s/he is going to mention in the next sentence? Is it an inevitable result of the minimal
exposure to authentic texts in L2? Or can it be ascribed to L1 rhetoric? Even if we
assume that all these factors are likely to be responsible in part, the frequent occurrence
of such fragmentation throughout the corpus regardless of the academic level of the

learner strongly suggests it is due to the L1, particularly when such features are less
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Figure 4.27. A sample of learners’ writing.

valued in Arabic texts than in English. While lack of paragraphing is apparent (e.g.,
Figure (4.27) consists of one paragraph), other features need to be closely examined.

It is evident that since the learner is enumerating the traits of a good neighbor,
an idea that should be preceded by an introductory paragraph, then sentence (2) should
come immediately after (4). This means that sentence (5) is haphazardly placed. Sen-
tences (9-14) should be placed after sentence (2). Sentence (17) should come after (14).
Seritences and questions (5-8), together with (15) should be placed in a separate para-
graph. Yet, it is possible to have them in the same paragraph if the comparison and

contrast technique were meant to be employed.
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As far as the idea of cQAlrlerencel is concerned, it is obvious that the learner is not
using a strategy of linear dev;lopment_for theitheme, which is the norm of the L2. The
incoherence of ideas results in a scattering of focus and a loss of concentration. Support
for these arguments stems from the sudden shift from enumerating the traits of a good
neighbor (sentence 4) to talk a:bout the traits of a bad neighbor (sentence 5) in a rather
unorganized way. LI
Overall, this cl{apter has explored numerous aspects of lexical complexity and text-
profiling in the learner corpus in comparisons with the reference corpus. Comparative
corpus evidence has shown numerous areas of convergence and numerous areas of diver-

gence between the two corpora. By addressing the results with reference to the previous

literature, it was possible to delineate the features attributed to the influence of the L1

and the features that are likely to be classified under general tendencies.




CHAPTER 5

LEXICAL AND COLLOCATIONAL ERRORS
RESULTS AND DISCUSSION

5.1 Introduction

Lexical analysis is a daring enterprise no matter what language is involved. Among
other things, there are two notable reasons for such a statement. First, lexical errors,
which tend to consistently outnumber any other type of errors in most of the recent
studies conducted on SLA worldwide, are context-dependent. This signifies that much
time and effort are required to go back and forth to the context of usage to identify
such errors and then to categorize and quantify them. Second, insufficient research on
lexicology, in general, and on interlanguage lexicology of Arab students of English, in
particular, requires that each of the lexical errors, whether local or global, needs to be
examined with extreme caution.

For the sake of organization, this chapter is made up of four sections, which appear
in exactly the same order as the research questions (4-7) pertinent to learners’ lexical
and collocational errors. Again, the results of each research question are addressed with

reference to the findings of the previous literature.

5.2 Results Related to Research Question (4)

Research Question (4): What are the most problematic words that Arab students
of English encountered in the corpus?
Despite the centrality of the lexicon in language learning, previous attempts to

provide lists of the problematic words that learners are likely to encounter in the course
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of their mastering of the target language are almost nonexistent. As discussed previously,
this is attributed to the gross negligence of the importance of lexicon, in general, and
the, by then, prevailing beliefs of some influential figures (e.g., Fries 1945, Hockett 1958,
Chomsky 1965), who believe that language learning means learning syntax and phonology
but not learning vocabulary. In addition to the negative role of such beliefs on lexicology
and its status in language learning, the prevailing methods of the past were unable to
access a large body of representative naturally-occurring data. However, the advent of
learner corpora, which are still in their infancy, is expected to open new pathways for the
study of learners’ lexicology and the investigation of the most problematic words that
students are likely to encounter at different phases of language learning,

In view of these remarks, together W;tP the descriptive explanatory objectives of
this study, providing a lé;cical error list of the most problematic words in the learner

~

as well as lexical translgt‘ionwcor%ora has been given priority here. Tracking the theme
and lexical diversity in the learner corpus, together“v;ith the lexical translation corpus,
has clearly made this study much more informative and appropriate for this end. Con-
sequently, this anticipates the presence of igxical choice erors that belong to different
domains of knowledge. Another positive aspect of the research is the huge number of
students who participatéd in this stucfy. This, of course, provides representative samples
of lexical errors frequently committed by Arab students of English, though a relatively
high percentage of these errors are likely to occur in learners’ production no matter what
their native tongue is.

There are two common ways to examine if a word is used appropriately in a given
context: (i) by reading, word by word, the entire corpus/text and (ii) via concordancing.
Oftentimes, the second method requires running the data on a frequency indexer to

obtain a list of the words of the corpus and then examining the contextual use of the

items in question. What primarily distinguishes concordancers from frequency indexers
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is the environment, which enables users to easily go back to the context of usage and
thus to examine the correct or incorrect usage of the item in question. Via this tool, it
was possible here to examine the context thoroughly and then to extract the lexical and
collocational errors presented in the learner corpus and the lexical translation corpus, as
well.

Table (5.1) presents 100 randomly selected word types from the 761 most problem-
atic lexical items found in both the learners as well as the lexical translation corpora.
(See Appendix A for a complete list of learner’ lexical errors.) This list, which is probably
the longest list done on the interlanguage lexicology of Arab students of English, provides
an insight into the compensation strategies employed by the learners in their attempt to

evoke the needed lexeme.




Table 5.1. Samples of learners’ lexical errors

No. | Target lexicon Learner’s lexicon
1 | abbreviations shorts, contracts, cuts, reductions
2 absorb suck, drink, swallow, take
3 accredited independent, trusted, reliable
adopted, authorized, commissioned
4 acquired earned, gained, obtained
5 adjourn raise, delay, finish, postpone, move,
close, defer, lift, put up
6 advanced high, old
7 application request, order, demand
8 appreciate estimate
9 assassinate abdicate, murder, kill
10 balance arrange, coordinate, stabilize
11 bald without hair on his head, bold
12 beggars not rich, poor people who
keep asking others for assistance
13 beneficiary | advantager, useful person, user, benefiter
14 betray break oath, lie, perjury, cheat
15 big great, old, large
16 bills counts, invoices,
vouchers, fawateer, fees
17 board council, group, members
18 calm (sea) quite, smooth, not noisy, relax
19 capital head money, beginning money
20 challenge resist
21 chamber room
22 chivalric heroic, great, brave, horsical , knight
23 climate weather, atmosphere
24 coma shock, comma, unconscious,
not awake, absence of mind
25 compensate pay back, repay
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Table (5.1) Continued

No. | Target lexicon Learner’s lexicon
26 cruel tough, aggressive, hard, rough, rock heart,
merciless, hard-hearted, rigid, without emotions
27 debate negotiate, discus, talk, argue, dialogue
28 decree will, wish, wanting, order,
intend, permission
29 deliberate slow, unhurried, careful,
quite, leisure, rational, late
30 discount cheap, reduction, cut of prices,
low down, sale, decrease
31 | discriminate separate, distinguish
32 donate give, offer, grant, gift
33 drop increase, decrease, low,
reduce, fall, got down,
34 duty homework, job
35 editor liberator, author, director
36 | environment nature
37 escalate rise, increase, aggravate, rise,
elevate, make high
38 exclusively only, private, limited, especially,
on the face to monopolization
39 exempt exceptional, free, pardoned
40 exercise practice, sport, play sport
41 expire end, finish
42 faithful fixed
43 fatal leads to death, killed, deadly, lethal
44 fetus child, baby
45 fiscal money, financial
46 float spread over water, over flow, swim
47 foot leg
48 forgiveness | excuse, amnesty, tolerance, pardon, mercy, excuse
49 gap space, hole, distance, dash
50 grow increase
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Table (5.1) Continued

No. | Target lexicon Learner’s lexicon
51 harmful so bad to health, unhealthy,
dangerous for health
52 heat warm
53 hospitality generosity, welcoming visitors,
receiving guests, hostility
54 illegal unpermitted, against the law
55 immature children put in bottles, not complete,
pre-time, incomplete, minor,
children who are in glass house
56 immunity power, protection, security
57 infected effected
58 | intermittent from to time, non-continuous
59 invent find, discover, create
60 job task, work, assignment, function, career, work
61 listen Hear
62 lose face loose the water of his face,
mis his shame,
63 mammals animals whose children depend on milk,
creatures that are born by eggs
64 might possible
65 missed lost
66 needy people who need money, poor
67 opponent opposition, competitor,
enemy, antagonist, rival, against
68 overcome finish, pass, exceed,
get over, cross, (over) step
69 pantry store
70 patent invention innocence,
invention purification
71 | peak (times) climax, top, summit, afternoon,
first, hard, great, difficult
72 plain bitter, unsweetened, black,
without sugar, dark coffee, sick
73 poll questionnaire, opinion search,
gather opinions
74 polluted not clean, dirty, spoiled, unclean
75 prescribe describe, give, write formula
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Table (5.1) Continued

No. Target lexicon Learner’s lexicon
76 prey Victim, weak creatures that are
easily eaten by other animals
7 priest Church man
78 promotion preferment, become upper in his position,
raise, lift
79 quit leave
80 rate average, scale
81 regain return, give back, come back
82 retail separate, single, partial selling,
individual, small, alone
83 return repair
84 | scattered (showers) few, small amount,
little, different, separate
85 | seli-determination fate deciding, final destination,
end decision
86 separated divorced
87 session cycle, circulation,
meeting, round, period
88 sever (v) cut (of), stop
89 sick leave ill(ness) vacation, illness permission,
sick holiday, illness rest, ill absence
a0 slavery godless, worshipping, idol,
lack of freedom
91 smuggling transportation, passing illegally,
escaping, running. trading
92 solar sun
93 spread Separate
94 stimulate develop, encourage, courage,
helps, motivate, trigger,
give, support, enhance, activate
95 superficial minor, easy, external, surface,
shallow, flat, ceiling
96 tires wheels
97 trustee honestee, safer
98 unsurpassed unequal, unrival,
unbelievable, unique, unseen, incomparable
99 warranty guarantee, wheels
100 younger small

129



130

A quick examination of these errors reveals the dominance of errors attributed to
near-synonymy, paraphrasing, word-match, and literal translation in comparison to other
error sources. Perhaps the excessive number of errors attributed to these subcategories
over others is due to the confusability of near-synonymous words and the learners’ at-
tempt to fill in a lexical gap while, at the same time, remaining closer to the intended
meaning.

Though providing a blind word list has some advantages for both researchers and
learners, it is better for both of them to gain access to the environment or context of
usage, where they get a comprehensible idea about the error in question. To this end,
Figure (5.1) displays an edited concordancer of some of the learners’ errors found in both
learner and lexical translation corpora. A close look at the correct lexica given between

parentheses shows that these errors represent mots types of errors represented in the

COIpUS.
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Bl between the hwo countries.

%4 Slow (deliberate) study is useful in the far away (long run).

B Roads fixing (maintenance) 1= an endless work.

FE| Thousands of people participated in the birthday {Christmas) and top {Mew) Year celebrations.

E| 1t 15 difficult to call during the summit (peak) times

I5| Ali's office {desk) has been moved to the store”

E] | think that the parents are good for teaching children. specially, if the parénts are leamered {educated). the
children will become clever and may have more experience and more attendance in their society

| Finally. Rashale discovered (realized) that she had faulted {made-a mistake) when she did not admired him

before.

Bl Finally. | love Reem very much because her personality likes {pleases) me. She also listens well to me and
she 1s nearest friend to me.

ETil| lother is a school if you concem {take care of) her you produce a good generation.

LT We used not to offer {allow) any body to prevent us what we are doing. )

53 Al of these bad habits come also with little of practicing sports (exercising} make the health very bad.

EZ1 | think that Albert is a great man because he was able to put his name in histery books (secure a place in

history).

BF1| He has been raised {promoted) to a participant (associate) professor rank.

[T Mazen 1s usual {addicted) to drugs.

H

Figure 5.1. Samples of learners’ errors.

A check back with the corpus demonstrates that what might appear to be easy to
infer or understand in the list above is more often than not misleading, either locally
or globally. This results shows the large gap between the learner’s interlingual and the
native speaker’s norm. As a general precaution against broad generalities, we avoid such

guessing in favor of using the statistics presented in section 5.3 below.

5.3 Results Related to Research Question (5)

Research Question (5): What are the categories of learners’ lexical errors? And

what is the contribution of each category to the total number of errors?
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Indeed, it would be inconvenient to start discussing learners’ lexical errors indi-
vidually as presented in Table (5.1) or Appendix A. Rather, a more powerful tool for
understanding and gaining control over the investigation of such divergent errors lies in”
providing a taxonomy for the types of errors and compensation strategies employed by
the learners in their attempt to come up with the intended lexeme. A point to be made
clear is that the reason behind not allotting a separate category for collocational errors
in Table (5.2) is that such errors do not share one source or strategy. Rather they are,
as shown in section (5.3), attributed to a number of lexical sources and strategies (e.g.,
near-synonymity, word-match, synforms, creativity, paraphrasing). For this reason and
in order to avoid redundancy, it was more appropriate to classify them directly under
the sources or strategies they share.

Once the types of errors are classified, the next phase, dealing with frequency
counts begins. Categorizing and quantifying lexical errors as shown in Table (5.2) helps
researchers as well as readers identify:

e the errors that occur most frequently in learners’ performance
e the errors that are likely to impair comprehension significantly

A comparison of the numbers presented in Table (5.2) demonstrates that learners
use a varied set of compensation strategies to bridge lexical gaps. As intimated earlier,
the percentage of near-synonym errors is markedly higher than any other type in the
taxonomy. Another important distinction to note is that intralexical errors significantly
outnumber the interlexical ones. This provides further evidence against the erroneous
assumption of the strong version of the CA hypothesis, which claims that the mother
tongue is the principal barrier to SLA. Although word-match and literal translation
occupy second place in terms of the number of errors, they are still far less frequent than

the number of those attributable to near-synonymy. Avoidance and overproduction and

verbosity characterize advanced levels of learners, too.
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Table 5.2. Taxonomy of Lexical Errors

Category Freq. %
of Total
near-synonymy 1,786 28.1
lexical high lexicon 85 1.3
meaning hypernym, hyponym 123 1.9
intra- (sense relations) | converse and metonymy
lexical lexical synforms and homophones | 267 4.2
form close forms 71 1.1
creativity 217 34
word-match and 992 15.6
literal translation
simple word transfer 6 0.1
inter- negative repetition 436 6.86
lexical transfer rhetoric | overproduction | 411 6.5
and verbosity
underproduction | 64 1.01
overdifferentiation 3 0.05
intention match 289 4.5
paraphrasing circumnlocution and approximation 813 12.8
idioms and idiomaticity 174 2.7
avoidance 621 9.8
Total 6358 100

The foregoing discussion suggests that understanding learners’ errors requires four
consecutive steps: identification or eztraction, categorization, quantification and expla-
nation. Having already commented on the first two steps, it is now time to address the
third step. Much of the remainder of this section is taken up with examining qualitatively
the data presented in Table (5.2). As seen from the long list of lexical errors, along with
Table (5.1), these errors are divided into five major categories.

o Intralexical errors
e Interlexical errors

e Paraphrasing
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e Idioms and idiomaticity

e Avoidance

5.3.1 Intralexical Errors

-

This section, which consists of three major subcategories, lezical meaning, lezical
form and creativity, addresses intralexical errors, deviant items that occur as a result of
the influence of one or more of what Laufer (1990a) calls intralerical factors (a set of
intrinsic features related to the form and/or meaning of a given word) or the overextension
of learners’ previous knowledge to new rgles where it is inapplicable. Like intralingual
errors, the occurrence of intralexical errors is not limited to the NNSs. Rather, they are
likely to be found in the performance of NSs in some early stages of development or as
a result of fatigue or rashness. The importance of the lexical meaning or sense relations
subcategory stems from its being the highest in terms of the percentage of errors, not

only within the intralexical category, but also within all other categories in the taxonomy.

5.3.1.1 Lexical Meaning/Sense Relations

Evidence from neurolinguistics suggests that human beings store words in their
mental lexicon in terms of sense relations (James 1998: 151). Consequently, it is feasi-
ble to approach and categorize a considerable number of lexical errors in terms of such
relations. In order to make this idea a bit more concrete, it will be useful to analyze
a sample of learners’ errors attributable to five sense relations, namely, near-synonymy,
high lexicon, hyponym-hyperonym, metonymy and converses. Altogether, as Table (5.2)

demonstrates, these errors claim (31.36%) of the total number of errors.
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(1) Near-synonymy

It seems that imperfection is irradicable in all aspects of life, including language.
This failing explains the recent attempt to seek out idealism in semantics, which might
be captured by the “one form-one meaning” slogan, which was discussed by Geeraerts
(1997), who recommends the “isomorphic principle” for fulfilling this purpose. However,
the widespread occurrence of polysemy and synonymy and other sense relations make
this seem illusory.

Synonymy in its strict sense- -two words that can (in a given context) express
the same meaning including all meaning variants for two polysemous lexemes and all
meaning parts, i.e. descriptive, social and expressive meaning- -is difficult to find in any
variety worldwide. Yet, partial synonymy, two words that have one meaning variant in
common, is quite possible (Lobner 2002:46). Crystal (1996:164) states that “there may
be no lexemes which have exactly the same meaning.” Rather, there is usually some
nuance that separates them, or there is a context where one of the lexemes can appear
while the other cannot. Autumn and fall, for instance, are synonymous, but the former is
British English and the latter is American English. Also, while salt and sodium chloride
are synonymous, “the former is everyday and the latter is technical” (p. 164).

Jackson and Amvele (2000:93) furnish further support for the aforementioned ar-
guments by rejecting the possibility of having complete synonymity between any two
existing lexemes in a living variety:

Strict synonymy is uneconomical; it creates unnecessary redundancy in a language. To

have a completely free choice between two words for a particular context is a luxury that

we can well do without. Indeed, it would appear that where, historically, two words have

been in danger of becoming strict synonyms, one of them has either changed its meaning

in some way or fallen out of use.

As the findings indicate, no factor, whether intra- or interlexical, has had more

negative influence on learners in terms of incorrect lexical choices than near-synonymity.
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The frequent occurrence of near-synonymous errors is mainly, but not exclusively, at-
tributable to the learners’ insufficient exposure to native speakers or authentic texts,
where they could acquire sufficient knowledge of the contextual and collocational use of
related lexical items. The occurrence of near-synonymous errors in the output of all learn-
ers (regardless of their native tongue) makes this sense relation a universal challenge for
learners. What makes the problem of synonymy seemingly insuperable is its connection
with learners’ level. That is, it increases in the performance of advanced learners (Martin
1984). The following figures present various instances of near-synonymous errors, which

are tagged with NS.
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21 (NS)Thls i5 the program({schedule) for my study days

53| (NS)My house is a big and it is encompassed (surrounded) by different kind of trees.

2 (NS)inside it. there are four bed rooms and a wide (big) kitchen.

5| They try to behave and talk as (like) their parents.

B (NS)One of the most lovely habit{custom) in my country is how to present a coffee for our guests.

64| (NS)English 15 full of reductions{abbreviations)

$%| {NS)No stop anywhere if that will lead to traffic close{block).

S]] (MS)Khalid confessed that he deceived{cheated) in the exam

K[| (NS)The Parliament has corrected{amended) same of the articles of the constitution.

ERE| (NSMohn Kennedy was killed{assassinated) in Texas,

E7| (NS)Fathers are responsible for paying all monthly Tnvoices(bills).

@53 (NS)There are no empty(vacant) jobs now.

EEE| (NS)We did not enjoy our journey because the atmosphere{weather) was not good.

B (NSt is wrong to decrease(underestimate) or increase{overestimate) the matter.

ETS| The {NS) hole{gap) between the rich and the poor is rapidly increasing,

BF§| (NS)The messenger{envoy; of the American president confirmed hs would meet the Saudi Crown Prince.
B (MS)She present(offer) help for anyone.

gkl (NS)The persons who are interested in sport. can know the latest news of athletics and the news of the
i matches {games) anly by setting in front of television and show the news they prefer

BJ| {NS)The shortage(deficit) of the budget Is an indicatar of the failure of planning

»

Figure 5.2. Errors attributed to near-synonymity.
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It is relatively easy to see that each of the sentences in Figure (5.2) contains at
least one lexical error attributed to the near synonymity between synonymous lexemes in
the target language.y Sentence (1), for instance, shows that the learners has incorrectly
used ezcluding to stand for ezception based on the assumed synonymity between the two
lexemes. It is probable that the learner has successfully identified that the missing target
word should be a noun and was close enough to the target meaning, but s/he failed to
distinguish between the two lexemes contextually. Yet, it would be incorrect to assume
that the meaning of near-synonymous errors is always easy to guess and can be immedi-
ately obvious from the context without affecting the intended message as we saw in (1).
Rather, in many situations, such errors lead to a partial or global misunderstanding as is
easily seen in (10). Whereas correct and amend, the correct target, are generally synony-
mous, the receiver of (10) seems to favor two different interpretations rather than one if
s/he is given the same sentence with these two different lexemes. Due to the inherent dif-
ferences between the two lexemes, the average native speaker knows that the synonymity
between amend and correct is partial. Again, semantically speaking, sentence (15) does
not run smoothly. The substitution of underestimate and overestimate for decrease and
increase, respectively, might create a momentarily global misunderstanding. What drives
the learner to use decrease and increase instead of overestimate and underestimate is the
complete synonymous relationshii& between them, at least, from the his/her perspective.

The high percentage of errors attributed to near-synonymity (28.1) is on par with
results in the literature. Zughoul (1991) found that this category claims the highest
percentage of all lexical errors. Also, this category has the highest percentage of colloca-
tional errors in Farghal and Obeidat (1995). The higher percentage of its occurrence in

learners’ performance, in general, justifies its being the focus of numerous studies during

the last two decades (e.g., Martin 1984).
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While it is justifiable to attribute near-synonymous errors to the insufficient expo-
sure of learners to authentic texts, one should consider other possible factors, such as
transfer of training, whereby the lack of differentiation between near-synonyms is related
to teachers (Selinker 1972). Evidence in the literature also shows that bilingual dictio-
naries, which often lack contextualized examples, participate negatively in the spread of
the phenomenon. While dictionaries are indispensable tools for learners they are, accord-
ing to Kjellmer (2003), misleading, especially when demonstrating how words are used
idiomatically by native speakers. Kjellmer argues that dictionaries define synonymous
words in terms of each other, while, in fact, they are not totally synonymous. There
are three aspects to consider when it comes to the distinction between near-synonymous
words: (i) their frequency, (ii) their style and text type preference and (iii) their colloca-
bility. A check back with the near-synonymous pairs discussed above provides consistent
evidence that none of them are completely synonymous or interchangeable in all usage
contexts.

A final observation on synonyms might be made about the harmfully oversimplified
vocabulary lists that learners use throughout their study phases. More often than not,
tolerance of the learners’ lexical errors results in paying less attention to semantic as well
as contextual differences among the related words. The problem of oversimplification has
other harmful sides effects, as well. Fox (1979:68) argues that:

It is my observation that many English as a Second Language Programs are harming their

students by dealing for too long only with simplified structures and simplified vocabulary.

The result is that when the students leaves our programs, they are actually far from being

able to read unsimplified English which they are expected to read. The gap between the

academic English they are now expected to understand and the simplified English they
have been taught is too great.
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(2) High lexicon

In her influential article, Advanced Vocabulary Teaching: The Problem of Syn-
onyms, Martin (1984:131) argues for the connection between culture and high style of
writing:

students from cultures that require “high” style of writing produce a prose resembling this

excerpt from a composite of student efforts to describe their ride to school: we board a

bus, not waiting for the tardy ones, who rush lest they should miss it, vantage seats are

sought and occupied, and much advice is tendered as over half a century of souls swarm

into the vehicle.

Indeed, the diglossic sif,liati‘on in 1§rabic (the side b); side existence of a prestigious
or formal varietff and a common or colloquial variety of a language) feeds the interactivity
between learners’ linguistic and cultural backgrounds and their attempt to use a high
lexical style in the L2. Consequently, learners, as illustrated below, prefer to use high
lexical items instead of the common ones, assuming that such words will have the same
effect on the L2 audience that Arabic pretentious classical big sounding words have on
their own L1 audience.

The use of high lexicon in the interlanguage literature of Arab students of English is
confirmed in Zughoul (1991), who uses the term verbosity to refer to this subcategory. In
their attempt to come up with lexical items that make their writing seem more impressive
and literary, learners, he argues, tend to incorporate long and artistic words. Crucial
support for to this argument might come from learners’ L1 where the use of pretentious
words is a key factor in the evaluation of a piece of writing. Examples of a high lexicon,
which comprises 1.34% of the total errors, are shown in Figure (5.3). The extracting of
lexical items classified under this subcategory would be tedious without the use of both
the frequency indexer, which enabled us to identify all such pretentious words, and the

concordancer, which enabled us to examine the contextual use of such items.
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E {HL)The bus finally came and she got on prior tofbefore) searching inta her pocket for bus fare.

] (HL)He works as an employee in the agriculture Ministry and he was i his billet {job}for twenty five years.
(HLjMany countries agenize(suffer) frem different kindly of the crime which make these countries loaking for the suitable
rules or ways to stop this back and dangerous habit which constituents a huge danger in the society.

A& {HL My house is a big and it is looped{surrounded) by different kind of trees.
{HL)Leaming about past is propitious (advantageous)for svery body it teach us about or life. what we make/shat we created?

B (HL)Studies have proffered that these two. steps will help youquit for good. you have the best chance of quitting if you use
them together.

§T0] (HL}He (the young man) plummetedfell} in love with an beautiful giris who lives in the same street of his house.

BEH (HL) . we have different opinicn about something but this doesn't stay as drawback{disadvantage) in our feeling and friendship

M| so the successful and reliable friendship.

&l (HL)As an example. child may be replicate(immitate) his parents in their prays. and he leam that is a good behavior because

| his parents do that

[&BJ] (HL)This situation was melancholy {misery)and very sad to me and our family.

ﬁ {HL}Jordan is an eminent (famous/prominent)country in the middle east it population is 4,500,000 and there are many
historical and beautiful places in Jordan and it has the lowest point in the world the dead sea.

ﬁ (Hl‘.})lBl:it‘I sometimes a few children encounter difficult and problems because weak realize this thing will ameliorate{get better)

@) in the future. .

[Tﬁj {HL}The man who | am dream of him should be smart, shipshape {tidy}. sociable. lovely and the most important thing is to
had a university proof.

E¥2] (HL)On the other hand. the ability of reading is step for you if you want te work in a good job because there is kind of jobs
needs a high qualifiedness which you get by reading and studying as a result you can eam a lot of maney.

m {HL)Also | hape that when | finish or graduate from the university. | can find a chore(job) easily so that 1 could complete my

B study in linguistics. (HL)Even the fiends you cant found them because there is ne amicable {fiendly} relation between
people

BE]| (HL)The nevs form of communication is e-mail which is special address to every person who has it's password. this is new

B! method to swap {exchange)and applied the information in our study

I {HL)Therefore she has more enlightment (knowledge) for their needs and customs

ps—

Figure 5.3. Example of errors attributed to high lexicon.

From the data given in Figure (5.3), it seems incontrovertible that each lexical item
next to the lexical item in parentheses is an example of high lexicon. Due to the similarity
between this category and the preceding one, then, it is useful to question whether it is
possible to classify high lexicon errors under the near-synonymy category. The answer to
this question is affirmative, but it is not preferred. To justify the classification of these
errors under a separate subcategory, a questionnaire with five multiple-choice questions
was used (See Appendix J). In each question, thirty randomly selected students were

asked to choose lexical item that they prefer to use in formal communication, assuming
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that all three items are completely synonymous. Two of the given items (e.g., strength and
force) are well-known to them, while the other (e.g., potency) is somewhat unfamiliar. 104
out of 150 obtained answers favored the items classified under high lezicon category. Such
findings (which explains the use of covets instead of wishes in sentence (1), melancholy
instead of misery in (13), etc.) influenced the preference for classifying these errors under
a separate category.

In summary, learners’ use of high lexicon might stem from their L1, where employ-
ing classical and impressive words is widely preferred in writing as well as formal speech.
Yet, this reason is not likely to exclude another possible reason, whereby using a high

lexicon aims at demonstrating the learner’s advanced level in the target language.

(2) Hypernym-hyponym, metonymy and converse relations

Learners’ writing is characterized by the frequent use of generic lexical items (e.g.,
people) to stand for more specific ones (e.g., men) and vice versa. Such senses are often
referred to in literature as hypernym and hyponym. For Lobner (2002:85), “an expression
A is a hyponym of an expression B iff the meaning of B is part of the meaning of A and
A is a subordinate of B.” Crystal (1996) illustrates this relation with the following tree

diagram.

Flower Hypernym/superordinate

daffodil tulip rose  pansy Hyponym

Figure 5.4. Hypernym-hyponym relation.
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Drawing on the tree @iagran}, daffodil, tulip, Tose and pansy are hyponyms and
the top lexeme flower is the hypernym. Thus, the meaning of the more specific items
(daffodil, tulip, Tose and pansy) includes that of the top/superordinate lexeme flower.

Though they do not match the hyponym-hyperonym sense relation in terms of
the number of occurrences, the occurrence of converses, a sense relation which refers
to the same relationship from opposite viewpoints, indicates that they are, to some
extent, problematic for learners. Figure (5.5) presents some of the examples of hyponym-

hypernym, metonymy and converse relations found in the learner corpus.
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{HH)In middle o ildren) are combine together in small groups, sing a

special with 2 beautiful music and they rise a round houses.

| (HH)As a result. the police advice the fathers'{parents) child to be very cautious and alert of their son

G| (HH)! thanks for all the teachers{professors. instructors) in Alabayt and all the workers in it because | believe

that they work hard

| (HH)i won't forget it, later we {the family) came back to our dermitory {house or aparatment) and began

talking and remember what happened.

, (HH)Looking after children is one of the most important jobs in life because later on they will be the

men(people) of the future who serve-and build their countries. il

(HH)First the pollution of air is very dangerous on our lies and our children, this pollution is coming from

thousands of cars{vehicals) on our cifies.

@3 (HH)We should plowing the arable land by machine (tractor), all they help to improve the agriculture and grow
up by a good level. )

W] (HH). because people affect ed by the news in T.\.., newspapers.

L_gj (HHYOnce she bought trousers, shitts and similar things(clothes) te poor students in Eid- El-Edha.

[‘I_Fj {HHjit {pollution} carries out flu, allergy, cancer, fearer, stcetera.{diseases) {HHjHe was standing on his

home(room kitchen, etc.) window.in the upper flour and look-at her.

K| (HH)We are now in the third centuryimillennium, but peoplé don't find enough food in some places.

[&F2| (HH)This a story {novel) by Najeeh Mahfooth.

{HH)In a lot of countries in the Europe and America, people have animals{pets} that live with them in the

same house. o T

{HH)F ace lift {cosmotic surgeiries)is not covered by health insurance

(HHimy father who spent all his life in leaming us {me and my brothers} and .

Figure 5.5. Errors attributed to hyponym-hypernym, metonymy and converse relations.
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A careful investigation of the given data shows that all types of errors exempli-
fied in Figure (5.5) can be accounted for in terms of the aforementioned sense relations.
In sentence (1), for example, the learner has used the included boys to stand for the
superordinate lexeme, children. While the classification of this category under intralex-
ical factors is consistent with the literature, much evidence indicates the possibility of
classification of such errors under interlexical factors. A clue to how this kind of error
might be classified under interlexical factors rather than intralexical factors comes from
sentences (1) and (5). The use of the lexemes boys instead of children and men instead
of people might be attributed to the deeply rooted masculinity of the learner’s L1, where
masculinity is almost always the default case in all language domains. For instance,
all Arabic verb roots have an inherent masculine gender. In the context of language
masculinity, it is important to mention that some Arabic words change their meanings
when feminized. For example, the meaning of the masculine form muSib ‘he is correct’
becomes ‘she is a diaster’ when feminized to muSibah. Also, the meaning of the naaib
‘he is a representative’ (masculine) becomes ‘she is a diaster’ when feminized to naaibah.
Furthermore, the use of the masculine forms to stand for feminine ones is possible (e.g.,
‘abawein ‘fathers’ is used to stand for ‘;arents’ while it is impossible to to use mothers
to stand for the ‘parents’).

Unlike sentences (1) and (5), sentence (7) presents a counter example, where the
hypernym machine is used to stand for the hyponym #ractor. A possible explanation for
the use of machine instead of tractor might be that the learner was just literally trans-
lating from his spoken variety of Jordanian Arabic, where the word makineh (machine)
is often used to stand for the word tractor.

Sentence (11) exemplifies another sense relation called metonymy (a part-whole
relationship), whereby the token century is used to stand for millennium. Another ex-

ample of this relation is clearly seen in (14), where face-lift (hyponym) is used to stand




144

for cosmetic surgery (hypernym). The last sentence (15) exemplifies a converse relation,

where learn is erroneously used to stand for teach.

5.3.1.2 Lexical forms

Errors attributed to inEo‘rrecﬁ selection of forms are apparent and tend to appear
regularly in the learner cc;rpus. Such errors are classified here into three categories,
namely, ‘synforms’ (similar lexical forms), ‘homophones’ (similar lexical phones) and
‘close forms’. Laufer (199;, cited in*James 1598:145) identifies six features in which pairs
of synforms (e.g., floor vs. flour) can bg similar: the;r can (i) have the same number
of syllables, (ii) have the same stress pattern, (iii) be of the same word class, (iv) have
the same initial part, (v) ha,vz some phonemes in common, and (vi) have phonemes with
shared features. Homophones, on the otiler hand, refer to a falsified use of a lexical item
that is phonetically similar toﬂ another one in the target language (e.g., buy vs. by).
However, in most cases neither synforms nor homophones lead to any kind of global
misunderstanding. All other instances of incorrect selection of forms (e.g., fluence vs.
influence) are classified under close forms. It should be made clear that the classification
of suite and suit, and buy and by, which are homophones, under two different categories
(synforms and homophones) is ascribed to their different word classes; whereas suite and
suit belong to the same word class (nouns), buy and by, on the other hand, belong to
different word classes (verb vs. preposition).

In all the examples shown in Figure (5.6), there is an obvious confusion over the
lexical form of the given words. From a semantics perspective, misunderstanding resulting
from these confusing words is often resolved from the verbal or nonverbal context. The
substitution of flour for floor in sentence (2), and suite for suit in (6) are ascribed to

similarity among the forms of these lexemes (synforms). In numerous cases, however,

errors of lexical forms are ascribed to the learners’ inability to distinguish between close
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(LF Yibn Kafaja School contains five flours{fleors) Each flour{floor) has many classes
£]| and may be the apposite this dew {due) to that the children from theirs young just make acquisition
BB (LF)T Vs are fike of other devices, they would make a good result if used in a good way and vise(vice) versa

BE| (LF)l was cocking. cleaning. washing and of course goes with my relatives to beautiful sightsi{sites) and my
brothers

i or negative way
EF (LFJThere 1s disagreement in deﬁmng literature. some say that it is the test the aural{oral) and written test and
imagination but this includes all types of writings even advertisements
K| (LF)First. it's a near university and easy translation{transportation) because | live in the same area {Mafrak)

F2 (1 F)So we have to put the end of this tragic and obligate these people to apply the low(law). because it's the right of
any alive or human to senice

EG3| (LF)They present you the first one hold all of the love mixed with a high made Arab coffee, if you want another one
you wellnt{will not} Shake the cub, then another ane will hold an out of sugar coffee.

(LF)it may be a dangerous device if we perform violence films which force our children to imitate the hero or the
night(knight} of this film or that .

{LF)Her car broke down in a dessert{desert) road
{LF)\any teachers assin{assign) homework to students everyday

*JB {LFMoreovar. sending soldiers aboard({abroad) to keep peace among fighting parties is also another effective way of
help

B (LF) He succeeded his father to the thomithrone) in 336 B C
l

Figure 5.6. Errors attributed to lexical forms.

vowels in the target language as shown in the word lift in (9). Homophones are clearly
shown in (3) dew vs. due and (7) by vs. buy. Close forms, on the other hand, are shown
in (11) fluence vs. influence and (13) translation vs. transportation.

In the context of lexical errors, although beyond the scope of this study, it is relevant
to mention the numerous distortion errors that occur due to the application of one of
four potential actions described by Dulay et al. (1982). These include errors attributed
to omission (e.g., comftable), overinclusion (e.g., dinning), misformation (e.g., delitous)

and misordering (e.g., littel). James (1998), who is not satisfied with the label of Surface
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Structure Tazonomy suggested by Dulay et al. (1982), adds another type called blends,

which is a “typical of a situation where there is not just one well-defined target, but two”
(p- 111). But can all errors that result from the application of these types be classified
under the lezical forms of the given taxonomy in Table (5.2)? Obviously, the answer is
negative, because that taxonomy includes only the misselected lexemes resulting from

synforms, homophones or close forms.

5.3.1.3 Creativity

Creativity in language learning, which seems to be an axiomatic aspect of learners’
intelligence, often leads learners to create new nonexistent lexemes in the L2. Connor
(1996) relates “creative construction” in language learning to several sources such as
“learners’ limited knowledge of L2, knowledge of L1, and knowledge of communication,
the world, and other human communicators” (p.12). Creation of nonexistent lexemes is
not restricted to learners, but rather it is also found in NSs’ performance in early devel-
opmental stages (Politzer:1973:48). Errors of creativity are sufficient to justify Selinker’s
coined term, interlanguage, which is based on an in-between system that belongs neither
to the L1, nor to the L2.

Figure (5.7) brings into focus the fact that learners’ errors are not limited to the
confusing existing synonyms, synforms or close forms. Rather, in their attempt to fill in
a lexical gap, learners sometimes create, by false analogy, new nonexisting words in the
target language. At the center of these strategies are false derivation, overgeneralization
and word coinage, which together claim 3.41% of the total percentage of errors. The
extension of a previously learned rule or stra;egy to new situations where it is inappro-
priate is the common feature among these three strategies. The term creativity is used
here to capture the essence of these innovative processes. The examples shown in Figure

(5.7) (tagged with CR) are instances of learners’ creativity.
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Figure 5.7. Errors attributed to creativity.

As example (1) demonstrates, the learner, by analogy, has derived the nonexistent
noun cookery from the verb cook. The learner may have erroneously applied his or her
previous knowledge of derivation of similar nouns from verbs such as bake (e.g., bake-
bakery) to the verb cook. It should be mentioned that, though it is not used in American
English, the noun cookery is used in British English to refer to the act or art of cooking,
but not a place where cooking occurs.

Likewise, the extension of a previously learned rule concerning the addition of the
-er suffix to derive nouns from verbs, may explain the incorrect output in (8). However,
ascribing errors of creativity entirely to the influence of the rules of the target language on
each other and fully freeing the L1 from the blame might be questioned. The abundance

of errors attributed to morphological derivation in the learners’ language, in particular,
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demonstrate that learners are, to some extent, affected by their L1, whose productivity
heavily depends on derivation. In view of these remarks, it is rather easy for most Arab
students of English to overcome lexical gaps in the target language by deriving many
unknown lexemes once one member of a word family is available for them.

In (4), the learner resorts to ‘word-coinage’ strategy to compensate for his /her lack
of the lexeme in question. The creation of firecoat to stand for fireproof coat has resulted
via a false analogy from a similar previously learned lexeme raincoat. Apparently learners
produced numerous ill-formed lexemes by simply applying a similar previously learned
rule or strategy in a new situation where it is inapplicable.

However, in sentence (6), the situation turns out not to be as clear as it might
be since the derivation process was preceded by an intermediate stage. The learner
apparently derived jewelrly from jewelry by a false analogy attributed to the native
derivational process, whereby the learner derives the adverb jowhary ‘fundamentally’ and
the noun jawacher ‘jewelry’ and the adjective jowhar ‘essential/fundamental’ from the
same oot jwhr, and then by another false analogy s /he extended the previous knowledge
of adverbial derivation in the target language (adding the -ly suffix) to the derived form.
The result was a nonexistent lexeme jewelrly. In (14), it is clear that the learner has
erroneously extended his previous knowledge of creating comparative adjectives with a
one-syllable base to the two-syllable adjective.

Errors of creativity have received much attention in the literature under different
titles such as overgeneralization, word-coinage, derivativeness and creativity (Richards,

1974, Zughoul, 1991, Yang and Xu, 2001, among others)
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5.3.2 Interlexical Errors

To put it at its most basic, interlexical factors refer to the direct or indirect influence
of previous linguistic knowledge, whether resulting from the mother tongue or any other
previously acquired or learned language, on the lexemes of the language being learned.
In numerous previous studies conducted on SLA, language transfer has been attested to
correlate to the learner’s level of proficiency. Several studies conducted on SLA (e.g.,
Pouslisse and Bongaerts 1994) found that the more transfer involved, the lower the
proficiency in the L2.

Though it reaches back to the 1940s (e.g Fries 1945), the concern with interlex-
ical errors, in its current sense, emerged in the literature that followed the pioneering
article of Selinker, Interlanguage, in 1972. It is important to emphasize that although
all the following subheads address the issue of transfer from different angles, their direct
involvement in learners’ deviant writings varies widely. This set of interlexical factors
has witnessed, and is still witnessing, numerous changes due to ongoing research on con-
trastive rhetoric as well as contrastive learners’ corpora. Throughout this section, we will

explore various instances of interlexical errors.

5.3.2.1 Word-Match and Literal Translation

Among the six interlexical factors shown in Table (5.2), this subcategory, statisti-
cally speaking, is the highest in terms of the percentage errors 15.60%. As the title reveals,
this subcategory consists of two strategies, namely, word-match and literal translation.
Word-match is used here to refer to two words with distinctly separate meanings and
uses in the target language that are expressed in the source language by one single word
(Lombard 1997:61). As will be illustrated ahead, errors of this subcategory oftentimes

result in lexical items that are neither the target words nor synonymous of the target
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words. To expand on this a little, this subcategory may reflect the richness of one lan-
guage compared with another one. As an exceptional borrowing language, English is
clearly very rich in lexicon vis-a-vis any other language worldwide. When it comes to
Arab students of English (whose native tongue is not as rich in lexicon as is English),
this subcategory claims a huge number of errors, which are attributable to the lexical
richness of the target language. Sometimes, however, it is apparent that the blame should
be placed on the learners or their spoken variety, especially when the standard variety of
their L1 makes a distinction between the two lexemes in question.

Literal translation, on the other hand, has received more focus in the literature
than any other subcategory listed under interlexical factors. The learner simply replaces
a word in the source language with another equivalent one in the target language by a

direct translation. Oftentimes, this strategy results in obscuring the intended meaning

as shown in Figure (5.8), where each error is tagged with (LT).
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{LT) This act drived other customer to fight against them
T (LT} The father took himself ta the police to get his son from the man whe found in the confusion.
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RIS|{LT) This reality 1s that people unready to help each others.
[FE3 (LT) The summer time begins in April

@ {LT) There is no cut evidence which convicts Maher.

REH (LT) Omar is a wandering seller
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Figure 5.8. Errors attributed to word-match and literal translation.

As can be readily observed from the examples cited in Figure (5.8), each sentence

has at least one lexical error attributable to either word-match or literal translation.

Semantically speaking, many of these examples sound awkward to the native speaker, or

any receiver whose native tongue is not Arabic. Accounting for the differences between

the learners’ sentence and the English norm requires a comprehensive understanding of

the context of usage as well as a good command of the two languages.
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(1) Learner’s sentence: The body sport activates our minds and help them...

(1) Intended: Physical sports stimulate our minds and help us...

(2) Learner’s sentence: The father ook himself to the police to get his son from the man
who found in the confusion.
(2) Intended: The father went to the police department in order to get his son from the

man who took him during the figh.

Lexical choice errors in both examples are attributed to either literal translation or
word-match. In sentence (1), for instance, the learner’s use of body and activate instead of
physical and stimulate (respectively) is attributed to word-match. In the second sentence,
however, the use of took instead of went is attributed to literal translation. It is obvious

that the learner was literally translating from his spoken variety into the target language.

wa, ’akhath Halu lashurTah
and took himself (the father) to the Police.

‘He (the father) went to the police department.’

A close look at the first eleven examples in Figure (5.8) indicates the learner was
just translating from his native spoken variety without paying any attention to the notion
of contextual appropriateness. Sentence (12), on the other hand, exemplifies a frequently
committed error attributable to word-match. In Arabic ‘library’, ‘bookshop’ and ‘book-
store’ are referred to as maktabah (library). So, the learner makes this error due to the
lack of differentiation between the two target lexemes in his native tongue. Word-match

is once again responsible for the production of the lexical error in (20). In Arabic, the

verb yathoor collocates with ‘volcano’ to mean ‘erupt’, with ‘soldiers’/‘fighters’/‘people’
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to mean ‘rebel’, and with ‘explosive’ to mean ‘bomb’.

5.3.2.2 Simple Word Transfer

As the title shows, this category, which claims only 0.1% of the errors, represents
another compensation strategy, whereby the learner directly resorts to his/her native
tongue to replace the missing (equivalent) word or expression in the target language
in order to maintain communication. The use of this strategy, which is more common
in speech than in writing, reflects not only a gap in the lexicon, but also a failure in

employing any of the compensation strategies mentioned in Table (5.2).

Y Viewer & Dual Text Aligner- [swi-txd] BEE I
& rFls Edit View Settngs Window Help = B |1 55 |

E {SWT)Are not they ask themselves who has AL-FADIL(the virtue} to live in this life?
@ {SWT)There are still peoples who strive for HAG TAGREER AL- MASEER(right of self-determination).
F3 (SWT)Anyway, my story that during that | joumey the ship TAGAM(crew). faced a real dangerwhich got into'the
;| ship and started to take us one after one
(SWT)When ! entered that building in first time | feel sorry and | MUHBATAH(frustrated) that its very small and
simple university and its so far from my home in Amman

f <t - = -

Figure 5.9. Errors attributed to simple word transfer.

In sentence (1), the learner uses the word fawateer to stand for the missing target
word ‘bills’. Hagq tagreer al-maseer in the third example stands for ‘the right of self-

determination’, which appears to be difficult for learners whose exposure to political

texts is minimal.
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Whatever the reason behind the variety switching in the cited examples (lack of
lexicon, difficulty in retrieving the lexicon, etc.), it is apparent from the very low number
of such errors compared to other categories that this is the learners’ least favored strategy.
Support for this argument is drawn from the learners’ apparent preference for avoidance
over resorting to their L1 as illustrated below.

It seems that the learner, who might have found himself unable to paraphrase the
target lexeme or expression, considered two options: either to avoid it or to resort to
his/her L1. It may be possible that learners, when they resort to their mother tongue,
know that their use of L1 lexemes would be understandable simply because their receivers
share with them the same linguistic background. It follows that, if the learners had
known that their texts are addressed to non-native speakers of Arabic, they would have
not resorted to such a strategy. Insfancesu of simple word transfer are attested in several
studies conducted using the learners’ spoken discourses (e.g., Al-Khaniji 1996). It is
relevant to note in this context that word transfer or code switching in the written and
spoken discourses is viewed from different angles. While it is a means of solidarity,
facilitation in the spoken discoursé (e.g., Rolin-Tanziti 2002), it is a sign of lexical gap in

written discourse.

5.3.2.3 Rbhetoric

While superficially appearing to be English, close inspection of the learners’ inter-
language shows that learners, to some extent, use English orthographically, but still think
and organize their thoughts in their L1. It would be rare to find a piece of writing in the
corpus that avoids this phenomenon. Strictly speaking, employing L1 rhetoric in the pro-

duction of the L2 has shown serious negative consequences. Kaplan (1966) indicates that:

Foreign students who have mastered syntactic structures have still demonstrated inabil-
ity to compose adequate themes, term papers, theses, and dissertations. Instructors have
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written, on foreign-student papers, such comments as:“The material is all here, but it
seems somehow out of focus,” or “lacks cohesion.” And these comments are essentially
accurate. The foreign-student paper is out of focus because the foreign student is employ-
ing a rhetoric and a sequence of thought which violate the expectations of the native reader.

1

]
Such findings provide clear-cut evidence ‘that L1 influence goes beyond simple de-

vices to involve other larger aspects such as rhetoric. Support for this argument comes
from the documented use of various features characterizing learners’ L1 rhetoric (repe-
tition, parallelism, subjectivity, excessive use of emphatics, meager use of hedges, lack
of paragraphing and vague expressions, et;.) throughout the learner corpus. Having al-
ready discussed most of these features in chapter 4, much of this section will be devoted
to commenting on both repetition and parallelism. However, for statistical purposes,
instances of overproduction and verbosity and underproduction discussed in chapter 4

are included under this category ‘rhetoric’.

1

+

|

!

(1) Repetition {
The overuse of repetition at various levels (e.g., morphological, phrasal, syntactic
and semantic), as shown below, furnishes powerful evidence of the continuous presence of

]
L1 rhetoric during different phases of L2 acquisition. It should be noted that the heavy
reliance of learners on repetition is ascribed to their L1, where repetition has multiple
rhetorical functions. Abdullah (2001) a.rgueslthat repetition serves several functions in
Arabic such as emphasis, exaggeration, or the creation of parallel structures. In his arti-
cle, The Discourse of Arabic Advertising: Preliminary Investigations, Gully (1996-1997:

|
22) states that the main effect of parallelism “would seem to be a reinforcement of the

+

qualities of a product in almost mnemonic fashion through repetition of linguistic pat-
}
terns.” Repetition in the learner corpus surfaces primarily in three forms, namely, lexical

couplets, simple repetition and content repetition. For consistency, this study distin-

guishes between overproduced lexical items on the full corpus basis, resulting from the
{
§

|
|
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word list comparison between the two corpora and the simple repetition on an individual
(essay) level based on the contextual use. For instance, the excessive use of the first
person pronoun I (1,433 times) in the learner corpus is an example of overproduction
whereas the repeated use of the word future in one essay, as illustrated below, is an

example of simple repetition.

(i) Lexical Couplets
An additional frequently overlooked feature that characterizes learners’ writing is

the lexical couplet. Lexical couplet, in its simplest sense, refers to two near-synonymous
words or expressions connected by either the coordinating conjunction and or the dis-
junctive but. Although lexical couplets are not as productive a structure in contemporary
English writing as they once were (Johnstone 1991:37), then, their frequent use in the
learner corpus is attributed to the influence of L1 rhetoric, where this phenomenon is
widespread. Johnstone (1991:37) defines a lexical couplet as a structure of the form A/B
which meets the all following three criteria:

1. X is a coordinating conjunction, usually additive (and; Arabic wa) but occasionally

disjunctive (or; ‘aw).
2. A and B are synonyms, if they are single words, paraphrases if they are phrases...

3. The structure AxB has a single referent; it is used to refer to a single object, action,
or state, rather than two temporally or logically discrete objects, actions or states.

Figure (5.10) presents three examples of lexical couplets in the learner corpus.
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Figure 5.10. Examples of lexical couplets in the learner corpus.

A cursory reading of the three examples set out in Figure (5.10) shows that each
sentence contains a pair of near-synonymous words conjoined by the coordinating con-
junction and. One sees in these instances the possibility of omitting either of the near-
synonymous pairs with no or a minimal effect on the overall meaning of the sentence. In
sentence (2), for example, it is possible to omit equally or fairly, or even both of them,
with no violation of the intended message since the meaning is preserved by paraphras-
ing without discrimination. Sentence (3) also shows another example of lexical couplets
(happy and glad), where, semantically speaking, the deletion of either one will have no

impact on the overall message.

(ii) Simple Repetition

Simple repetition (repeating the same lexical item) is another feature characterizing
the learner corpus. In addition to its function as a cohesive device, simple repetition is
used chiefly for persuasion. A close look at lexical reiteration in the learner corpus shows
that this type is used more frequently in emotional and serious contexts to persuade the

receiver regarding the sender’s message. In the learners’ writing, there are numerous

~
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occasions where simple repetition serves several functions simultaneously, as illustrated

in Figure (5.11).
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somebody with of without a reason which are so common in these societies and | believe it is very bad to have
such crimes in our society and many enormity crimes and it lead to corruption
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Figure 5.11. Examples of simple repetition in learner corpus.

Sentence (1) might be seen as explicitly a functional repetition. The learner, who
is discussing a very important aspect of her future life, is trying to convince the receiver
(via repetition) that a husband, for her, means future and thus, her selection of an ideal
husband is a key to success in her life. In this sense, the deliberate repetition of the word
future is aimed at emphasizing the relationship between the two variables (husbend and
future).

A similar analysis applies to sentence (2), though the excessive repetition of the
word crime is better considered emotionally rather than literally. Taken together, these
examples (1) and (2) offer empirical evidence that emphasis is often imparted, at least

from the learners’ perspectives, via repetition.

(iii) Content Repetition
Content repetition, which has been also attested in previous literature as a rhetori-

cal device in Arabic (Johnstone 1991), is too obvious to be missed in most essays providing




159

the database for the learner corpus. In numerous cases, the entire message of a para-

*

graph or an essay is nothing more than the repetition of a message conveyed by the topic

sentence as shown in Figure (5.12).

-
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K lkillers diseases are caused by smoking.smoking effect on health is not limited to cancer but also to other

 {idangerous diseases.Doctors tell us always not to smoke because it is bad for our health. i

Figure 5.12. An example of content repetition carried out by lexical repetition.

It is obvious that there is a single message in this extract, viz. smoking is dan-
gerous for one’s health. Thus, it seems quite likely that the learner has kept massag-
ing and repeating the topic sentence instead of developing or supporting it. Content
repetition, as exemplified in Figure (5.12), is largely carried out by lexical repetition
(smoke+people+health-+affect+-death/die). However, in many situations, content repe-

tition is largely accomplished by variation of words and expressions.
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i1 am student in A-Albayte, 1 like my university But 1 dont like the subject English because I don't want this
subject,when | want go to the university.| was leaming the low.But my mother refused this idea.English major is
4 not suitable for me, but it is not my wish.! hope to move to the specialization | love more English is excellent for
¥ !students but not for myself. Low is better.! love low more than English.

Figure 5.13. An example of content repetition carried out by word variation.
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As can be readily seen in the above figure, there is one message repeated by word
variation: I don’t like my magjor (English), but my mother wants it. So, except for the
message expressed by the topic sentence, there is no new information, just a fepetition

of what has been already stated.

(2) Parallelism

Another feature characterizing the learner corpus, which is also attributable to
L1 influence, is parallelism, a similarity in the syntactic structure of a set of words in
successive phrases, clauses or sentences. This feature, which is created by the repetitive
patterns, has been noted in previous literature about Arabic (Kaplan 1966, 1972, Al-
Jubouri (1984), among others). Kaplan (1966, 1972) argues that parallelism in Arabic
writing was a result of the influence of classical Arabic and the language of the Holy
Koran. This, according to him, explains the preference of coordination over subordination
in Arabic. In this sense, the excessive use of parallelism and coordination is considerably
attributable to L1 influence.

The widespread use of parallelism in the learners’ L1 could explain the presence
of the strings of grammatically parallel syntactic structures in the learner corpus. Em-
pirical evidence presented in the corpus supports Henry’s (1993) argument concerning
the general tendency of using parallelism in sentence predicates (Henry 1993). Figure
(5.14) exhibits four instances of syntactic parallelism. Three of these involve the same
pattern (avoid + gerund + and + gerund) conjoined by the coordinating conjunction
and.

avoid-+smoking-+-and-+-eating

avoid+eating+and--consuming

avoid+drinking+noun-+and-+noun

avoid-+sleeping-+and+working+adverb
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Figure 5.14. Examples of parallelism in the learner corpus.

Notice that simple repetition (avoid and and) and parallelism go together and
bolster each other. In the course of quantification, only stigmatized repeated lexemes

whose use has no function in the L2 have been tagged as unfavorable.

5.3.2.4 Overdifferentiation

It is axiomatic that a learner’s L1 keeps revealing itself at various stages of L2
development. While this influence is frequent in the first stages, through time, it decreases
to a minimal level. It is important to note that no part of L1 reveals itself in the L2 more
clearly than the lexicon. In the context of corpussanalysis, there are three examples, at
least, where some lexic;al items and expressions are used erroneously not as a result of a
lexical gap, but rather as a result of overdifferentiation. The term overdifferentiation is
used here to refer to the extension of lexical distinction of the L1 into the L2, in which
no such distinction is used. Though it comprises only 0.05% of the total percentage of

errors, the occurrence of this category at the lexical level may indicate its occurrence at

other levels, too. This type of error occurs where the L1 is lexically richer than the 1.2

in the field where the errors occur. This explains the presence of such errors in kinship
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terms, where Arabic is unquestionably richer than English. Figure (5.15) presents two

errors attributed to overdifferentiation.
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Figure 5.15. Errors attributed to overdifferentiation.

Unless the context is taken into consideration, errors of this category as shown in

sentence (1) occasionally appear to be a type of paraphrasing. It is crucial to go through

the entire text in question to examine whether such errors are used here due to the.

ignorance of the target lexicon or to overdifferentiation. In sentence (1), for example, the

learner’s use of my mother’s brother’s daughter is not likely to be a type of paraphrasing

when we find out that the same learner used cousin (to refer to his uncle’s son) and

uncle in the previous paragraph. What explains the use of this lengthy expression is

the learner’s attempt to extend the kinship term distinction in his/her L1 to the target

language where no such distinction is made. Again, the second sentence exemplifies

another error of overdifferentiation. By using the word horse, the learner no doubt has

full knowledge of the target lexeme, but s /he resorts to what seems to be paraphrasing

here just to convey a lexical distinction used in his/her L1.
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5.3.2.5 Paraphrasing

Maintaining their intention via the words and expressions they use is a difficult
and consistent challenge for learners. For this and other relevant reasons, we might
prematurely assume that the excessive reliance of learners on paraphrasing in this striking
manner is attributable to the learners’ attempts to express their ideas and thoughts in
the target language with a minimal violation or obliteration of the intended message. As
the figures of Table (5.2) show, this subcategory comprises 12.79% of the total number of
learners’ lexical errors. More often than not, circumlocution results in empolying several
lexical items to stand for one word or expression. Approximation, on the other hand,
results in a vague or imprecise word or expression whose meaning depends on the context
of usage- i

As the data in Figure (5.16) show, Ehe primary feature of paraphrasing and cir-
cumlocution is wordiness. Though counter examples are not unlikely, all instances of
paraphrasing shown result in using more words i;han necessary.

The question that arises is whether it is possible to rely on the context to define tile
intended meaning of the paraphrased lexeme. Empirical evidence given in Figure (5.16)
reveals that context is not always likely to be helpful. In sentence (1), it is obvious that
the intended meaning (abortion) cannot be discerned at sentence level. By paraphrasing
abortion, the target item, into losing a young baby, it is obvious that the receiver is likely
to understand a different message from the one intended by the learner. Generalizing
from sentence (1) and applying the generalization to the subsequent examples can lead
us astray. A look at (5) restore our confidence that paraphrasing does not necessarily
result in destroying the intended message either totally or partially. In this sentence, we

see that the learner has paraphrased the word abroad into outside the couniry. So, the

meaning is preserved.




sER[=EEz[v]

_2] (PR)Mazen is taking drugs daily(addicted}) to drugs
Bl (PR}This woman does not give birth {barren) .
K (PR)The number of person who ask others for help (beggers) is increase around the world.
B5l| (PR)Studying outside the country {abroad) is financially expensive.

S| (PR)Motion should be ta the direction ef hand of the hour

IE{| (PRJThe person whao works in the library {ibrarian} wanted to book my ID.

Bl (PR)! have strongly promised myself {pledged)never to smoke

BEi| (PR)Marrying more than one wife(Polygamy} breaks the law in some countries

BEH (PR)He has become upper in his positian {promoted}to an associate professor rank.

EEli (PR)The more than we need products{Surplus products) is exported to America

EEZ| (PRIt is forbidden to sell cigarettes to a person if he is less than the legal age{minor).
BiEll (PR)Please return the book on the promise limited on the book{due date).

Figure 5.16. Examples of circumlocution and approximation in the learner corpus.

It is immediately obvious from the context of sentence (20) that the learner intends
a predatory animal to be one that belongs to the cat family. However, in order to avoid
ambiguity generated by approximation (like lion), the learner resorted to language switch

(nimir ‘tiger’) to make the meaning clear-cut.

5.3.2.6 Avoidance

In his article, An Error in Error Analysis, Schacter (1974:210) argues that some
difficulties that learners are likely to encounter in the L2 may not surface in the number

of errors they make, but rather in the number of times they avoid using the problematic
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structures in the target language. This indicates that avoiding the use problematic
structures or vocabulary in the L2 is a popular strategy employed by learners whenever
they feel that their use of the target item is likely to lead to an error.

Avoidance often surfaces in three varieties- -lexical avoidance, message avoidance
and topic avoidance. There is plenty of evidence to indicate that lexical avoidance, which
constitutes 9.77% of the total lexical errors in the corpus, is, to a great extent, associated
with translation rather than with free writing. Support for this argument lies in the
learners’ frequent employment of topic and message avoidance in speech and writing while
this option is unavailable for them when it comes to translation. Lexical avoidance, as
the data reveal, could be classified as a lack of or difficulty in retrieving the lexical item
in question. Albeit not as frequent as lexical avoidance, message avoidance manifests
itself whenever the learner leaves the intended message unspoken or uncompleted due to
lexical difficulties (more than one lexeme). Topic avoidance, on the other hand, surfaces
in two ways: (i) avoiding topics that pose lexical difficulties and (ii) writing on a topic
that is clearly different from the one assigned to them.

Should we blame time constraints for the high percentage of avoidance in the trans-
lation task? Such a claim may be ungrounded if we point out that less than 1% of the
subjects asked for extra time to get the job done. This makes it clear that lack of

knowledge or difficulty in retrieving the target lexicon is primarily responsible.

5.3.2.7 Intention Match

Meaning, as the literature shows, has been a controversial issue that has attracted
the attention of a great number of linguists and text analysts during the past few decades.
Various views, however, have been proposed to account for this notion. The first major
view, on the one hand, believes in what Grice (1957) calls natural meaning, the literal

meaning of words. Jordan (1992, cited in Btoosh 1999:4) argues, “...we cannot possibly
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know what was in the writer’s mind...we must instead analyze what she [any writer] did
write.” What this view suggests is the semantic interpretation of texts. The second view,
on the other hand, stresses the importance of non-natural meaning, 2 meaning based
on the sender’s intention. For Hofmann (1997:273), there are usually gaps between the
literal meaning of words and the sender’s intention: “Whenever language is used, there is
a speaker and his intent, and more often than not, the ultimate intent is hidden behind
the literal meaning (i.e. “between the lines”) of what is said.” Meaning, according to
this view, is context-dependent.

In view of these remarks, issues related to the mismatch between what a sender
writes/says and what the receiver understands are of eminent importance in language
learning. Research on SLA shows that the mismatch between what the learner writes/says
and the receiver understands is rather more complicated than among the NSs of the lan-
guage (Politzer 1978, Gass and Selinker 2001, etc.). Since analysts are supposed to
be neutral in order to avoid debate over intentionality and the possibility of retrace
the sender’s intention, our analysis is based solely on the context of usage. Giving the
paramount significance tob the text rather than to the user’s intention strictly complies
with principles of literary criticism (Taylor 1986) In other words, errors classified under
match intention category ;Ie those clearly récognized from the context.

Oftentimes, errors of intention match involve the whole phrase or sentence and
thus, their classification under global errors is justified. As shown in Figure (5.17), the
message of the given sentence is totally different from the intended message which is
understood from the context. Since it is impossible to explain what is going on in the
mind of the learner when s/he produces a given piece of language, for this particular end,

we rely heavily on the context to obtain findings.
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| @D trust in this newspaper because itis dependence in offer the news and actions.

\ () They (women) do everything like men expect some that need hardness.

B_:j (M) When the students work homework, they confidence themselves.

EJ| (M)At the end they discover that there was an unwearied sillc beside the rable and itblazed the cover
of the table.

3| (M) Second of them I talk the translation is very bad and unorganized. So you must walk for distance
until you take a car or abuse. | o

(DM)When you visit Jordan you see many places the visitor came fo it from all the word to see J erash
Petra and Maein and other places that sophisticate you. -

[E (@) Moreover, by this weapon we can keep up with the scientific inventions.

§3| (M)Finally, I say we should care about the natural scene and invitepeople to do the same thing.
55| (M) Homework stay brain working and to give the siudent powerfil to give possible ideas.
[FE8) (@) 1 invite all the people to this newspaper because & is a good one.

E53| (VD Therefore; he must read more to write completely.

| @) Tt (sport) function to keep natural and to lose weight.

[’I_’?—_l @A)Some (instructors) are too cruel and they try not to destroy the law.

‘ (@)Person who is fixed and depedable.

' (DM)Most of them (students) don't know anything about niceties.

B8 (M)Most people have neigbors, but each one of them not wish to have anyone.

Figure 5.17. Examples of errors attributed to intention match.

1

This category, which comprises 4.54% of learners’ errors, allows us to look closely
at another kind of error, where the learner’s intention is entirely or at least partially
different from what s/he is writing in the target language. The substantial difference
between the sender’s intention and the receiver’s comprehension of the above examples
requires going back and forth throughout the given text to understand the gap between
the two. In several cases, however, the message goes uncomprehended because the context

is not clear enough to convey the learners’ intention. In order to assess the semantic gap
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between what learners’ sentences mean and what they really mean (as understood from

the global context), three examples are given.

(1) Learner’s sentence: They can do everything like men expect some that need
hardness.
(1) Intended: They can do everything that men do except some difficult jobs that

requires great physical strength.

(2) Learner’s sentence: Therefore, he must read to write completely.

(2) Intended: Therefore, he must read to write well.

(3) Learner’s sentence: Most people have neighbors, but each one of them not love to
have anyone.
(3) Intended: Most people have neighbors, but everybody wishes to have a good
neighbor.

A close look at the learners’ sentences, together with the given intended messages,
shows that there is an obvious mismatch between what the learner intends and what the
receiver gets. This shows that errors of this category require more effort on the part of

receivers to comprehend the message correctly.

5.3.2.8 Idioms and Idiomaticity

One area in which there is an overwhelming consensus among language educators as
to its importance and its difficulty in the language learning environment is the category
of idioms (strictly governed expressions) and idiomaticity (acceptable usage). Research
on this subfield shows that idioms and idiomaticity are not synonyms. Fernando (1996)

argues that both idioms and idiomaticity share a predictable co-occurrence with specific
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words, but such co-occurrence is somewhat stronger in idioms than in idiomaticity. As
argued earlier, the relationship between lexemes might be predictable, as in the case of
collocations, governed, as in the case of idioms, or free, neither collocations nor idioms.
Errors of idioms often emerge in learners’ performance due to their ignorance of a strict
or governed relationship among the elements of a given idiom. In most cases, errors of
idioms and idilomaticity result in a fundamental misunderstanding. Figuring out learners’
problems with these subheads is rather difficult for two reasons. First, a deep knowledge
of the idioms in the source language and in the target language is required. Secondly,
the word-for-word or literal translation of idioms is a bit more difficult, especially when
it comes to idioms whose meaning cannot be retained if their components are separated

from each other.

‘ Viewer & Dual Text Aligner - [mtriixt]
® Fle Edit View Setngs Window . Hélp:

AEIFEEEEE .

oI Sors b Kl Thomachves fo kow (4 1o know) something bad about theif neignbors. |
3| (MWL) Alss a good person must not talk badly about others in their absence ({behind their back)
@ {MWL) Widad married him with force (agEinst her will)
2 (MWL) He was generous with me and he said that | will go to the university regardless-of the costs-(at all

cost).
| (MWL) | advice them to leave (kick) this habit soon
|___§:} {MWL) Below the pressure of circumstances | decided to work in a small factory in Zaraqa to two years.
Eﬂ_ (MWL) It was the beginning of change in our life (turning point)
M| (MWL) They separated {broke up) after 10 years of successful mariage.
[_jj {MWL)It (money) was an opening of relief {a window of opportunity) for my family.
(MWL)To make your dreams realities {come true) is a hard thing but watching TV makes it easy

Figure 5.18. Examples of learners’ use of idioms and idiomatic expressions.

In coming to understand the learners’ deviant expressions, we need the English

norm, as shown in the following examples.
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(1) Learner’s sentence: Some neighbors kil themselves to know something bad about
their neighbors.
(1) English norm: Some neighbors are dying to know something bad about their neigh-

bors.

(2) Learner’s sentence: Also a good person should not talk badly about others in their
absence.
(2) English norm: Also a good person should should not talk about other people behind

their back.

(3) Learner’s sentence: It (money) was an opening of relief for the family.

(3) English norm: It opened a window of opportunity for the family.

(4) Learner’s sentence: below the pressure of circumstances 1 decided to work in a small
factory in Zarqa to two...
(4) English norm: under the circumstances, I decided to work in a small factory in

Zarqa to two...

(5) Learner’s sentence: I advise them to leave this habit.

(5) English norm: I advise them o kick the habit.

For the typical native speakers of Arabic, these sentences sound good since they literally
state what is used in their native tongue. Although errors attributed to this category
happen infrequently, their remedies require tremendous effort on the part of the learners,

instructors and syllabus designers. In stark contrast to synonymy, lexemes of this cate-
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gory, particularly idioms and lexical phrases, are not freely combinable. Consequently,

any change in lexemes results in altering the semantic component of the given sentence.

5.4 Results Related to Research Question (6)

Research Question (6): What are the categories of the learners’ collocational €errors?
And what is the contribution of each category to the total number of errors?

There have been several lines of research exploring learners’ collocations during the
past decades. The aims of such studies have centered on measuring learners’ knowledge
and ability to use the target language collocations, which is considered an integral part
of proficiency in the target langnage. However, the findings of such studies are neither
consistent in terms of the learners’ strategies nor in the percentage of collocational errors
in general (Farghal and Obeidat 1995, Zughoul and Abdel-Fattah 2003, Al-Zahrani 1999).
Such marked divergence raises the question of whether the methodological procedures
employed in such studies have any impact on the performance of learners. To this end, this
study has simultaneously employed several techniques to examine learners’ collocational

knowledge as shown in Table (5.3).

Table 5.3. Percentage of collocational errors per each method

Task No. of target | No. of correct | % of the correct
collocations collocations collocations
Translation 300 83 27.67
Multiple Choice 300 115 38.33
Semi Cloze 75 16 21.33
Cloze 75 13 17.33
Free writing 100 42 42
Total 850 269 31.65
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By taking into consideration that the same test is used in the translation, multiple
choice, cloze and semi-cloze tasks and that they were conducted under the same condi-
tions, it becomes apparent that the methodological procedures and measurements of the
learners’ performance are strongly interactive. The highest percentage of collocational
errors, as shown in Table (5.3), was found in the cloze task and the least in the free
writing task. A possible explanation for the better results in the multiple-choice task
than in the translation, cloze and semi-cloze tasks may involve the notion of accessibility.
That is, the learners’ difficulty in retrieving the target lexeme in the translation exer-
cise is solved by having the lexeme presented in the multiple choice test. It should be
mentioned that the interactivity between accessibility or retrieval problems and learners’
performance have been attested in a considerable body of recent research (e.g., Lennon
1996). It is interesting, though it might be misleading, that the highest percentage of
correct usage of collocations was scored in the learners’ free writing. Tt is crucial to note
that the relatively good performance of the learners’ usage of collocations in free writing
is attributed to either positive transfer, where the source and the target languages share
the same collocates or to the learners’ excessive use of general or vague adjectives (e.g,
important, strong) that closely collocate with a wide variety of nouns as illustrated be-
low. For this reason, the results of the free writing collocations cannot be generalized
to the rest of the corpus. Extensive research on a wide variety of node-collocate pairs is
needed to get a clear idea about this aspect.

Contrary to expectations, students’ performance in translation was better than
their performance in the cloze and semi-cloze tasks. Perhaps this is attributed to the
learners’ comprehensior}or lack of comprehension of the target sentence. After getting an
idea about the interactivity between learners’ results and the methods of investigation,
it is now the time to return to the research quiestion (6) concerning the categories of

collocational errors.
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It is important to be realistic in our expectations of the similarities and differ-
ences between the compensation strategies employed in section (6.2) and the strategies
employed here. In striving for simplicity, an attempt is made here to use the same taxon-
omy used for lexical errors, except for the categories not represented in the collocational
corpus. Such similarities sometimes go beyond the types of categories to include the

percentage of the contribution of such categories to the total number of errors.

Table 5.4. Taxonomy of Collocational Errors

Category Frequency | Percentage
lexical near-synonymy 182 31.3
intra- meaning high lexicon 4 0.7
lexical lexical synforms & homophones 11 1.9
form close forms 7 1.2
creativity 15 2.6
interlexical | negative transfer | word-match and transfer 103 17.7
paraphrasing circum. and approx. 141 24.3
avoidance 118 20.3
Total . 581 100

Table (5.4) presents descriptive statistics for the frequencies and percentages of the
sources of collocational errors. It should be made clear that Table (5.4) shows the com-
pensation strategies of learners used in this corpus and does not imply the impossibility
of employing other strategies if larger representative data were investigated. In other
words, a larger corpus might employ an even wider range of possible strategies. Again,
the four most often used types that have had negative weight in lexical errors are still
active here, namely, near-synonym, word-match and literal translation, paraphrasing and
avoidance.

Due to the similarity between lexical and collocational taxonomies shown earlier,

and in order to avoid redundancy, the discussion here is primarily centered on the ex-
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amples rather than on the categories of errors. Various examples cited in the following
sections come from the learner corpus. In the following subsections, collocations, as

argued earlier, are examined from the lexical composition approach perspective.

5.4.1 Intralexical Errors
The influence of the lexemes of the target language on each other also manifest

itself in collocations. A brief look at Table (5.4) shows that this category is still the

highest in terms of the total percentage errors.

5.4.1.1 Near-Synonymy

As we have by now come to expect, near-synonymous errors, as Table (5.4) demon-
strates, claim the highest percentage 31.3% of errors. However, since the meaning of
collocations is not a straightforward composition of the meanings of its components, col-
locational near-synonyms errors are expected to be more problematic than what was seen
in free combinations. Inkpen and Hirst (2002) argue that “in order to convey the desired
nuance of meaning and to avoid unwanted implications, knowledge about the differences
among near-synonyms is necessary.” What makes this subcategory a bit clearer in terms
of the total percentage of collocational errors is the possibility of its occurrence in either
the node or the collocate or even both of them simultaneously. In numerous cases (e.g-,
sentence 10 below), near-synonymy threatens the intended meaning. Consequently, par-
tial or total destruction of the meaning in some of the examples shown in Figure (5.19)

should come as no surprise.
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R=. (CNS) Ahmad is a big(heavy) smoker

W5 (CNS) Thers are no {empty)vacant jobs in this company right now but it will start hiring next manth

E {CNS) Jane bought a group {bouguet) of flowers {roses)

[E {CNS) for instance ignorance. discovering new thing in science and encouraging (stimulating) ecenomy

@ {CNS) The recent groups/sets {series) of attacks have made residents afraid to leave their homes

@ (CNS) 1 lost (missd) the lecture because my friends didn't wait me

E {CNS) because 1 always wanted to help people like giving efficient(powerful) medicines to cure and heal them.

[E (CNS) After that we play cards for three following{Consecutive) hours. we also dance and sing.

(CNS) But Fatima 1s clear-headed enough for both of us and she wants to keep (Protect) her hearing
(reputation)

Figure 5.19. Collocational errors attributed to near-synonymity.

What explains the use of great instead of heavy in sentence (1), empty instead of
vacant in (3) and lost instead of missed in (7) is the learner’s belief that the each pair of
these lexemes is fully synonymous.

Examples (4) and (10), in particular, show that near-synonymy might simultane-
ously occur in both the basis and the collocate. While the meaning of (4) is still preserved,
the meaning of sentence (10), as noted above, is different from the originally intended

meaning.

5.4.1.2 Lexical Form

As long as there are writing exercises for students, errors of lexical forms are likely to
occur. Although fatigue, rashness and slips of the pen are possible reasons, the systematic
occurrence of these kinds of errors offers independence to this subcategory and proves that

it is not incidental. Rather, learners systematically commit lexical form errors whenever




176
, they deal with confusing/unfamiliar lexemes in the target language. Figure (5.20) sheds

further light on these errors, which are tagged as CLF.
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Figure 5.20. Collocational errors attributed to lexical form.

Due to the orthographic similarities between quiet and quite, the learner, in sentence
(1), has used the second form to stand for the first though neither of them is the target
collocate. Sentence (2) exemplifies another synform error (ensurance vs. insurance).
It is worth reiterating that the lack of the full correspondence between the spoken and
written forms in the target language causes a considerable body of lexical form errors
(e.g., worm vs. warm). Related to this problem is the distinction among vowel phonemes;
the orthographic, together with the close articulation of i and e, is also problematic for
learners. Lexical form errors, as intimated previously, occur in the early developmental

stages of NSs, too.

5.4.1.3 Creativity

Since the learners’ intelligence is more likely to emerge at any stage of language

development, the occurrence of errors of creativity is likely to continue until very advanced
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levels of language proficiency. Once again, what stimulates the reliance of learners on this
subcategory is their previous knowledge of their L1 and their knowledge of some similar
rules in the target language. Consequently, learners overgeneralize these rules to new

situations where their applicabilify in a new context is inappropriate as shown below.

& Fle Edt View Settngs Window FHelp

8 |Q B~ |5 7]

@}

N heatings.,
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2| (CCR) With a hqyted {(heavy) heart she saw him going away.
@ {CCR) CLF)Fishermen are prevented from fishing in calmless (heavy) seas
@ {CCR) Dinosaur is an extinctive (extinct) animal.
=l (CCR) and the criminal tried to kidnap (hijacked) the plane. but the security men killed him.
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Figure 5.21. Collocational errors attributed to creativity.

The evidence provided in Figure (5.21) suggests that the learners’ interlanguage
exhibits various examples of creativity errors. Two notable creative errors are presented
in sentence (1). First, the derivation of & nonexistent verb (badden) (by analogy sad-
sadden) and the overextension of the derived form to a new situation, where poison is
the target collocate. In sentence (5), the learner has also erroneously extended the use
of kidnapped instead of hijacked to collocate with plane.

W
¥

5.4.2 Interlexical Errors

There is no doubt that errors attributed to the L1 are hard to avoid even in fairly

N

advanced stages of developm(;nt. As shovx.rn in Table (5.4), collocational interlexical errors

surface in one subcategory, viz. word-match and literal translation.

-
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5.4.2.1 Word-Match and Literal Translation

Among the widely recurrent errors found in the learners’ corpus are those attributed

to word-match and literal translation. Not surprisingly, this subcategory is dominant in

learners’ performance whose exposure to native speakers, along with the authentic texts,

is insufficient.
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& (WM)Despite of their risks. most women do at least two beautiful surgeries (cosmetic surgeries) every five
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Figure 5.22. Collocational errors attributed to word-match and literal translation .

The first sentence exemplifies a common collocational error in spoken as well as
written discourses of Arab students of English. Clearly, the learner is directly translat-
ing from his/her L1, where the verb fataha, together with all its conjugations is used
indiscriminately in all the contexts, where English uses open, inaugurate, turn on, begin,
ete. In sentence (3), the learner seems to be translating from his/her spoken variety; in
spoken Jordanian Arabic, we often say kweiyis to stand for good and other related words
such as acceptable, healthy, ete. It is thus apparent that the learner is overextending the
adjective good to a situation where both standard Arabic and English use healthy.

The last example (5), presents evidence of literal translating. The equivalent

expression of cosmetic surgeries in Arabic is 9amaliyyaat tajmiliyeh, where the noun
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9amaliyyaat means surgeries and the adjective tajmiliyeh is derived from jamal "beauty’.
By resorting to literal translation, the learner erroneously produced the deviant colloca-

tion beautiful surgeries.

5.4.2.2 Paraphrasing

Whatever compensatory techniques they might resort to, learners still find in para-
phrasing the safest resort in dealing with lexica and collocations. This explains their

excessive reliance on this subcategory, in particular.

Viewer & Dual Text Aligner - fcpar.bd] ‘
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(PAR)! woke up late this moming after long hours of sleeping {heavy sleep)
3| (PAR)Fishermen ‘are prevented from fishing in the seas that are not quite (heavy seas)
[EZ| (PAR)Ahmad 15 a big official smoking man {heavy smoker)
@ {PAR)No stop anywhere if that will lead to a close the way in front of the cars (block traffic)
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Figure 5.23. Collocational errors attributed to paraphrasing.

The shared feature of the examples cited in Figure (5.23) is the learners’ heavy
reliance on paraphrasing. More often than not, paraphrasing results in a lengthy answer.
In sentence (1), eating a lot of food is clearly a paraphrase of heavy meal. Paraphrasing
exemplified by sentence (5), close the way in front of the cars instead of iraffic jams
provides more evidence of lengthy alternates. Sometimes paraphrasing comes at the

expense of the meaning of the sentence as shown in sentence (5).
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5.4.2.3 Avoidance

As it is most general, avoidance, if no other reason intervenes (e.g., time constraint),
is a direct confession of the learner’s failure to come up with the target item. Due to the
lack of options, as Was argued previously, avoidance is almost always associated with the
translation task more than any other technique (e.g., free writing task). An overview of

the findings listed in Table (5.6) shows that this subcategory comprises 20.31% of the of

errors.

5.4.2.4 Free Writing Collocations

In the context of our discussion of learners’ collocations and in conformity with
.the aims posited earlier, this section examines the use of 100 node-collocate pairs in
the learner corpus. In so doing, & pumber of adjective, nount and verb collocates have
been thoroughly investigated. Empirical findings presented below show that the use
of collocations in learners’ free writing 18 characterized by four features: (i) the heavy
reliance on L1 collocations, (ii) the excessive use of general and vague collocates (e-g-
good, strong), (iit) the use of unique or creative collocations (collocations neither found
in the L1 nor in the 12, e.g., clean education) and (iv) the substitution of a collocate for

another one due t0 the near-synonymity between the two lexical items.

(1) Noun collocates
The collocational profile of the nouns that collocate with the adjective strong as
chown in the concordance below (Figure 5.24) provides a detailed picture of L1 influence

»

on the target language-
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D ing but change is make you feel very happy and have a strong desire to do any thing that do it very well
1fe and to become on the life important people by their sirong education and with their strong religion to help §
E my sister. In finally, this is scary situation has a very strong. effect in our life, I8m not the only girl suffering
[E scary situation but scary situationl make bad effect and strong effect in young people more than adult or old p ,
trong society and that strong society can&it be without strong family which depend on the member of the farr
[j . then he led a long campaign against Persia and after a strong fight he defeated Persian army. And then he mc
very day. The Home work is very important because strong language for students. but some student feel bo ’
Ij his students. In addition to his good hearted, he has a strong personality, because he control lectures in a go
M| unique relationship between a human and an animal. A strong relation which the main character (Iona) founds
) my fiend. I am now in the university, but I stll have a strong relationship with my teacher. I always visit her, ©
S]] portant people by their strong education and with theit strong religion to help another people like that.  60.
IMEE]| The dream of all the counties in the world is to built a strong society and that strong society cant be witho
[E ounties in the world is to built a strong society and that strong society cant be without strong family which ¢
F5T| ed and confined to the wheel-chair. As for, he takes a strong support from his family and all the fiiends, fans
wheel- chair.  For his tragedy events he received a strong support from his family . also many of his fiend
ME| nfined to the wheel chair. Christopher Reeve received strong support t from his family and his friends. Speeif .
L—_—'_] Iyze and confined to the wheel chairs. Reeve received strong support from his family and his friends. Specific
DE rd loud the knowledge in any place and will give him a strong to continue his study in the future finally we can
RN in therr life . Be strong to help your brother , to help those who one H
b
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Figure 5.24. Nouns that collocate with the adjective sirong in the learner corpus.

A careful investigation of the collocates of strong in Figure (5.24) reveals numerous
instances of positive transfer, transfer resulting in correct performance due to similarity
between the L1 and the L2. The Arabic adjective gawi ‘strong’ co-occurs with most of
the given nouns in the above concordancer. In this sense, it is feasible to ascribe the
correct uses of the collocates of strong to positive transfer while ascribing the incorrect
ones to negative transfer, transfer resulting in errors due to differences between the L1
and the L2. For a better understanding of the cognitive process of transfer, Tables (5.5)
and (5.6) reclassify the noun collocates into two categories reflecting the two types of

transfer.
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Table 5.5. Collocates of strong attributed to negative transfer

Arabic Collocates | English Collocates Noun
excellent/good education
strong full/complete support
close relation
big fight
Significant/substantial | change

Table 5.6. Collocates of strong attributed to positive transfer

Arabic Collocates | English Collocates Noun

strong desire

strong strong effect
strong personality

Before we proceed to another concordance, it should be noted that the ability to
categorize all nouns that collocate with the adjective strong into two categories reflecting
the language transfer supports the previously cited argument that learners use English

orthographically but still think and organize their thoughts in their L1.

(2) Verb collocates

The concordance below (5.25) shows immediately that the learners’ use of verbs

that collocate with the noun university are quite similar to the nouns that collocate with

the adjective strong in terms of the L1 influence.
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5 xi ther refused this |dea My study in Alalbayt umversuy in university in Jordan
PSS niversity is a beautiful things in life | love my university because it | hope for my universit
Ml lete my study in linguistics. After ending my university study | want to continued my high
8| d to gets high mark until is taken to study in university. In October the student go to the
] Bt | feel sadly because he is going to leave the university. ] wish him good luck for ever. lre
3 | love my university because it | hope for my university increasing for every thing and the
| panies give the job to graduate student from university according to his marks. when so
lis marks. when some one graduate form the university . he does not Every on of student ..
4 ave the right to say that | have attended this university just to prove for myself they treat
i| university. In October the student go to the university to leaming | new thing, To speak th
8| they treat like them and then they can go to university. and study what they want. when
j| take my breakfast until 7:00 then | go te my university and stiil in it until 3:00, After endi
| to arrive the university after the school This University is a beautiful things in fife | love m
1 . Thenlgotol go to unwersity at a half past seven o'clock So i f
o 43‘ sity and still in it until 3:00, Afer ending my unwersity study | want to continued my high
i :L‘IJ rsity. Also | hope that when | finish from the university. | can find a job easily so that | co
I @l ery student is every where hope to amrive the university after the schaol This University is
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Figure 5.25. Verbs that Collocate with the noun university in the learner corpus.

Table 5.7. Verbs that collocate with university as a result of negative transfer

Arabic Collocates | English Collocates Noun
end graduate/finish | university
leave graduate/finish | university
reach enter university

Fop
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Table 5.8. Verb that collocate with university as a result of positive transfer

Arabic Collocates | English Collocates Noun
finish finish university
graduate graduate university
go to go to university
attend attend university

Having shown samples of adjective-noun and verb-noun collocates, it is now time
to proceed to view a sample of noun-adjective collocates. To this end, the following
concordance (Figure 5.26) shows some of the adjectives that collocate with the noun

crime.
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5| d about the reason of these crime first the main reason i 68,188 100%.bxt 97 m¢
BE:: out. 288. Steps that reducerciime  One of the big prob! 48,380 100%.bd 68 §X
M is an ideal society without a crime. Crimes attack the sa 45792 100%.bt 65 X
{MMG| n scive our problem, human crime, people that have so 43803 100%.txt 62 1}
| MR if we count up the number of crime we can find it decreas 45292 100%.txt 65 %
| B rten crime. As we know, the cnme in the world is expand 45202 100%.txt 84715 '
[T d we decide the kind of that crime we almost got the sol 48442 100%.ixt 69 iffi
{MBEEY) ion. 275. Steps that reduce cime  Crime is very bad t 46,363 100%:ixt 66 ‘4)
(MRS they find work, after that the crime will be increase autom 48,452 100%.ixt 69 i«;
{MEEES find any punishment to any crime through our book the 45310 100%.txt 65 ¢
HEEYr to free our country from the crime.  268. Things | want 45,331 100%.txt 65 %7
(M| er from different kindly of the crime, which make thése ¢ 45231 100%.ixt 64 7%
| IIETE] rime in the world like murder crime and many enomity eri 66,833 100%.ixt 94 ¢
{II¥3|t | need. It shows to us what cnme it is, and how punish 43968 100%.txt 63 '»
[MBES) ociety and make it full of big crime and murdering. There 45,813 100%.txt 65 mso
{MEE]|so many wasy to reduce the crime in our society, first of 66,434 100%.txt 94 ’f
M| many different reasons ta be crime. One of these reason 45,823 100%.bxt 65 &7
MBEHG| res need to taken to shorten crime. As we know, the cri . 45,197 100%.bx 64 %,
(M= v will not allow any cause of crime to be happened and 45,463 100%.ba 66 4%
|MERS| e community. For example, crime spread, and they start 64,595 100%.txt 92 .~
@2 to reduce crime? Explain  Crime is very dangerous issu 68.246 100%.ixt 97 %¢
[MEEE| p. meanwhile | watched this cnme from my father's car 46,972 100%txt 67 ~{

Figure 5.26. Adjectives that collocate with the noun (crime)in the learner corpus.

A close look at the concordance lines shows once again the strong influence of the
L1 collocations on the L2. In line (3), for instance, the learner uses the Arabic collocation
jarima gaDirah ‘dirty crime’ to stand for the target ‘awful crime’. Sentence (19) also
presents another example of language transfer. The learner uses his/her native collocate
kabirah ‘big’ with the noun jarima ‘crime’ to stand for the English collocate ‘great crime’.

Another sample of negative transfer that is not as straightforward as the previous ones
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is shown in line (7). The learner uses human crime ‘jarima insaneeyah’ to stand for
crime against humanity. Sentence (21) presents evidence of the intralexical errors, where
shorten is used instead of reduce due to the near-synonymity between them.

In sum, we have seen that the correct or incorrect uses of target collocations is, to
a certain extent, governed by the similarities or differences between the two languages.
H

This explains the high percentage of corfect collocations in the first concordance (the

adjective strong) and the terrible results in the third concordance (the noun crime).

5.5 Results Related to Research Question (7)

Research Question (7): Is learners! collocational knowledge on a par with their
lexical knowledge? :

In much of the previous research conducted on interlanguage collocations, there
was a strong presumption that the learners’ failure in the use of collocations is solely
attributable to the learners’ ignorance of the collacability between the target base and
the collocate in question. While this argﬁment is not totally imprecise, it is even more
appropriate to tie the collocational errors to the lack o} the target lexicon. In coming to
understand and examine this relation, the following statistical comparison between lexical
" "and collocational items was conducted based on the results of the lexical translation

corpus and guided collocational corpus.

Table 5.9. Percentage of collocational errors relative to lexical errors

No. Type Expected | Correct | Incorrect | % of incorrect
1. Lexical words 4,500 2,024 2,476 55.02

2. collocations 750 227 523 69.73

3. | Perc. of collocations | 16.67% | 11.22% | 21.12%
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A comparison of the figures reveals three crucial insights. First, the percentage of
learners’ lexical errors 55.02% is worse than what is generally expected, and it indicates
that learners face serious problems not only with collocations but also with the lexicon.
Secondly, learners’ lexical knowledge is likely to support the assumption that learners’
collocational errors are, to some extent, atfributable to the learners’ lack of either the
collocate or both of the collocate and the base rather than to their ignorance of the
collocability between them. Thirdly, while the overall ratio of the target collocations
relative to the lexical items is 16.67%, the ratio of the incorrect collocations to the
incorrect lexical items is 21.12%. This means that learners face a much wider gap in

collocations than in lexicon as illustrated in Figure (5.27).

% of expected % of comrect % of incomrect

collocations to expected collocations to correct collocations to incorrect
lexical items lexical items lexical items

Figure 5.27. Percentage of learners’ collocational errors to lexical errors.

A look at the figures demonstrates that learners’ knowledge and use of collocations
is worse than that of the lexical items. Yet, learners’ poor performance in collocations
relative to lexical items should not hide learners’ problem in lexicon, too. These findings
support a suggestion already made by Laufer (1996) concerning the necessity of having

special courses devoted to vocabulary teaching.
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In brief, lexical knowledge is a consistent challenge for learners and thus, it is not
surprising to get such a low level of learners’ lexical and collocational proficiency in L2.
What might be directly inferred from such figures is that lexical knowledge, which is a
neglected variable in the language curriculum of most English departments at Jordanian

universities, is not in a much better situation than collocational knowledge. In view of

these remarks, it is fair to conclude that much urgent attention should be devoted to this

vital aspect of language learning.




CHAPTER. 6
CONCLUSIONS, IMPLICATIONS AND RECOMMENDATIONS
6.1 Introduction

This concluding chapter consists of three sections. Section (6.2) summarizes by
reviewing the research questions and findings of the study. Section (6.3) presents the

limitations of the study. Section (6.4) provides recommendations for future research.

6.2 Summary

Using empirical methods to examine lexical complexity, text-profiling, lexical and
collocational errors in the writing and translation of Arab students of English, this study
has addressed multiple research questioné: (1) To what extent does the learner corpus
deviate from the reference corpus in terms of lexical complexity? (2) To what extent
does the learner corpus deviate from the reference corpus in terms of the features and
percentages of the top 200 frequent tokens and hapax legomena? And how can learners’
lexical stereotypes be captured through word frequency? (3) What are the most salient
and stereotyped features of the learner corpus? And how far is the learner corpus influ-
enced by learners’ L1? (4) What are the most problematic words that Arab students of
English encountered by the corpus? (5) What are the sources of learners’ lexical errors?
And what is the contribution of each category to the total number of errors? (6) What
are the sources of learners’ collocational errors? And what is the contribution of each
category to the total number of errors? (7) Does learners’ collocational knowledge go on

a par with their lexical knowledge?

189




190

The use of the corpus-based approach to answer the above-mentioned research
questions required the availability of three component parts: (i) a machine-readable
representative corpus of the written interlanguage of Arab Students of English, (ii) a
similar-sized authentic machine-readable reference corpus, and (iii) a number of software
programs (e.g., Concordancer, Wordlist).

The following multiple findings, which come in the same sequence as the afore-
mentioned research questions, reveal that some of the research results resonate with the
previous literature while others show counter results. Yet, it should be mentioned that
some counter results presented here are ascribed to the differences in methodology, data

or the influence of the learners’ cultural, linguistic and rhetorical background.

Findings of Research Question (1): The reference corpus is much more complex
in terms of lexical diversity and density than the learner corpus. The divergence in lex-
ical diversity between the two corpora reflects the learners’ limited word stock. Since
deficiency in lexicon results in an overall deficiency in language learning, such findings

convey an urgent need for a serious revision of the curriculum.

Findings of Research Question (2): Learners rely more heavily on grammatical
words than NSs do. Also, the learner corpus is characterized by excessive frequency of

the top 200 frequent tokens and the use of vague and general expressions. As for the

-~

e

hapax legomena, learners use a lower percentage of unique tokens than the NSs.
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Findings of Research Question (3) the dlfferences “between NSs” and NNSs' use
of word categories are attributable to elther the leammg developmental stages or the
influence of learners’ L1. Also, the findings show that the learner corpus is characterized

by excessive overproduction of some lexica (coordinating conjunction and, first person

kA
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pronoun I, etc.) and excessive underproduction of other lexica (may, perhaps, etc.).
The divergence between the learner and reference corpora in terms of the overused and
underused lexica, as the figures show, results from the profound influence of the linguis-
tic and rhetorical features of learners’ L1. Again, although it is unlikely for learners to

match NSs’ proficiency level, learners’ proficiency in L2 writing is far beyond satisfaction.

Findings of Research Question (4): After eliminating the redundant and unique
errors, it was possible to sort out 761 lexical errors, which, in turn, fall into sixteen sub-
categories. It is obvious from these subcategories that learners use divergent strategies

to compensate for their lexical gaps in L2.

Findings of Research Question (5): Errors of near-synonymy, paraphrasing and
word match, and literal translation come first in terms of frequency.

Findings of Research Question (6): The marked divergence in the percentage of col-
locational errors in learners’ performance indicates a strong link between the percentage
of errors and the methods being employed. As far as the collocational errors categories
are concerned, near-synonyms, paraphrasing and avoidance are the most commonly oc-

curring types.

Findings of Research Question (7): Learners’ limited word stock, together with
their ignorance of the collocability between items, are the main reasons behind the high

percentage of collocational errors vis-a-vis lexical errors.
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6.3 Limitations of the Study

Despite the accessibility of approaching a wide range of topics (e.g., discourse mark-
ers, cohesion), this study has been strictly limited to investigating a few lexical aspects of
the writing of Arab students of English as a foreign language. This means that no other
aspects (e.g., pragmatics, discourse markers, syntax) has been targeted in this study.
Furthermore, this study has been devoted solely to the learners’ written interlanguage.
So, no attempts have been made to get the spoken discourse involved in any part of this
study.

Subjects’ residency is another limitation to the study; no writing samples or tests
have been employed in this corpus if the participant ever lived in an English-speaking
country. By testing volunteer participants in classes that would meet simultaneously or
when one course is a prerequisite to another, no subject, to a maximum extent, could sit
twice for the same test.

In compliance with the Office of Research protocol (03.309) concerning the use of
human subjects in academic research, no part of the data used in this study was collected

before or after the agreed upon dates.

6.4 Future Research

Since this is, as far as can be discovered, the first study of its kind conducted on the
interlanguage lexicology of Arab students of English as a foreign language via a corpus-
based approach, then, it is reasonably expected that the research on this field is still
immature and there are still vast areas that have not been yet taken into consideration.
Additionally, the data in this study, which are not representative in terms of genres,
points to a strong need for building further corpora. Furthermore, the findings of this

study, which is strictly limited in its scope, are not predicting absolutes for other corpora
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that might incorporate new compiling criteria. In other words, much research is needed
to uncover different scopes of learners’ lexicology.

In view of the previous remarks, further research is definitely needed to: (i) in-
vestigate the interactivity between learners’ lexicology and the level of education, sex
or specialization, (ii) examine learners’ lexical complexity in the spoken discourse, (iif)
investigate lexical and grammatical collocations in learners’ free writing, (iv) create a
dictionary of the problematic words that Arab students of English are likely to encounter
at different phases of their second language mastery, (v) build a syllabus that meets
learners’ lexical need, and (vi) examine the interactivity between input modification and
proficiency in L2.

As for curriculum and syllabus designing, it is sufficiently evident from the preced-
ing chapters that learners have serious problems in literacy and this, in turn, calls on
curriculum and syllabus designers to review their objectives to keep up with the recent
developments in the theories of learning and teaching. However, the term literacy is not
used here in the same traditional sense, the ability to read and write. Rather, it means
the amount, type and scope of activities that academic institutions provide learners with.
Cooper (online) argues that schools need to broaden their concept of theme and the ma-
terials that constitute themes:

Typically, themes of study have focused on literature in the traditional sense, including

narrative and expository texts, with a heavy emphasis on stories. However, a “real world”

literacy perspective calls for themes that are much broader in scope and content (Walmsley

& Walp 1990). These themes need to be built around a combination of high-quality litera-

ture in the traditional sense and high-quality “real world” resources, including such things

as posters, letters, magazines, maps, brochures, charts, journals, computer resources, and

so forth. In essence, broadening our concept of literacy leads us to broaden our concept

of literature to include all possible things that individuals might need to learn to read and

respond to in life.

The question that might come to mind now is why we should blame the first com-

ponent of literacy (reading) while examining the second component (writing). Krashen
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(1993:72-72), who believes in the vast and divergent advantages of reading (e.g., improv-
ing vocabulary, spelling, and grammar) provides an answer for this question:

The research reviewed earlier strongly implies that we learn to write by reading. To be

more precise, we acquire writing style, the special language of writing, by reading. We

have already seen plenty of evidence that this is so: In Chapter 1 we saw that children who

participate in free reading programs write better (e.g., Elley and Mangubhai 1983; MecNeil

in Fader 1976), and those who report they read more write better (e.g., Kimberling et

al. 1988 as reported in Krashen 1978, 1984; Applebee 1978; Alexander 1986; Salyer 1987;

Janopoulos 1986; Kaplan and Palhinda 1981; Applebee et al. 1990.

While the use of literacy in L1 involves numerous activities other than reading
books and writing papers (e.g., solving problems — they read signs or advertisements;
for social activities — writing letters, bumper stickers, posters; for gaining news and
information — reading newspapers and magazines; for remembering things — messages to
self and others; and so forth.)(Brice Heath 1983, cited in Cooper), the use of literacy
in L2 is largely restricted to reading books and writing papers. This, of course, leaves
learners with a minimum opportunity to use literacy L2 in comparison with L1. Again,
the oversimplification of L2 input and the selection of non-authentic materials, make the
situation worse than ever expected. Beyond these unpleasant facts, a considerable body
of learners who have access to translated materials (particularly plays, novels, novellas,
etc.) prefer to read the assigned texts in their L1.

In the light of these statements, it is highly recommended that academic institu-
tions: (i) maximize the number of activities that encourage learners to develop literacy
in L2, (i) minimize oversimplification of L2 input, (iii) select authentic text materials

and (iv) discourage learners from resorting or referring to translated text materials (by

assigning new text materials that have not been translated into learners’ L1).




APPENDIX A

LEARNERS’ LEXICAL ERRORS
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No. Target lexical item Learners’ used items

1. abandon drop, quit, leave

2 abbreviations shorts, contracts, cuts, reductions

3. abductor thief

4 abortion failure, drop, killing babies, miscarriage, losing a
young baby

5 abound increase, grow

6 abroad outside the country, outdoor, in a foreign country,

i out country, overseas

7 absorb suck, drink, swallow, take

8 abstain not, refuse, prevents, reject, restrain, not agree

9 account calculation

10 | accredited independent, trusted, reliable, adopted,
authorized, commissioned

11 achieve reach

12 | acquired earned, gained, obtained

13 | actions doings

14 | activity movement

15 | addicted chronic, habitual, drugger, accustomed to drugs, a
person who takes drugs daily,

16 | address title, setting, residence, place of dwelling

17 adhered to keep, committed to, very close, strict,
conservative

18 adjourn raise, delay, finish, postpone, move, close, defer,
lift, put up

19 | adjust (their beliefs) fix

20 | admission agree(ment), accept(ance), reception, entrance,
approval, agree (of enlisting), enlisting, indoor,

21 | adopt adapt

22 | advanced high, old

23 | advise advice

24 | affect effect

25 affect power, influence

26 | against opposite

27 | allow offer

28 alter altar

29 | altogether all together

30 | amend reform, change, correct, fix, equal, modify,
adjust, alternate, improve, repair

31 | among between

32 | amount number

33 ancient archaic, old, big

34 | angle corner




35 | annoy noise,

36 | appendix additional part, attached section

37 | appetizer help to eat

38 | application request, order, demand

39 | appoint name, employ, assign, put eye

40 | appreciate estimate

41 | appreciation taste, enjoyment

42 | argument conflict

43 arid dry, without plants,

44 | around the clock all the time, all around the day, around the hour,
all the time,

45 | arouse arose

46 arrest jail, capture, internee, prison

47 | assassinate abdicate, murder, kill,

48 | associate participant, sharing, subscriber

49 | astronavigation space (shiping), sailing,

50 | asylum political refuge

51 | attend come, present, join

52 | attract draw, pull, take

53 | average rate

54 | bachelor without a wife, unmarried, not married, alone

55 | bad dirty

56 | bakery oven

57 | balance arrange, coordinate, stabilize

58 | bald without hair on his head, bold

59 | banned forbidden, prohibited, not allowed, obscenity,
prevented

60 | barren | does not give birth, can’t have children, sterility,
childless

61 | bathe wash

62 | beef cow meat, cow flesh

63 | beer bear

64 | before prior to

65 | beggars poor, not rich, poor people who keep asking
others for assistance

66 | beginning origin, source, start

67 behaviors doings, manners, conducts

68 | behind back, after

69 | believe think

70 | beneficiary advantager, useful person, user, benefiter

71 | besiege surround

72 | betray break oath, lie, perjury, cheat
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73 | better bitter

74 | between among

75 | beverages drinks, liquids

76 | bicycle air bike

77 | big great, old, large

78 | big (heart) warm (heart)

79 | bills pills, counts, invoices, vouchers, fawateers, fees

80 | blank verse rhythmical, well-built poetry, balanced poetry

81 blanks empty places, spaces, dashes,

82 | block obstruct, close, impede, stop

83 | board council, group, members

84 | body/dead body coffin

85 | book shop library

86 | border edge

87 | bribery commission, giving a person some money that he
shouldn’t take to serve him, illegal money

88 | bridal (money) marriage (money)

89 | bring take

90 | broke out of money, penniless, bankrupt, insolvent,
does have no money, poor,

91 | brother-in-law my wife’s brother,

92 brutal hot, burning, warm, harsh

93 budget balance, money plan, scale

94 | burn spend

95 [ busy working, occupied, engaged, have no free time,

96 | buy purchase

97 | cabinet council of ministers, head ministry,

98 | caliber mental ability, cleverness, intellectuality

99 | calm (person) can always hide his anger

100 | calm (see) quite, smooth, not noisy, relax,

101 | cancel omit, delete, erase, clean

102 | capacity ability

103 | capital head money, beginning money

104 | carry out achieve, work, do,

105 | catering serving foods and drinks

106 | cattle gaggle, flock, troops, group, herds, kettle,

107 | cease end, pause

108 | cell phone small carry telephone/mobile

109 | censor watch, observe

110 [ century millennium

111 | challenge resist

112 | chamber rO0m
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113 | characteristics adjectives, qualities, features, properties, traits,

114 | charity money offered to help the poor, offer money to
the poor, alms, donate, zakat, giving, free money,
present, help

115 | cheat to do something without permission or
knowledge, deceive, betray

116 | chicken chicken meat, fowl

117 | childhood child’s period, period from 1-6 years

118 | children childs

119 | chivalric heroic, great, brave, horsical , knight

120 | Christmas birthday

121 | class college/university

122 | classic motif historic type

123 | climate weather, atmosphere

124 | clinical death coma, bed death, sleep death, die in bed, mind
death

125 | clip cut

126 | clock watch, o’clock

127 | clock wise in the direction of the hand of the clock, towards
the hour pointer, from left to right, in the same
direction of the clock

128 | close near

129 | closely tied fixed tightly

130 | coach trainer, exerciser, team leader, teacher

131 | coincide come also with, during /at the same time,while,
accompany

132 | cold chilly, icy, freezing

133 | coldhearted hard heart

134 | collapse fall

135 | colleague friend

136 | collect calculate, count

137 | coma shock, comma, unconscious, not awake, absence
of mind

138 | comfortable easy

139 | commercials advertisements, trade announcements

140 | committee group

141 | compassion sympathy

142 | compensate pay back, repay

143 | complete finish, do, meet, end, continue

144 | compliments complements

145 | conceited pride, deceived, proud, jealous

146 | conceive become pregnant

147 | conclusive (evidence) cut, perfect, clear, explicit, strong




148 | confer discuss, talk, negotiate

149 | conference session, meeting, summit

150 | confidence courage, trust, belief, certainty,

151 | confines admit, say the fact, give knowledge of, speak

152 | consist contain, comprise, involve

153 | constitution law, regulation

154 | consult negotiate, discuss, take the other’s opinion, talk,
argue

155 | continue complete

156 | continue keep

157 | continuous rapid, unlimited, running

158 | contribute participate

159 | conventions traditions, values, customs, imitations, habits

160 | conversely on the other way

161 | convinced admit,

162 | coordinate arrange, harmonize, design, decorate

163 | core important, main

164 | corporal physical, body

165 | corpse dead man

166 | correct see

167 | correspondent reporter, transfer, messenger, sender

168 | cosmetic surgery beautiful process, face lift, cosmetic operation,
reface, beauty surgery

169 | count ‘consider

170 | counterpart similar, the same, mate, friend, opposite, the other
side, reflect, equal, contrary, head

171 | create exist

172 | credibility truth(fullness), honesty, trustfulness

173 | credit commissioner, adopted, recognized, dependable,

174 | criminals guilties, thieves,

175 | critical dangerous

176 | criticism punishement

177 | crook bad, rude, tricky, playful, deceiver, scandalous,
cheater, shrewd

178 | cruel tough, aggressive, hard, rough, rock heart,
merciless, hard-hearted, rigid, without emotions

179 | cultivable suitable for plants,

180 | cure treat

181 | current events happening things

182 | curriculum vita (cv) autobiography, self bibliography, self story

183 | cut slice, chip

184 | dangerous enemy
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185 | dark bold

186 | daylight saving time summer time, summer clock

187 { dead line last date, final appointment, end time, maximum
date, final period

188 | debate negotiate, discus, talk, argue, dialogue

189 | deceive cheat

190 | decrease shortening, declining,

191 | decree will, wish, wanting, order, intend, permission

192 | deep profound

193 | deficit shortage, incapacitate, weakness, lack, failure,
lack of ability

194 | degree study

195 | degree grade

196 | delete cancel, erase, omit, clean

197 | deliberate slow, unhurried, careful, quite, leisure, rational,
late

198 | deliver say, declare

199 | dentists doctors of teeth

200 | deodorant body spray, smell remover

201 | deploy spread

202 | desires customs

203 | desk office, table

204 | desk disk

205 | devastating hard, strong

206 | develop change

207 | developed (countries) preceded

208 | developing (countries) growing

209 | dictation imitation, memorization, spoon-feed, oral taking,
drill teaching

210 | didactic educational, taught

211 | died (in a road accident) | went

212 | differentiate divorce

213 | dinner evening meal

214 | disappoint let me down

215 | disaster destroy, catastrophe, trouble, damage

216 | discount cheap, reduction, cut of prices, low down, sale,
decrease

217 | discriminate separate, distinguish

218 | discuss talk

219 | disguise mask

220 | dismiss dispel, quit, separate, release?

221 | dispersed disappeared
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222 | diverse different

223 | do finish, complete, achieve, work, solve

224 | do (homework take

225 | donate give, offer, grant, gift

226 | dormitory university home, university city, university
housing,
university residence, university hostel, place
where students live,

227 | down payment deposit, first money, initial payment, forward
payment, pay in advance

228 | draft project

229 | drop increase, decrease, low, reduce, fall, got down,

230 | due date right time, certain date, fixed date, exact time,
particular time, the same time, limited promise,
specific date, accurate date, definite time, on time

231 | dust rust

232 | duty homework

233 | earn Take, collect

234 | eat take

235 | editor liberator, author, director

236 | educate make .

237 | egalitarian balanced, equal

238 | employees workers,

239 | empower give power

240 | encounter meet, face, confront

241 | encourage drive, invite, advice

242 | encourage person encourage human

243 | endeavor struggle

244 | enjoyable beautiful

245 | enroll register, write

246 | ensanguined red handed

247 | entire all, whole, hole, complete, total,

248 | environment nature

249 | envoy sender, messenger

250 | erupt rebel, explore, revolt, raging, pump,

251 | escalate rising, increase, aggravate, rise, elevate, make
high

252 | especially specially

253 | evacuation be left, movement, transfer, be got, be disserted,
be emptied, be immigrated

254 | evidence proof, proof that can’t be changed, sign, approve,

indication
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255 | exaggeration over, addition

256 | exalted high, raised, tall, noble, majestic

257 | exclusively only, private, limited, especially, on the face to
monopolization

258 | executed killed, murdered, slaughtered

259 | exempt exceptional, free, pardoned

260 | exercise practice, sport, play sport

261 | exile get out of country, forced to leave his country,
negative(d), neglected, banished, expelled,
punished, get rid of

262 | expand get larger and larger

263 | expire end, finish

264 | explore discover, find out

265 | express their message pass their message

266 | extinct dead, not found, dead from a long time, no longer
exist, unique, non-existent, finished, rodent

267 | extraordinary irregular, up normal, unusual, exceptional,
excluding, alternation

268 | extravagant spends a lot of money, exaggerator, luxurious,
lavish, prodigal, wasteful, not mean

269 | fad style, dresses popular nowadays

270 | failure non-success, unsuccessful, defeated, fall, fail,

271 | fairness justice, legal

272 | faithful fixed

273 | farther further

274 | fatal leads to death, killed, deadly, lethal

275 | favorite best, preferred

276 | feed eaten

277 | fetus child, baby

278 | filed study

279 | find discover

280 | fine money paid as a punishment

281 | finished (one year) aroused

282 | fiscal money, financial

283 | fitting (room) measure

284 | fix mend, correct, repair

285 | fix (eggs) prepare/cook (eggs)

286 | flat part

287 | float spread over water, over flow, swim

288 | floor flour

289 | foam cream, paste
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290 | follow/on (a diet) make

300 | foot leg

301 | force obligate

302 | forceful (speech) tough, strong, loud, hard, sharp, oratory

303 | forecast weather broadcast, weather report,

304 | forge fake, unreal, counterfeit

305 | forgiveness excuse, amnesty, tolerance, pardon, mercy,
excuse

306 | foundation construction

307 | free not busy, empty, unoccupied, not working, have
space time/leisure time/nothing/no work, without
money

308 | fresh new, newly cut, modern, recent

309 | friends company

310 | frozen iced, frosted, snowed, frozen

311 | fruits Crops,

312 | full rich

313 | full of crowded

314 | fun enjoyment

315 | fundamentally jewelrly, essentially, substantially, principally

316 | games matches

317 | gap space, hole, distance, dash

318 | get dressed wear my clothes

319 | get surprised suddened

320 | give (all the money) put

321 | go arrive

322 | go through cut, cross, walk, pass, jump,

323 | good pleasant

324 | grade level

325 | gradually step by step

326 | graduate high level study, degree after bachelor degree

327 | gray as if it is covered snow

328 | great large, big, huge, beg, old, grand

329 | grow increase

330 [ hall class, room

331 | halt stop, put an end to, block, interrupt, cease

332 | hard strong

333 | hardness be strong

334 | harmful so bad to health, unhealthy, dangerous for health

335 | harmony agreement

336 | have? do, make

337 [ healthy good
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338 | heartless hard, tough, cruel, rock heart, aggressive, acute,

339 [ heat warm

340 | heavy drunker chronic, drunken man, a man who drinks a lot of
wine,

341 | held caught

342 | help give, make

343 | high speed very fast, big speed, in a hurry

344 | highway motorway

345 | hold contract, set, cast, knot, tie

346 | hold (id) take, book, keep, restrain, reserve, put off, arrest

347 | hold (tongue) keep silent, knot, catch, complicate, tie, un speak

348 | honestly carefully

349 [ honorary proud

350 | hom pipes, car sound, noise sound, clarinet

361 | hospitability generosity, welcoming visitors, receiving guests,
hostility

362 | hot warm

363 | hot-tempered warm warmed

364 | humans men

365 | icebergs iced/icy/frozen/frosty mountains

366 | ideal perfect, real, good

367 | identify catch

368 | ignore neglect, without concern, not care, never mind,
forget, carless

369 | illegal unpermitted, against the law

370 | illiteracy uneducation, inability to read and write,
ignorance, lack of education, motherhood

371 | imitate adopt

372 | immature children put in bottles, not complete, pre-time,
incomplete, minor, children who are in glass
house

373 | immersing emeressing

374 | immortal has no end, will never die

375 | immunity power, protection, security

376 | impatience rashness

377 | improve increase

378 | in favor for toward, for, for good, for the benefit of

379 | in other meaning in other words

380 | in spite of although

381 | inauguration opening

382 | increase addition, growth, become large

383 | indispensable can’t live without it, you need i,
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384 | infected effected

385 | influential effective

386 | infrastructure under building, basement, underground building,
lower rank, facilities

387 | ingredients contents

388 | inhale breathe, suck air, take air in

389 | inherited in bom, natural

390 | initial first, elementary, beginning, primitive

391 | installments payments, stages, payment on several times,
parts, stations, credit, means

392 | instructor constructor

393 | insurance security, care, sake

394 | insure ensure

395 | integrate involve

396 | intensive heavy, hard

397 | interest benefit, advantage, price, useful price

398 | interior inside

399 | intermediate middle

400 | intermittent from to time, non-continuous

401 | interrupt cut, stop, pause, make me stop, cross on my talk,
let me continue, cut my words,

402 | invent find, discover, create

403 | inventor devise

405 | inventor devisor

406 | irrational/impatient hot warmed

407 | irritation pain

408 | issue problem

409 | job task, work, assignment, function, career, work

410 | justify explain

411 | keep stay

412 | kind (hearted) white, love all people, clean, good man, blank
heart, pure, simple-heart

413 | kitchen room for cooking, cookery

414 | know/learn grasp

415 | knowledge weapon

416 | lack lose, miss, does not have

417 | land nature

418 | landlocked no opening on the sea

419 | large a lot of, spread, enormity

420 | last take

421 | launch lunch

422 | laundry washer/washing machine, sink, dry-clean
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423. | league university

424 | leak (water) escape, move, loose, pump, infiltrate

425 | learn adopt, deal

426 | learners educated people

427 | letter message

428 | librarian the library man, responsible of library man,
library keeper, library honest, library security,
secretary of the library, the person who works in
the library, safe library

429 | license permission

430 | like love, prefer, seem, as, desire

431 | lioness wife of lion

432 | listen hear

433 | live stay

434 | live up to promote

435 | lock (the door) close

436 | long tall, big

437 | long run remote time/future, far future, in the far, on long
time, long away, far place, highway, far extent,
for a long turn, far goal

438 | long time ago/many old years, past

years ago

439 | loose face loose the water of his face, loose his shame,

440 | loud huge

441 | low under

442 | lucidity clarity, flexibility, simplicity, easiness, not
undifficulty, smoothness, clearance, absolve

443 | luxury excellent, enoyment

444 | made a mistake faulted

445 | maintenance fixing, repair, refreshment, keeping new,
exchange, conservation, preservation, rebuilding,
make up,

446 | major study

447 | make Fall, do

448 | make up (test)? retest, return the test, make another test, give the
exam again, repeat the exams

449 | mammals animals whose children depend on milk, creatures
that are born by eggs

450 | many persons many people

451 | marital martial

452 | masses (of workers) herds

453 | math calculator

454 | mature adult, riped, adult, strong, responsible,
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455 | memoirs memories, diaries, note book, notices, auto
bibliography

456 | method way

457 | might possible

458 | migrate leave

459 | minors a person under/low/less than regular age,
teenager, children, underage teenagers, less than,
teens

460 | missed lost

461 | mistake error, wrong, false

462 | model ideal, form

463 | moisturize to put liquid or cream on the dry skin

464 | monument moment

465 | mood way

466 | multilingual speaks different languages

467 | multiply hit

468 | narrow-minded fixed belief

469 | near under, beside

470 | neat tidy

471 | needy people who need money, poor

472 | negotiations arguments, conversations,

473 | neutral isolated

474 | new recent, modern

475 | new (year) head of the year, beginning of the year, year top

476 | nice darling, comfortable

477 | no house lacks at.v. set | empty

478 | notary public justice/faire writer, clerk

479 | nourishing feeding

480 | nowadays in these days

481 | obstacles problems, difficulties

482 | obstacles difficulties, barriers, troubles

483 | offer present

484 | oil petrol

485 | old big, large

486 | operation process

487 | opponent opposition, competitor, enemy, antagonist, rival,
against

488 | options favor

489 | oral aural

490 | ordinary normal, regular, usual

491 | organs parts, elements

492 | orphan does not have parents,
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493 | out of order broken, turned off, broken, does not work, off,

494 | outstanding imaginary

495 | overcome finish, pass, exceed, get over, cross, (over) step

496 | overlook, ignore forget

497 | overtime overwork, extra work, additional work

498 | overwhelming almost all of people, whole, majority, most
numbers, total, more

499 | pale white

500 | pantry store

501 | park bark

502 | participants contributors, members

503 | parts departments

504 | paste cream

505 | patent invention innocence, invention purification

506 | pay spend

507 | peak (times) rush, climax, top, summit, afternoon, first, hard,
great, difficult

508 | peddler hawker, walked seller, move seller, wandering
seller, sales man, travel salesman

509 | pedestrian (bridge) walker

510 | peers friends, colleagues, companies, partners

511 | penultimate pre-last, before the last, before the end,

512 | people men, creatures

513 | personality trait

514 | persuade coax

515 | physical body

516 | physical (education) athletics, sport, playing

517 | pick up (fruit) elicit, harvest, collect, pluck, cut, elect, amaranth

518 | pile up, accumulate getting over each other

519 | pillars elements, principles, basics, components, roots,
structures

520 | pitiful merciful, sympathy, kindness, sorrowful, exciting

521 | plain bitter, unsweetened, black, without sugar, dark
coffee, sick

522 | plan draw

523 | please (v) like

524 | pleasure enjoyment

525 | pleasure joke

526 | pledge cut a promise on my self, make a vow, declare,
take a promise, make a promise, promise

527 | plow dig

528 | political man politician
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529 | poll questionnaire, opinion search, gather opinions

530 | polluted not clean, dirty, spoiled, unclean

531 | polycot speaks several languages, multi-tongues

532 | polygamy several/many/multi wives, marrying more than
one woman, multiple marriages, variety of wives

533 | portion part, department

534 | portions places

535 | poultry chicken

536 | power energy, source

537 | powerful strong, brave

538 | predict analyze

539 | prefer like, prefer

540 | prescribe describe, give, write, formula

541 | presence attendance, existence

542 | president major, chief, boss, manager

543 | prey victim, weak creatures that are easily eaten by
other animals

544 | priceless expensive

545 | priest church man

546 | principles rudiment, doctrines, notions

547 | produce perform

548 | professional high level ’

549 | professors/teachers doctors

550 | profit prophet

551 | prominent the most important one, famous one,

distinguished, outstanding, noticeable, brilliant,
well-known, prime, popular,

552 | promotion preferment, become upper in his position, raise,
lift

553 | proponents supporters, defendants, agreed persons,
encouragers

554 | protect keep, safe, peace, save

555 | provide supply

556 | public masses, general

557 | punch bundle, group, bouquet,

558 | punishment cruelty

559 | quick-witted intelligent, clever, apprehensive, impulse

560 | quietly deeply

561 | quit leave

562 | quote mention, citation, martyrdom, give example,

563 | racial ratial

564 | raise Build up, bring up
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565 | rate average, scale

566 | reach arrive at, extend

567 | realistic actual, objective

568 | realize discover

569 | rear grow

570 | reasons considerations

571 | receive study

572 | recently modernly, lately, newly, up-to-date,

573 | recite read (with the same rhyme), sing, tell

574 | reflecting mirroring

575 | refuse reject, didn’t accept,

576 | regain return, give back, come back

577 | registrar writer, recorder

578 | reinforce encourage, motivate, enhance, support, emphasis,
raise, intensify, increase, make, push, strengthen,
support

579 | reject refuse, disagree

580 | remain to this day stay to this day

581 | remember review

582 | remind (me) remember

583 | repair correct, mend

584 | require need

585 | residence living, stay, sitting,

586 | resignation stop working, retirement, give up working,
request to end his work, permission to leave the
work

587 | rest nap

588 | retail separate, single, partial selling, individual, small,
alone

589 | return Tepair,

590 | rhymed (poetry) balanced, measured, scaled

591 | ride drive, lead

592 | rinse wash, clean,

593 | risk danger

594 | robbed stolen, plundered

595 | robbers stealers

596 | rotate change

597 | rug carpet

598 | rule control

599 | rural ruler

600 | safety protection

601 | scattered (showers)? few, small amount, little, different, separate
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602 | scenery nature

603 | scent smell, odor, musk, odor

604 [ schedule program

605 | secretary a person who keeps secrets, secrete saver, safer,
faithful secretary

606 | secular universal

607 | secure gain, insure, maintain, save, keep, get, guarantee

608 | see sea

609 | self-determination fate deciding, final destination, end decision

610 | self-sufficient no need for help, self-enough

611 | semi-final results non-final conclusion

612 | seminar session,

613 | senior (citizens) old (people)

614 | separated divorced

615 | session cycle, circulation, meeting, round, period

616 | sever (adj) strong, high, terrible, keep, sharp, chronic

617 | sever (v) cut (of), stop

618 | several a number of

619 | share arrow

620 | share participate

621 | show teach

622 | show (us something) see

623 | showers rain, drops

624 | shrewd intelligence, quick understanding, very clever,

625 | sick leave ill(ness) vacation, illness permission, sick
holiday, illness rest, ill absence

626 | sides faces

627 | sit set

628 | site sight

629 | sitting setting

630 | skinny slim, thin,

631 | slavery godless, worshipping, idol, , lack of freedom

632 | smoothness easy, without facing probles

633 | smuggling transportation, passing illegally, escaping,
running. trading

634 | snowball things getting over each other

635 | soap soup

636 | sociable mixed

637 | solar sun

638 | solar (year) sunny

639 | sometimes/occasionally | in special cases

640 | spacious wide, deep, big, large, broad, expansive




641 | special especial

642 | specialist expert

643 | spirit moral

644 | split separate, divide, divorce

645 | spread separate

646 | stay retain

647 | step mother father’s wife, mother-in-law,

648 | stick wood

649 | stimulate develop, encourage, courage, helps, motivate,
trigger, give, support, enhance, activate

650 | storage deposit, lodging,

651 | story (building) floor

652 | strength power

653 | strict cruel

654 | strong beautiful, hardness

655 | structure control

657 | stubborn hard, strong head, boneheaded, arrogant, hard-
headed, difficult

658 | study make, work

659 | studying education

660 | subcommittee branch committee, secondary/subgroup

661 | submit give, deliver

662 | suit suite

663 | summary summery

664 | summit peak, climax

665 | sunrise rising sun, sun rise,

666 | superficial minor, easy, external, surface, shallow, flat,
ceiling

667 | supply give

668 | supreme (court) high, top, head, super, highest

669 | surplus extra, enough, addition, not necessary

670 | surrendered gave up, decline, receive, be arrested

671 | surrounded encompassed

672 | suspend cancel, stop, hang, defer,

673 | swelling lump, enlargement, increasing, expanding,
growing, tumor, disease, growing, bulge,
enlargement, expanding,

674 | symptoms features, reasons, feature, indications

675 | taboo forbidden, prevented, prohibited, unacceptable,
banned, barred, unlawful

676 | take spend

677 | take care of concem
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678 | tall long

679 | tasty delicious

680 | teach learn, feed

681 | teaching explanation

682 | team club, group of players

683 | tear break, cut into pieces

684 | tell show

685 | teller box keeper, box protect, safer, box reserve, box
honest, saving box, cashier

686 | temperature degree temperature, heat

687 | tempt attract, seduce

688 | tender giving, offer, project

689 | tie close, stop, hold

690 | tight/close group squeezed group

691 | times situation

692 | tires wheels

693 | topic subject

694 | tow got my for the truck

695 | traditions customs, habits, usual doings

696 | traffic vehicles, cars

697 | traffic lights light signals, flares, lights traffic, traffic lamps

698 | transcript mark lists/tables/sheets, degree/average lists

699 | transmit transport, translate

700 | transparent clear, visible

701 | transportation transaction

702 | travel abroad, go, visit

703 | traveling vacation

704 | treasurer keeper of the box

705 | treaty agreement, lease, contract, document, guarantee,
conference

706 | trim cut, shave, clip

707 | tropical flat, not mountainous

708 | trustee honestee, safer

709 | tuition fees, taxes, money

710 | turn become

711 | turn on start

712 | turn up raise, rise, increase, high, speak up, loud, upper

713 | unanimously by all members, agree all people, totally, wholly

714 | underestimate decrease, reduce, lessen, belittle, decline,
simplify, reduce, minimize

715 | unpleasant bad, not good

716 | unquestionable love unconditional love
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717 | unsettled hanging

718 | unstable shaking

719 | unsurpassed unequal, unrival, unbelievable, unique, unseen
incomparable

720 | until recently until now

721 | unwilling unready

722 | unwired unwearied

723 | vacant empty, lack, unoccupied, unused

724 | vacation holiday

725 | vacation/weekend holiday

726 | values advantages

727 | vanish disappear,

728 | varied (books) wide (books)

729 | vast great

730 | vehemently strongly

731 | veil cover of the face, hijab

732 | vets doctors of animals,

733 | viceroy crown prince, vice king,

734 | view look

735 | vocational (school) training, practical

736 | vomit puke, return, throw, disgorge, sick

737 | vote show agreement, elect, voice, give your voice,
select, elect, sound, show,

738 | wages salaries, rents, fares, prices

739 | wait still

740 | want covet, like

741 | warranty guarantee

742 | water proof keep from the water, water preventive, water
resistance, against water, blocking, antiwater

743 | weaken reduce, decrease

744 | wean stop sucking milk from their mothers, not to be
allowed to suck milk, ablactate

745 | weather whether

746 | wedding (party) marriage (party)

747 | well easily, completely

748 | whenever in all case

749 | whether weather

750 | while distance

751 | white clear

752 | whole hall

753 | wholesale complete sale, group/huge/balk sell

754 | will well

215




755 | wish dream

756 | without empty

757 | wonderful very splendid

758 | write compose

759 | wrong incorrect

760 | young children, beginning of age
761 | younger small
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Translate the following bold words and expressions into English.

(a)

(Ol ASMaY) Jloall (yoamy ol LYY B il i il il B ]
1. The French president met his German ‘counterpart’ to discuss some ‘unsettled’
issues between the two countries.
Jaf Al Y o i e Tage “cald S D
2.1 have ‘pledged’ never to smoke.
o Ul b8 Y el (e 3
3. Please ‘don’t interrupt me’ while I'm talking.
Aaiod 8 Al ddE glgie Ay aslY 4
4. Nobody knows my brother’s ‘address’ in Brazil. ~
ol 138 o2l el e saal s o el (FlEE) 06 L5
5. The ‘swelling’ of eyes is one of the ‘symptoms’ of this disease.
e o5 dyiglall B LEY) el a8 6
6. Ahmad ‘went through/ran’ the red (traffic) light.
Al il el g 7
7. The Councilman ‘voted in favor of’ the new resolution.
Al gaall e sade Agliall A el 8
8. ‘Deliberate’ study is useful in the ‘long run’.
(s Jaag o sl cpd 3 9
9. The ‘librarian’ wanted to ‘hold’ my ID.

_;_I:UL.“ ‘.sjﬁddj gﬂl G‘J-\S‘ J\JJ MJ_IO

10. Widad ‘refused’ to take the medicine the doctor ‘prescribed’ for her.
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- YT S A BUPON . RLROWRA IS 13 P AT IR
11. I am ‘busy’ now. Please call me when I am ‘free’.
A o e 281 ]2
12. He ‘restored my trust’ in him.
AR dee Gkl Alpa 13
13. Road ‘maintenance’ is (an) endless work.
el » 14
14. He is ‘mature’.
D) L il o Y1 o 15

15. It is time to ‘pick/ gather’ fruit from trees.
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(b)
At g9 L Bs Lwsda 16
16. This is a ‘powerful’ and ‘roomy/spacious’ car.
aagh 138 ) g sl 5 HES s | ghidS 1 17
17. They have ‘overcome’ many ‘obstacles’ in order to reach this goal.
Aata) e Al 48 ) 0 ¢ ghaly COULN e ¢f ool U g3t Lkl 18
18. A ‘polP’ revealed that the majority of students ‘prefer’ term papers to exams.
S Tl By Syl 2119
19. English is full of ‘abbreviations’.
AdSag Jad L3 dud 20
20. Studying ‘abroad’ is expensive.
(Suad e bl 21
21. SARS is a ‘fatal’ disease.
5asl (8 (LS o (A goal ) im0 A )5 593 ) oo Sty f 8 ) 3022
Agatal)
22. It 1s expected that the Parliament will ‘hold’ a ‘special/irregular session’ to discuss
some issues that were not discussed during the ‘regular session’.
L gl aliaial 3l Juzadl iVl 23
23. The sponge is the best ‘liquid-absorbing’ material.
ouS Wla haga bl Leda 5 330 90 A40S3 & padiall 56524

24. Drug ‘smuggling’ is an international problem and solving it requires a great

international effort.
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A aal e mlaal aal g shaly il e 535S 25
25. Many people prefer ‘chicken’ to ‘beef’.
A Bkl R ey 53 Ja Y 26
26. The man who is standing ‘behind’ the car is my brother.
el 8 (Calaill) Olgudial) 230 3 5 27
27. The number of ‘beggars’ is increasing around the world.
080 (e (Rem) A8 oy 53 28
28. I bought a ‘bunch’ of flowers.
Aalal) SLa¥T (3 A gasl iy g pdiall (J 5L 2303 20
29. Drinking alcoholic ‘beverages’ is forbidden in public places.
A 98N ) s I et (Y S g rand 30

30. It is not allowed to sell tobacco to ‘minors’.
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(c)

£ JS gLl el 31
31. I ‘clip’ my nails every week.
B8 Aoy & sell a0ad 50 398y e 32
32. Ali is ‘riding’ his bicycle very fast.
Ao Ata (pa CIAN el S50 (pa HES 333
33. Many of the Third World countries suffer from the problem of ‘illiteracy’.
iy 5y 8 oSl Jlandl aad st Y auadd) cpbailaall G 3a yiiey 34
34. The Conservative Party is considered the main ‘opponent/rival’ of the ruling Labor
Party in Britain.
Al iy N Sedall e 5aal 5 i3 35
35. 1 buy bread at the ‘bakery’ near the school.
oDl Jlead o auad Jemy Laila Jauadl 138 36
36. This store always offers ‘discounts’ on clothing prices.
Lootaall 8 S Gl s Wl U 37

37. I am absolutely against ‘corporal’ punishment in schools.

o) AS o Ble) il o B 1 a3 38
38. No stopping to avoid traffic jams.
a3 ) A el a5 cbie W G B 928l 39

39. The ‘gap’ between the rich and the poor is continuously widening.
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Elaal ool L) Guaia o deal doas 40
40. Ahmad was elected president of the club ‘unanimously’.
o5l aclus ABaall 41
41. ‘Charity’ helps the poor.
loall 138 g3 A e ciinnd 42
42.1talked to ‘my brother-in-law’ this morming.
ol g gl ol o Bt o jof Baaa o5 43
43. Several ‘amendments/changes’ in the Admission and Registration System
have been made ‘recently’.
g s 3 Y1 G pall 44
44. The patient is now in a ‘coma’.
Gl 8 o) da sl g sl cule Al 45

45. The streets have ‘overflowed’ with water because of ‘blockage’ in drainpipes.
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(d)

Agiatl) AL i) Aadll o) 500 (udaa (386 46
46. The ‘cabinet’ discussed the annual ‘infrastructure’ plan.
Als l Culia sall g gala ol 47
47. The sea is ‘calm’ and the weather is suitable for picnic.
Bixa ASHEY dadlall 48
48. ‘Aerospace’ is complex.
D9k adi s 49
49. He is an ‘egotistical/arrogant’ person.
O¥ A8 GSal 5 (eas) @lia clall 50
50. The water is ‘frozen’ and cannot be drunk.
g A des 13 51
51. This is a ‘chivalrous’ deed.
Ao a5 g el e cVES] 8 YY) &S 52
52. Thousands of people participated in the ‘Christmas’ and ‘New Year’s’ celebrations.
i) e Gada 3l 53
53. Mazen is ‘addicted’ to drugs.
Al el o jlm Ul agdiad 54
54. The student ‘quoted’ the author’s words.
Gl ) 33 Tl DB AL e gyl 38555

55. The ‘coach’ agreed to add three new students to the team.
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Al 1o lime )y Hed Ay aa (50 v Gl F Ly .56
56. This year the beginning of Ramadan will probably ‘coincide with’ my birthday.
oSl a1 10 8 A5l of S o 57
57. It is a big mistake to ‘underestimate’ or ‘overestimate’ the matter.
Ol A S Y1 Alla 58
58. Khalid is now ‘detained’ in prison.
A Y e 283 59
59. Omar has gone to get his car ‘repaired’.
(N (@93 olaid Tae 60

60. The Literary ‘Appreciation’ test is tomorrow.
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(e)

(58 U Yy il W 61
61.Iam ‘broke’.
Al (8L B £ giea (paxill 62
62. Smoking is ‘ferbidden’ in ‘public’ places.
iy Bl al s 63
63. This woman is ‘infertile/barren’.
kel glee Bg oLy anY et ¥ ) Y g 64
64. We should not allow anybody to ‘halt’ the peace process.
L ) o e Ji 45,65
65. Ali's “desk’ has been moved to the store.
hidiunal (o il 303 (st 43 66
66. ‘Horns’ shouldn't be honked near hospitals.
il Jlael dedl a1 330 67
67. These ideas ‘escalate’ the violence acts.
paall dag e 5 550 8l el Sl 13a 68
68. This interview is ‘exclusive’ for Al Jazeera Satellite Channel.
e Ja 69
69. Nabeel is an ‘orphan’.
(A Jaad) 381 Y 70
70. I do not like to work ‘overtime’.
ABAY fsara o el QLS Ggaea 71

71. “Toothpaste’ is more expensive than ‘shaving cream’.
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Labadll 3 0 e 5a3a i) sl b Saad 72
72. The ‘budget deficit’ is an indicator of the failure of planning.
Ayl Ay A ey maf 73
73. I am preparing for ‘Physical’ Education test.
A ) sdd 538 74
74. These are ‘superficial’ issues.
it adde3l B 5l 55 sl Baaina pe Aadall s 75

75. This university is not ‘accredited’ by the Ministry of Higher Education.
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®

(OB e 55l 1 533e 76
76. The ‘proponents’ of the project are decreasing.
Ao Sla gl 138 L 77
77. The vegetables in this supermarket are ‘fresh’.
Ol sall ygaf 30h 5 e 78
78. The employees ‘wages’ have been raised.
DS T el £ g pdiall 138 3 Joall (3 hny L850 79
79. Work on this ‘project’ will ‘take’ a whole month.
Ondle dS sl e (1S 5 a8 .80
80. The Hawaii volcano ‘erupts’ once every two years.
ol pndl il gy A gla Lyl 138 5L 81
81. The water of this river is ‘polluted’ by animal dung.
Ay 4 jladl claSal) 6 el jled 82
82. Books prices are high in ‘bookstores’.
Allars 3aC dakaiall 038 8 (Uadhall et 46 2) Aduiall 83
83. The ‘laundry’ in this ‘housing area’ is out of order.
I S 383 Jeall e ol 84
84. It is not easy to achieve ‘self sufficiency’.
Al Aaallall ol e ol g ) Lilall Jucd 5 85

85. Germany was ‘divided’ into two countries after World War II.

Ladall L8 el 58 ey iy 8 dalas 86




86. i’assing the exam will ‘guarantees’ your admission to the University.
A Apk il e Caliss cllam DU Ad Y w87
87. “The elections initial results’ differ from ‘the semi-final results’.
Bl gl 8 Jlaiyl coaall e 88
88. It is difficult to call during ‘the peak hours’.
sl e B 2 89
89. Saa’d is ‘exempt’ from fees.

Aesd e pdlaslis) S 90

90. Saleh has been ‘dismissed’ from his job.

229




230

()
A 350 338 Aadly 91
91. The scent of these flowers is rather ‘unpleasant’.
.Bgdiall Ul aaal ¢ 92
92. Ahmad was appointed to a ‘teller’.
Sbdlall B gdS 238 5 93
93. The ‘transcripts’ have been ‘stamped’.
Jaz p L) ulaa plimel 6l (g 94
94. I will meet with the ‘board of trustees’ tomorrow.
Ay a ra pdl) f slasll g A 95
95. ‘Blood and organ denation’ is an everlasting charity.
Aaalal Alal ASud) & 5a¥1 3¢ flie Ganadl S 96
96. A sum of money will be ‘allotted’ for this matter during the next fiscal year.
(O o) pudl Jind 2 97
97. He is ‘skinny’.
Acpuala ghas Al 61 550 lliay 98
98. Ministers have diplomatic ‘immunity’.
Al o clid 138 332 maw 99
99. This bank’s ‘interest rate’ is high.
Ao plaa e S8 A5 100

100. Kawther is suffering from a ‘sever’ headache.




231
O 13 claad s S 2al 1 101
101. He is one of the most ‘prominent’ figures of the century.
Aswadd) A8 e Jeay Slealizia 102
102. This device is solar-‘powered’.
Aty cipaasll jlal 5l 5 (slaall cu ) il 103
103. Water ‘leakage’ and ‘evaporation’ are the most serious challenges for
agriculture.
S 53 e 22 835 e Apagell il e 104
104. ‘slavery’ still exists in some African countries. ;
clilaiayl a8 A yall ) Sl 55105

105. ¢Sick-leaves’ abound during test times.




(h)
Aelud) w B olaly 38 583 of wna 106
106. Motion should be in a ‘clockwise’ direction.
ool AN gz o 8 A sal 5 daala sl 107
10 7. The Arab ‘League’ was founded in the forties of the last century.
bt e A nall B gl lay 108
108. ‘Daylight saving time’ begins in April.
Load Yz e (@8 Haay 1109
109. The ‘surplus’ production is exported to America.
28 el pddll 110
110. ‘Medical insurance’ is necessary..
bl clal) Ao 8 Al <) 8 1111
111. The ‘subcommittee’ decided to cancel the bid.
eall ol ) HSaal 88 e o) a3 112
112. Expectant mothers (pregnant women) suffer from frequent ‘vomiting’ during
‘pregnancy’.
L e bl Ledle Joany A @l (3585 i yo o bl s LYY Joasy 113
113. *Vets’ get higher salaries than ‘dentists’.
s aladl ey JlakaY) Aalded 1 114
114. Babies are ‘weaned’ after they are two years old.
O e A1 Y el sl 2 U} AES 85 115

115. Car tires ‘warranty’ extends for more than two years.
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(523 Gl Jlaad e Judl Aaad) Jl2ad 116
116. ‘Wholesale prices’ are better than ‘retail prices’.
Sl e By slalida 117
117. This jacket is ‘waterproof’.
Asl M Aala o Vs 118
118. This land is ‘arable.
Al S as ey a9 119
119. Fasting during Ramadan is one of the ‘pillars’ of Islam.

Aabiadl llaal) e qipall 120

120. ‘Multiplication’ is a mathematical operation.
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@
Lasip gomsall 138 Jon Moaal eyl 121
121.1 ‘confer’ with my friends every day on this issue.
A il 525 gl Uss dogll wad Lad i e W AT 122
122. The French president delivered a ‘forceful’ speech about ‘illegal immigration’.
ot AaBa (528l ol 33 (S 1123
123. You can buy a car without a ‘down payment’.
oAle A0y 2kl Jula xa 50 124
124. There is no ‘conclusive evidence’ to convict Maher.
A 25 gy Y Al G N 2By @3 3255125
125. After that the President ‘adjourned’ the session.
galall t},m‘ﬁﬂ o 423 &e 833 126
126. I talked to my ‘stepmother’ last week.
Jois 3-4,,993‘ iy 0ol 3all g 1127
127. Farmers have great interest in the ‘weather forecast’.
Adayal YA yee ol 128
128. Omar has ‘surrendered’ to the police.
Allh g ol 05 2ie 393 5 el 316 Giny 1129
129. The CV should be submitted along with the ‘application’.
ol Allaaks A pal) i LW 130
130. The ‘traffic lights’ are out of order today.
ABREN B e J a W 838 131

131. These conditions are ‘pitiful’.
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WAL ) s saliall 132
132. The dinosaur is an ‘extinct’ animal.
S Jeu W 133
133.1 am easily’ tempted’
Appedll 5 68l paen 283 Llgeee oY) Jasty (134
134. Fathers are responsible for paying all monthly ‘bills’.
el daual ydaa &gl o) gl (Gl (135

135. Breathing polluted air is ‘harmful’ to one’s health.




236
@
(el L 3 L5 Jole MaSY 5,136
136. Adel has been elected as an ‘henorary ‘president of the club.
Syl po il adia) 137
137. The representative ‘abstained’ from voting.
Lodaall A5 e Ul o g il Cll 3Le 138
138. There are still peoples who strive for ‘self-determination’.
AaSLall 4 ya 2063 Apadadl Juad 1139
139. Icebergs’ threaten navigation.
pebla el gl AN 140
140. ‘Spoon feeding is a bad teaching method.
ALzl b agalaialy el G 25 141
141. The Arabs are famous for their ‘hospitality’.
il e Geda pla (142
142. Maher is ‘addicted’ to drugs.
Al Ls8a B by 0y &) 2 143
143. Laws are issued by an ‘(exalted) Royal decree’.
Be eSS 0l 85144

144. Napoleon was’ exiled’ more than once.
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ApsSaall LA (S 3la] 5,145
145. The inhabitants of the disaster areas were ‘evacuated’.
Lasda xf Jae LRl 146
146. ‘Abortion’ is an illegal act.
LS AN 5 8 s3S oy JEB 147
147. John Kennedy was ‘assassinated’ in Texas.
Y g Rl e 5 B ol A QYT (5148
148. An unforgettable day in the history of the university is its ‘inauguration’ day.
A A% elaaall ulna pliae e d8UaY 402N 149

149. The ‘vast majority’ of the Dean’s Council is in favor of the decision.

&b S A5 5 Y 488 5 s 150

150. He has been ‘promoted’ to the rank of ‘associate’ professor.
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(k)

BoaS A Y s a1 13e JAlas 151
151. Ignoring this issue led to a big ‘disaster’.
gl il 6 BUsba Coed Liliaatl) clilaall 152
152. ‘Cosmetic surgery’ is not covered by health insurance.
dsaie adly e (153
153. Omar is a ‘peddler’.
Aol e IS A g k) aiadl) 2l 154
154. ‘Compulsory military service’ has been ‘abolished’ in many countries.
A G M2 g el Vel canpid 155
155. I have become a ‘secretary’ and Khalid has become a librarian.
A3 20 5 La 360 o1 1Y AbBlauae LY e S8 o g 156
156. The Dean will lose his ‘credibility’ if he does not keep his promise.
£V 3ol e Aalad Juas 157
157. Usama has taken out a ‘patent’.
ALY 338 Ll pesal (aadll 8 (3K &iial) 158
158. ‘Perjury’ is common nowadays.
Agas sba s pall 38 o Jadlll 000 1159
159. It is shameful to ‘lose face’.
sl 138 @l sl el 160

160. Classes have been ‘suspended’ today.

Agille A lS 5 161

161. Turkey is a ‘secular’ country.
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3055 Sy JAl oo L 162
162. It goes without saying that my wife is ‘jealous’.
gl N sa g el yall Jae 163
163. The Parliament has ‘amended’ some of the articles of the ‘constitution’.
slial o (hag)edl 7z 9)) e Cwie 164
164. I invited my ‘wife’s brother-in-law’ to dinner.
D g & Cman 1165

165. Could you please ‘turn up’ the volume of the T V.”?




240

)

Ol ey B 6B S d cla gl amd 166
166. ‘Polygamy’ is illegal in some countries.
gy da Jika Caldl e il 3la 1167
167. A awatif sill ‘adheres’ to her principles.
(Sladsie K0 calissia d 58 168
168. Fuad is ‘multilingual’.
el Al Jaf e Hlalaall agilin 3giall m ye3 169
169. Soldiers expose their lives to’ risks’ for the protection of their country.
OB sl e 220 Juads YY1 daa 5 51170
170. The administrative board decided to ‘dismiss’ some of the employees.
s pad S 13s 171
171. This man is a ‘crook’.
soal s pauaddy 172
172. The temperature suddenly ‘dropped’.
ApudiSa sl s A3 550 il 421173
173. Animals language is ‘inherited’ rather than ‘acquired.’
Afin gl 45 ) ) 4088 a0 ga AN g8 2V 01 174
174. Sunday is the ‘deadline’ for ‘submitting’ the term papers.
ol e SN Lgie e B sale (Al 1l 175
175. Racial ‘diserimination’ is a bad practice from which many people suffer.

ool Aae aasll ) Bl Bagua X55.176

176. The new ‘draft of the decision’ shows the president’s ‘fairness’.
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ool daBsia yhaall (e 4B 5800 @lA5 177
177. ‘Scattered showers (of rain) are expected today.
oV ysha e JEY ) oy 1178
178. You should not” underestimate’ the danger of the issue.
Axdall 33y el Al il 4805 50 @k 179
179. An ‘intensive’ Arabic course was ‘offered’ at the University.
(0%e) dpma L3 25 180

180. Nader is ‘spendthrift’.
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(m)

LSS (50 i sha Bhas 538 181
181. Hilary Clinton’s ‘memoirs’ have been ‘recently’ published.
Agige il 5 jlmall )l ol Ciliis) il e S Jilay (182
182. Many scholars try to ‘discover’ the secrets of the ‘civilization’ of
Pharaohs.
O B ELE il aa Y 183
183. There are no job ‘vacancies’ now.
(Glgsae o3k agd 184

~

184. Tariq was accused of ‘forging’ many documents.
i paall e s ol Afieal) s by 185
185. Yaser is the sole ‘beneficiary’ of the ‘inheritance’.
Add il Jo (1S3 50 185,186
186. The promotion of Murad was ‘at the expense of” Usama.
oS s IS IS 138 3 23 3 187
187. The ‘deployment’ of troops to this area was a big mistake.
O G A s B B Y a1 138 (535 i 188
188. This will lead to the ‘severing’ of diplomatic relations
AL te s daw 189

189. He paid his debt in ‘installments’.

e Gl j2 Sy Jaa g g sl 138 IS 190

190. This issue has been the main focus of several ‘in-depth’ studies.
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Al b e aelid el sl 138 191
191. This medicine helps to ‘whet the appetite’.
AR Y &8 5 Jaad) Ol b 5,192
192. The ‘notary public’ refused to sign the document .
bl SlaBYl 38a5 anadl L ) 8N 193
193. The new financial decision ‘stimulates’ the national economy.
) dadiiia Ay 501l Ligad g 81 194
194. We faced the enemy in an ‘extreme/unsurpassed valor’.
A Lanl al sl o) sul 5 s a3 Jualiily 195

195. In short, ‘bribery’ is regarded the worst social behavior.
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(n)

Lty B oubaall £ gadll (32 L) ulha 196
196. Rana applied for political ‘asylum’ in Britain.
DG (e gl (3305 (W) ) 350 < 5,197
197. I saw the ‘lioness’ chasing a herd of cows.
B35 g0 (o Jny g AaBY Jai%0 o) CNN Adana Juid o 1198
198. The CNN ‘reporter’ said the ‘Summit Conf'erence’ will be held at its appointed
time.
Sl 1aa jaa 9 (2.199
199. Who is the ‘editor’ of this book?
Bl o8 il e 200

200. The ‘participants’ in the symposium (have) left.

Al e sl S8 sl de i W 201
201. I would like to but I ‘lack’ the ability to do so.
Olalayl 8 o Ay s i ge) 202

202. Khalid ‘confessed’ that he ‘cheated’ on the exam.

Akl 138 Cala¥ Adhal (e axe J 58 alal) Jawall el 203
203. The ‘Registrar General’ announced the admission of a number of foreign students

this year.




204. ‘Commercials’ are expensive.

245

a4 Jadl cdiey) 204
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Part (A)
At M bl

* Translate the following sentences into English

oo AxBgia 38 Jlad |1
1. Heavy rainfalls are expected today.

(RS Gl oy Ul i) 2
2. The airport was closed because of the heavy fog.

(3 a8 O lnall 1aa | jalhie cusind 3
3. I woke up late this morning from a heavy sleep.

Ada gAda 2l 4
4. Ahmad is a heavy smoker.

Aawd By IS 3 M o8l Sl 5
5. I prefer taking a nap after every heavy meal.

Aaigd a3 el da e o gileall gl L6
6. Fishermen are prevented from fishing in heavy seas.

A eV 5ol Y ) 3 ALY clelival) aal pesaal sl juudl dclia 7
7. Automobile industry is one of the most important heavy industries in America.

ol Ahaald () e lly 8
8. With a heavy heart, she watched him go.

O



2438

coalall & sVl dadd Jlud e Bl e 9
9. The army suffered heavy casualties last week.

ekl 138 Jad e ASH Y (ya B8l g Jiealaa 10
10. Heavy crops of fruits are expected this year.




Part (B)
5 8 _3e (sl ISl 3 i) Cilangll A cilea a8 1

1. The latest series of attacks have made residents afraid to leave their homes.

alSaly d8tea 5i gl b X5 9
2. Make sure that the windows are firmly closed.

MRS Y S YRE JUPE i EONE: I B
3. Several footprints were found near the murder scene.
Araall o iyt Job 4
4. The official inauguration of the university has been postponed.

i el s Al () g i€l Y1 A0 000 35 ELE LBy 2 Y S

249

5. There are no vacant jobs in this company right now but it will start hiring next

month.

Avadi s Jo @i I Jeast oolglay Balll sl Jisle 6

6. The committee members are still trying to reach an agreement on this particular

issue.

,Ngll (g_,\_);mll) @).m“ Gkl uJ.c @aé.\\:.@&b@iﬂ‘)jmm\ 7
7. Three cars were involved in a fatal accident on the desert highway today.

A5 o i 8 coslae (8 Al gl Bl i g 8
8. Jane will spend her sick leave in Ajloun. She is very tired these days.

Anall )l Allal plaaYl sl a9
9. The members unanimously voted in favor of the new resolution.

A8 B b aasa yall 10
10. Mercedes is a powerful car.
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Part (A)
Circle the letter of the best answer.
1. _ rainfalls are expected in the forecast.
a. strong b. abundant c. huge d. heavy
2. The airport was closed because of the _ fog.
a. ample b. heavy c. huge d. large
3. Iwoke up late this morning from a sleep.
a. strong b. long c. huge d. heavy
4. Ahmadisa______ smoker.
a. excessive b. waster . ¢. huge d. heavy
5. Iprefer taking a nap after every meal.
a. large b. big c. heavy d. fatty

6. Fishermen are prevented from fishingin __ ~ seas.

a. waving b. heavy c. high d. wild

7. Automobile industry is one of the most important industries in the
USA.

a. heavy b. huge c. weighty d. big

8. With heart, she watched him go.

a. big b. huge c. hot d. heavy

9. The army suffered casualties last week.

a. big b. large c. heavy d. abundant

10. crops of fruits are expected this year.

a. heavy b. numerous c. large d. big
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Part (B)
1. Thelatest__ of attacks have made residents afraid to leave their homes.
a. scraps b. sets c. series d. sacks
2. Make sure that the windowsare _____ closed.
a. closely b. totally c. firmly d. severely

3. Several footprints were found near the murder

a. theater b. arena c. setting d. scene

4. The inauguration of the university has been postponed.

a. official b. formal c. stamping d. careful

5. There are no jobs in this company right now but it will start hiring next
month.

a. empty b. blank c. vacant d. busy

6. The committee members are still trying to an agreement on this
particular issue.

a. arrive b.do c. reach d. perform

7. Three cars were involved in a accident on the highway today.

a. killing b. big c. strong d. fatal

8. Jane will spend her leave in Ajloun. She is very tired these days.

a.ill b. patient c. sick d. medical

9. The members voted in favor of the new resolution.

a. wholly b. fully c. unanimously d. completely

10. Mercedesisa______car. N

a. powerful b. strong c. hard d. forceful
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Cloze
1. The committee members are still trying to an agreement on this
particular issue.
2. Jane will spend her leave in Ajloun. She is very tired these
days.

3. Several footprints were found near the murder

4. The inauguration of the university has been postponed.
5. There are no jobs in this company right now but it will start hiring next
month.

Semi Cloze
11. The latest s of attacks have made residents afraid to leave their homes.
12. Make sure that the windowsaref _____ closed.
13. Three cars were involved in a f accident on the highway today.

14. The members u voted in favor of the new resolution.

15. Mercedesisap car.




APPENDIX F

TOPICS OF THE LEARNER CORPUS

255




10

11

12

13.

14

15

16

17

18

19

256

Parents are the best teachers. Do you agree or disagree?

Television has destroyed communication among friends and families. Do you
agree or disagree?
Independence is the symbol of dignity

Nothing is more important than freedom

Which place would you most like to visit—USA, Africa, China, UK, Alaska?
Why?

Describe the best teacher you ever had.

I wish I had a million... Then I would...

‘What do you like to do in your free time?

Smoking

Drinking alcohol...drugs can harm one’s health

What is your favorite book? And why?

What is a good neighbor?

The Late King of Jordan

The new 21* century has begun. What changes do you think that this new century
will bring?

People do many different things to stay healthy. What do you do for your health?
Watching television is bad for children. Do you agree or disagree?

Alone on a desert island

It is better to be a member of a group than to be a leader of a group. Do you
agree or disagree? Why?

My Favorite foods




20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

257

My favorite game

Unemployment

Some items (such as clothes or furniture) can be made by hand or machine.
Which do you prefer-items made by hand or those made by machine? Why?
There is nothing that young people can teach older people. Do you agree or
disagree?

A special Birthday

In some societies women and men have almost the same social roles and duties.
However, in other societies the idea is completely different. Describe the situation
in your country.

Discrimination against others (on the basis of religion, race, geography, etc.) is
always fatal.

Neighbors are the people who live near you. What are the qualities of a good
neighbor?

Only people who earn a lot of money are successful. Do you agree or disagree?
The importance of education

Agriculture

Mother

You have the opportunity to visit a country for two weeks. Which country

would you like to visit? Why?
It is sometimes said that borrowing money from a friend harms or damages the
friendship. Do you agree or disagree? Why?

Ten people I would like to meet.
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Many people visit museums when they travel to new places. Why do think that
people visit museums?

It is better for children to grow up in the countryside than in a big city.

Things that make you cry.

Things I want to accomplish by time I am 40 years old.

Christopher Reeve

Describe a scary situation you passed through during your life.

My School

Pollution is a dangerous enemy for us. Why?

People attend universities for different reasons (e.g. getting knowledge, getting
experience, getting a job, etc.). What about yourself?

A book you have recently read

Describe your daily schedule (form waking up till sleeping).

People do many different things to stay healthy. What do you do for your health?
A baby sees with his ears

What is your favorite holiday or vacation? What makes it special?

My father

People are never satisfied with what they have; they always want something
more and different.

Some people prefer spending their time alone. Others like to be with friends most
of the time. To which category you belong?

If you could go back to some time and place in the past, when and where you

would like to go? Why?
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Describe a custom from your country that you would like people from other

countries to adopt.

Telephones and emails have made communication between people much easier.
Many teachers assign home works to students every day. Do you think that
homework is necessary for students?

One should never judge a person by external appearances. Do you agree or
disagree? Why?

What are the important qualities of a good son or daughter? Why?

Some people prefer to travel with a companion. Others prefer to travel alone. Which
do you prefer?

Some people believe that university students should attend classes. Others believe
that going to classes should be optional. Which point view do you agree with?
Why?

Learning about our past has no value. Do you agree or disagree?

Which of the following transportation vehicles has changed the lives of people?
Bicycles, buses or airplanes.

It has been announced that a new movie theater is going to be built in your
neighborhood. Do you support or oppose this plan? Why?

When people succeed, it is because of hard work. Luck has nothing to do with

success. Do you agree or disagree?

Grades (marks) encourage students to learn. Do you agree or disagree? Why?

Some people enjoy change and they look forward to new experience. Others like

their lives to stay the same, and they don’t change their usual habits. Which do you
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prefer? Why?
An extraordinary creature
Helping poor people
Good planning leads to success.
Describe a vacation you enjoyed.
Tourism in Jordan
‘What do you think are the major causes of divorce in our society? Explain.
What steps need to be taken in order to reduce crime? Explain
If you could have a conversation with a famous person (living or dead), whom
would you choose? Discuss.
Do you think that sports help develop good character? Discuss.
My daily schedule.
What being a friend means to you.
A sad event in my life
The woman I would like to marry
The man I would like to marry
A date with the death
My sole wish
My country
An important invention
My university
Petra

A goal to achieve
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89. Friendship

90. Reading

91. Peace

92. Albert Einstein

93. The Queen Mother

94. Jordan first

95. Working at home

96. Describe a trip you enjoyed
97. 'The newspaper or magazine I like best
98. A scary picnic

99. Which h story do hold to be your favorite? Give reasons for your answer.
100. Taj Mahal

101. Two American Presidents
102. My room

103. A goal to achieve

104. Charles Dickens

105. My sister

106. Describe a person you know
107. Criminals know no mercy
108. Olympics games

109. University study

110. The Original Oak

111. Alexander the Great
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117.
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Selfishness

Unforgettable moments

Black Gold

What do you like to do in your free time?
My brother

Consider a time when you bought something because an advertisement convinced

you to buy it. Were you disappointed with the product? Or were you happy with it?

118. If you were offered a job that requires telecommunicating, would you accept it?
Why or why not?
119. My purpose when I attended university

120. An interesting experience

121. Tests have no value without the reader

122. Lancaster

123. What’s happiness?

124. Some difficulties at my university

125. Ramadan

126. Double Mood

127. Sport in Jordan

128. Difficulties in learning English

129. Cars: advantages and disadvantages

130. Tourism

131. Freedom

132. What a miserable life!




133. I’ m different

134. Transportation

135. Long life

136. Types of library

137. Life

138. Problems we face

139. My family

140. Learning

141. The most important thing in life
142. Is anger useful?

143. The importance of education
144. My favorite holiday

145. Agriculture

146. My favorite story

147. Al-Arab Al-Yawm news paper
148. The Rose Red City

149. A letter

150. University life

151. Building a university in the desert
152. Horror world

153. Habits and traditions

154. Organs of speech

155. Shopping!!!
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156. Old people

157. Alps

158. Getting a job

159. A trip to the Dead Sea

160. Quality of university foods

161. What are the important qualities of a good son or daughter? Why?
162. Ants

163. Difficulties of Registration

164. A wish that you have every body in this life
165. Poverty

166. Gambling

167. Real Friends

169. A collection of final exams in literature
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1. Academic Level: 1% Year 2°d Year 3 Year 4™ Year
2. Sex: Female 2. Male
3. Native Tongue:  Arabic Other.

4. Have you lived in an English speaking country (i.e. USA, UK, Australia, etc)?

YES NO
If yes, from grade, till grade
5. Have you studied in a private school? YES NO

6. Age: under 18 18 and over
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 A. REFERENCE CORPUS: LOCNESS CORPUS OF NATIVE ENGLISH ESSAY

WRITING

+

.

Total number of essays selected for the purposes of this study is 79.

Total number of

tokens is 70, 309

1. American Universities

1.R. 1.1 Marquette University (codes: ICLE-US-MRQ)

Selected tokens Time Type pantsPartci
10,125 March Untimed NSs of English
1995 Argumentative Age: from 18t0 21 (+ 1 of
essays 30, 1 of 31 and 1 of 40)

_2.R. 1.2 Indiana University at Indianapolis (codes: ICLE-US-IND)

sSelected token Time Type Partcipants
13,629 March 1995 Timed NSs of English
Argumentative Age: from 22 to 48
essays

3. R. 1.3 Presbyterian College, South Carolina (codes: ICLE-US-PRB)

Selééted tokens

Time Type Partcipants

12,447 April 1995 Untimed NSs of English
Argumentative Age: from 20 to 22
essays
R. 2. BRITISH ESSAYS: University students
o , 1.R. 2. 1. brsiir.cor

Selected tokens Time Type Partcipants
11,570 March 1991 | Exams, literary, NSs of English

historical and

expositry
essays
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"~ "2.R.2.71.brsur.cor

g
ke

Y . T g g
Y . . ra
>

Selécted tokens Time ypeT fartcipanté '
11,405 | e Exams, literary, NSs of English
v - . : 2.R. 2. 1. brsur.cor .
Selected tokens Time Type Partcipants
11,133 | —eeemeeeee argumentive NSs of English

B. LEARNERS ARGUMENTATIVE, NARRATIVE, PROCEDURES, AND

B
3

£

LITERARY ESSAYS AND EXAMS

Total Number of essays: 429

Total number of tokens: 70,307

€ssays

LA 1. Al-Hussein Bit Talal Wniversity W
Selected tokens | Time Type Partcipants
17,012 August- Timed and NSs of Arabic majoring
December 2003 | untimed in English language and
Argumentive, literature
procedurers, Age: 18-25
literary,
expository essays
and exams
Tt y _» 2.Mutah University |, %" 7
Selected tokens Time Type Partcipants
9,347 August- Timed and NSs of Arabic majoring
December untimed in English language and
2003 Argumentive, literature
procedurers, Age: 18-25
literary,
expository
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o EO “Hashemité University o
Selected tokens | Time Type Partcipants
21,216 August- Timed and NSs of Arabic majoring
December untimed in English language and
2003 Argumentive, literature
procedurers, Age: 18-25 (+3 students
literary, expository | over 25)
essays and exams
LR Al al-Bayt University - a
Selected tokens | Time Type Partcipants
18,516 August- Timed and NSs of Arabic majoring
December untimed in English language and
2003 Argumentive, literature
procedurers, Age: 18-25
literary,
expository
essays
e e Zarga National University =~ o
Selected tokens | Time Type Partcipants
4,216 August- Timed and NSs of Arabic majoring
December untimed in English language and
2003 Argumentive, literature
procedurers, Age: 18-25
literary,
expository
essays




APPENDIX I

UCREL CLAWST TAGSET

271




272

APPGE possessive pronoun, pre-nominal (e.g. my, your, our)
AT article (e.g. the, no)

ATl singular article (e.g. a, an, every)

BCL before-clause marker (e.g. in order (that),in order (to))

CC coordinating conjunction (e.g. and, or)
CCB adversative coordinating conjunction ( but)
CS subordinating conjunction (e.g. if, because, unless, so, for)

CSA as (as conjunction)

CSN  than (as conjunction)
CST that (as conjunction)
CSW  whether (as conjunction)

DA after-determiner or post-determiner capable of pronominal function (e.g. such,
former, same)

DAl singular after-determiner (e.g. little, much)

DA2  plural after-determiner (e.g. few, several, many)
DAR  comparative after-determiner (e.g. more, less, fewer)
DAT superlative after-determiner (e.g. most, least, fewest)

DB before determiner or pre-determiner capable of pronominal function (all, half)
DB2 plural before-determiner ( both)
DD determiner (capable of pronominal function) (e.g any, some)

DD1 singular determiner (e.g. this, that, another)
DD2 plural determiner ( these,those)

DDQ  wh-determiner (which, what)

DDQGE wh-determiner, genitive (whose)

DDQV wh-ever determiner, (whichever, whatever)
EX existential there

FO formula

FU unclassified word

Fw foreign word

GE germanic genitive marker - (' or's)

IF for (as preposition)

I general preposition

IO of (as preposition)

w with, without (as prepositions)

1 general adjective

JIR general comparative adjective (e.g. older, better, stronger)

272
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JK

MC
MC1
MC2
MCGE
MCMC

ND1

NN1
NN2
NNA

NNL1
NNL2
NNO

NNO2
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general superlative adjective (e.g. oldest, best, strongest)
catenative adjective (able in be able to, willing in be willing to)
cardinal number,neutral for number (two, three..)

singular cardinal number (one)

plural cardinal number (e.g. sixes, sevens)

genitive cardinal number, neutral for number (two's, 100's)
hyphenated number (40-50, 1770-1827)

ordinal number (e.g. first, second, next, last)
fraction,neutral for number (e.g. quarters, two-thirds)
singular noun of direction (e.g. north, southeast)

common noun, neutral for number (e.g. sheep, cod, headquarters)
singular common noun (e.g. book, girl)

plural common noun (e.g. books, girls)

following noun of title (e.g. M.A.)

preceding noun of title (e.g. Mr., Prof.)

singular locative noun (e.g. Island, Street)

plural locative noun (e.g. Islands, Streets)

numeral noun, neutral for number (e.g. dozen, hundred)
numeral noun, plural (e.g. hundreds, thousands)

temporal noun, singular (e.g. day, week, year)

temporal noun, plural (e.g. days, weeks, years)

unit of measurement, neutral for number (e.g. in, cc)
singular unit of measurement (e.g. inch, centimetre)

plural unit of measurement (e.g. ins., feet)

proper noun, neutral for number (e.g. IBM, Andes)
singular proper noun (e.g. London, Jane, Frederick)

plural proper noun (e.g. Browns, Reagans, Koreas)
singular weekday noun (e.g. Sunday)

plural weekday noun (e.g. Sundays)

singular month noun (e.g. October)

plural month noun (e.g. Octobers)

indefinite pronoun, neutral for number (none)

indefinite pronoun, singular (e.g. anyone, everything, nobody, one)
objective wh-pronoun (whom)

subjective wh-pronoun (who)

wh-ever pronoun (whoever)
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PNX1
PPGE
PPH1
PPHO1
PPHO2
PPHS1
PPHS2
PPIO1
PPIO2
PPIS1
PPIS2
PPX1
PPX2
PPY
RA

RG
RGQ
RGQV
RGR
RGT

RPK
RRQ
RRQV

RT
TO

VBDR
VBDZ

274 .

reflexive indefinite pronoun (oneself)

nominal possessive personal pronoun (e.g. mine, yours)
3rd person sing. neuter personal pronoun (it)

3rd person sing. objective personal pronoun (him, her)
3rd person plural objective personal pronoun (them)
3rd person sing. subjective personal pronoun (he, she)
3rd person plural subjective personal pronoun (they)
1st person sing. objective personal pronoun (me)

1st person plural objective personal pronoun (us)

1st person sing. subjective personal pronoun (I)

1st person plural subjective personal pronoun (we)
singular reflexive personal pronoun (e.g. yourself, itself)
plural reflexive personal pronoun (e.g. yourselves, themselves)
2nd person personal pronoun (you)

adverb, after nominal head (e.g. else, galore)

adverb introducing appositional constructions (namely, e.g.)
degree adverb (very, so, t00)

wh- degree adverb (how)

wh-ever degree adverb (however)

comparative degree adverb (more, less)

superlative degree adverb (most, least)

locative adverb (e.g. alongside, forward)

prep. adverb, particle (e.g about, in)

prep. adv., catenative (about in be about to)

general adverb

wh- general adverb (where, when, why, how)

wh-ever general adverb (wherever, whenever)
comparative general adverb (e.g. better, longer)
superlative general adverb (e.g. best, longest)
quasi-nominal adverb of time (e.g. now, tomorrow)
infinitive marker (to)

interjection (e.g. oh, yes, um)

be, base form (finite i.e. imperative, subjunctive)

were

was

being

274




be, infinitive (To be or not... It will be ...)

am

been

are

is

do, base form (finite)

did

doing

do, infinitive (I may do... To do...)

done

does

have, base form (finite)

had (past tense)

having

have, infinitive

had (past participle)

has

modal auxiliary (can, will, would, etc.)

modal catenative (ought, used)

base form of lexical verb (e.g. give, work)

past tense of lexical verb (e.g. gave, worked)

-ing participle of lexical verb (e.g. giving, working)
-ing participle catenative (going in be going to)
infinitive (e.g. to give... It will work...)

past participle of lexical verb (e.g. given, worked)
past participle catenative (e.g. bound in be bound to)
-s form of lexical verb (e.g. gives, works)

not, n't

singular letter of the alphabet (e.g. A,b)

plura] letter of the alphabet (e.g. A's, b's)
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a. depend on

a. fortunate

a. flawless

a. simple

a. strength

b. confide in

b. lucky

b. complete

b. easy

b. force

C. count on

C. prosperous

c. perfect

c. facile

c. potency
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