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In recent years, unmanned aerial vehicles (UAVs), commonly known as drones, have attained considerable prominence in a wide range of areas ranging from military operations, including surveillance, intelligence, and reconnaissance, to nonmilitary sectors such as delivery, entertainment, and agriculture. The low cost, small size, and ease of use of quadrotors provide significant advantages for such missions. At the same time however, the occurrence of physical failures in such vehicles, particularly if these failures occur while flying over highly populated areas, can pose considerable risk to people and premises on the ground. This thesis investigates scenarios of power loss due to one or more rotor failures of a quadrotor and performs an analysis of the ensuing crash radius of the vehicle, occurring because of this power loss. The baseline controller of the vehicle is assumed to be a nonlinear controller designed using a dynamic inversion method. Four different failure scenarios are simulated, and a comparison of the crash radius obtained from simulation results and an analytical formulation is performed.

## TABLE OF CONTENTS

ACKNOWLEDGEMENTS ..... iii
DEDICATION ..... iv
LIST OF FIGURES ..... v
ABSTRACT ..... viii

1. INTRODUCTION ..... 1
2. SYSTEM DYNAMICS \& MODELLING ..... 8
3. CONTROL STRATEGY ..... 23
4. ANALYTICAL SOLUTION ..... 36
5. SIMULATION RESULTS ..... 44
6. CONCLUSION ..... 69
REFERENCES ..... 70
BIOGRAPHICAL STATEMENT ..... 73

## CHAPTER 1

## INTRODUCTION

### 1.1 Motivation

In recent years, unmanned aerial vehicles (UAVs), commonly known as drones, have been given extraordinary prominence in a wide range of areas from military operations, including surveillance, intelligence and reconnaissance with the features of stealth and low radar cross-section to nonmilitary sectors such as delivery, entertainment, agriculture. The UAVs are operated with different levels of autonomy from the remote control by an operator to autonomously onboard computers.

The UAVs can be categorized into two main groups based on wing shape: fixed-wing and rotary-wing. Rotary wing UAVs have some operational superiorities over fixed-wing by virtue of vertical take-off landing, hovering, and low-speed flight capabilities. These capabilities enable them to perform aggressive maneuvers in both indoors and outdoors environments. Furthermore, the robustness of these systems meets safety measurements in the course of high-risk operations in dangerous and restricted areas. Based on these criteria, many rotary-wing vehicles such as helicopters and quadrotors have gained importance over other aerial vehicles.

Quadrotors provide significant advantages compared with conventional VTOL vehicles such as helicopters because they are low cost, smaller in size and easier to use. In contrast, helicopters have greater mechanical complexity, but since quadrotors are mechanically more simple. They are popular among researchers, because they are easier to use in laboratories and can give real-time applications to confirm their studies. However, nonlinearity behaviors of these platforms' dynamics can be
seen as primary disadvantages. Therefore, the quadrotors need a reliable nonlinear controller to overcome this drawback and accomplish the mission demanding aggressive maneuvers and high accuracy.

The quadrotors are also appropriate testbeds to improve control techniques while performing a flight simulation for exposed uncertainties and disturbances. In this context, the essential part is to gauge the quadrotor orientation and position utilizing remarkable development in sensors, actuators, and other technological devices on the system.

On the other hand, these vehicles have a considerable risk to populated areas and properties on the ground due to possible physical failures. Therefore, this risk may cause several safety concerns for the public areas and it must be determined for risk assessment to get a nonhazardous flight. One of the risky conditions for a quadrotor is actuator failure while operating. This type of failure ends with a crash on the ground in parallel with the loss of power of the system. To develop a risk assessment for flight, the maximum crash radius should be calculated. In this thesis, the analytical approach is used to find the crash zone predetermined by flight conditions and the number of faulted rotors in several rates of power loss.

### 1.2 Literature Survey

The control methods for quadrotors should be addressed on a large scale since they have high order nonlinearities and complicated dynamic models. One of the factors that make the control more difficult for these vehicles is the underactuated characteristic specified to have fewer inputs than the degree of freedom [17]. Moreover, the strong coupling between rotational dynamics can be considered the crucial factor for position and orientation control problems. [11] The control algorithms can comprehensively be categorized into two groups as the linear and nonlinear ap-
proaches. The linearization proceeding is necessary for the equilibrium point to apply linear control methods.

The PID controller is a linear control algorithm and the most popular control scheme in the electrical and mechanical industry. In terms of adjusting the gain parameters, straightforward design, and easy implementation, this method is more advantageous than others for quadrotor platforms [23], [25]. But it has some disadvantages, such as performance limits due to nonlinearities related to the mathematical model [14]. For example, a PID controller was introduced for a quadrotor in [18] and [1] to track desired positions and orientations. The controller achieved effective performance to stabilize the system in ideal time with nearly zero steady-state error and modest overshoot. Although the PID controller has some performance limitations, it is broadly preferred by introducing the quadrotors in the literature. The tuning of this type of controller's gain parameters may cause some difficulties that require practice at the hovering position defined as the equilibrium point.

Furthermore in [12], the researchers discussed the remarkable deviations inflicting vehicle airframe and velocity while the quadrotor was hovering. They concluded that a proportional-derivative controller was adequate to stabilize for pitch motion but as velocity enhanced, the different measurements were necessary for blade flapping. Their work illustrated that the current control method was weak when using high-speed action and in windy experimental environments.

The optimal control algorithms act on linear dynamic systems by minimizing the cost performance index weighting coefficients sourced by the operator. In [2], researchers applied the linear quadratic regulator (LQR) on the structure and attained a performance comparison between PID and LQR. Both control techniques provided the same effect approximately; however, LQR performance is slightly better than PID in consideration that it was introduced as a more fully dynamic model.

For example, Cowling and coresearchers employed the LQR technique on a quadrotor's complete dynamic model for a path following in [8]. It was illustrated that despite there being wind and disturbance, the path following was attained precisely utilizing optimal trajectory. When the quadrotor tried to escape from an obstacle, it showed a tendency to lose tracking capability. The LQR method can be transformed into a Linear Quadratic Gaussian with a Kalman Filter for Gaussian noise and missing state data. The full state information is not necessary anymore with LQG implemented in [22] for quadrotor control.

Furthermore, to get better controller performance, nonlinear control methods were developed. One of the most rampant nonlinear control approaches is feedback linearization. This control method transforms the quadrotor platform's nonlinear system dynamics into a corresponding dynamic via change of variables on feedback rather than the small-angle approximation method. This technique requires exact models for application and has some loss of accuracy. It was used in a wide range of studies to design a flight controller. For example, Ghandour et al. presented a control scheme with this technique to make the platform follow a trajectory in the rotor faults circumstances in [13]. Additionally, D. Lee et al. developed a flight controller based on feedback linearization [16]. Their research pointed out that this controller technique is delicate to uncertainties and noise. Therefore, they neglected the disturbance and used small-angle deviation to abstain from elaborate differentiation terms. As a result, the researchers obtained results without disturbance in simulation by getting the gain parameters with the LQR technique.

Another study was presented on the basis of feedback linearization by Choi et al. practicing the controller used adaptive feedback linearization [7]. The quadrotor model uncertainties may deprive the task's achievement and can be obviated with an adaptation law to get essential modifications. In the same way, the adaptive
controller was designed in [5]. It can be seen that this method is sufficient for decreased error while tracking and increased operational performance. Consequently, nonlinear feedback linearization technique for control the quadrotor acts as well-being tracking but it is not efficient to reject disturbance. If applied with the combination of the alternative control algorithm, this shortcoming can be dealt with.

Backstepping control based on Lyapunov theory is one of the most popular nonlinear control methods that divide the controller steps using a recursive algorithm scheme to stabilize the sub-systems. Despite the low robustness and necessity of full state knowledge, this type of controller has certain superiorities, such as less computational load and its ability to considerably manage the disturbances. Because of these reasons, numerous researchers applied this strategy to design a quadrotor flight controller [10].

The research group implemented a backstepping controller in blocks with motor dynamics and obtained the trajectory following virtually [20]. The controller design in the [21] had a resemblance to [20]; however, the seventh block in [20] has consisted of motor rotational speeds despite the seventh block formed by forces in [21]. In [20], the optimum results are gained with a backstepping controller between five (applied) different controller methods. The stabilization and trajectory tracking tasks for quadrotor are accomplished with an integral backstepping technique terminating the sensor noise, external disturbances, and unmodelled effects [4].

For example, in [9], the research group presented a different form of the backstepping technique, and obtained the dynamics in the form Lagrangian instead of state-space representation. Due to the bilinearity of the Lagrangian position dynamics control in inverse kinematic, two neural networks are utilized to estimate aerodynamics moments and aerodynamic forces. Kartal et al. implemented a backstepping approach to design a PID controller and achieve guaranteed performance
later [15]. Firstly, to get this performance for micro UAV, the second order sliding variable is utilized in the backstepping design. The vehicle's nonlinear structure is then transformed into a PID controller with small-angle approximation and specific geometric manipulations.

The sliding mode control method is also a nonlinear control technique that works to change the system variables using a discontinuous input signal to the system to force it through an appointed path called sliding surface. This control algorithm does not need any simplification for dynamics. The control law switches in state- space from one state to another state using position information due to its location between control blocks. Bouabdallah and co-researchers proposed the sliding mode control, a sliding surface defined by the Lyapunov stability theory for managing the rotation subsystem in [3]. This control approach was matched with the backstepping algorithm and it was clearly illustrated that the SMC was not better than backstepping due to the switching operations in high frequency.

In [19], a quadrotor stabilization is obtained by active and passive fault-tolerant sliding mode controllers in the event of loss of effectiveness in a rotor. The sliding surface is described by the sum of error, the integral and derivative of errors. Although the sliding mode is good at eradicating external disturbance and model uncertainties, this controller design endures the issue of chattering. An active fault-tolerant controller is considered to give more suitable results than the passive fault-tolerant considering that there are two switching situations in the active one. In [24], error quaternion based on an adaptive sliding mode control scheme is proposed. This type of controller deals with disturbance and model inertia uncertainty.

The researchers compared a dynamic sliding mode controller with another controller based on the feedback linearization method in [6]. The dynamic sliding mode controller performs more effectively than feedback linearization at canceling the un-
known external disturbances. The system state responses approach the system's reference values accurately.

### 1.3 Thesis Outline

This thesis includes the mathematical model and a controller design of quadrotor and failure mode analysis to determine the crash zone. In chapter 2 , the detailed model and fundamental motion concepts are introduced, and the section follows to derive the dynamic equations of this platform. In chapter 3, a nonlinear control method called dynamic inversion is discussed based on a mathematical approach and employed in the simulation platform. To calculate the crash zone resulting actuator power loss, the analytical approach is introduced considering the several failure scenarios in chapter 4. Finally, chapter 5 addresses the results that compare the simulation and analytical solutions of the failure scenarios.

## CHAPTER 2

## SYSTEM DYNAMICS \& MODELLING

This chapter will discuss the detailed analysis of quadrotor dynamics and modeling starting with the fundamental motion concepts. The section then proceeds to describe the reference frames and rotation matrix that provide transformation for motion. In the next part, quadrotor rotational and translational dynamics equations are derived for the mathematical model. In the end, control inputs that are necessary for the controller section are defined under the control allocation section.

### 2.1 Fundamental Motion Concepts

The quadrotor is an underactuated aerial system with six degrees of freedom body moved by variation between the rotational speeds of the four rotors. Each rotor comprises a propeller with a certain number of blades that create the airflows downward to get lift force thanks to their design shape, no matter direction of their rotation.

The quadrotor can move only upward and downward as translational motion due to being an underactuated vehicle. The translational movements in the direction of x and y axes are related to the lift force coupled with rotation about all three axes. The lift force is generated as the total contribution of four rotors, and the torques about all three-axis called the roll, pitch, and yaw motions are produced due to different speeds between rotor pairs.

The four rotors can be grouped into two-part. The first group is the front and rear rotors ( $1 \& 3$ ) and produces pitch movement around the y-axis rotating
in a clockwise direction. The second group is the right and left rotors (2 \& 4) and produces roll movement around the x -axis rotating in a counterclockwise direction.

The rotor pairs cause the yaw motion different than the roll and pitch moment rotating faster or slower than each other. Also, the rotor pairs virtually remove aerodynamic moments and gyroscopic effects rotating the opposite directions.

Quadrotor's fundamental motion concepts can be seen in Figure 1. The magnitude of each rotor propeller rotation speed is illustrated to be directly proportional to the width of the arrows in the figure.


(b)

(c)

(d)

(e)
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Figure 1. Fundamental motions of a quadrotor.
a - Yaw motion in the counterclockwise direction
b - Yaw motion in the clockwise direction
c - Take-off or hovering
d - Roll motion in the clockwise direction
e-Pitch motion in the counterclockwise direction
f - Pitch motion in the clockwise direction
g - Landing or descent
h - Roll motion in the counterclockwise direction

### 2.2 Reference Frames

To describe a quadrotor's position and orientation, it is necessary to specify some fundamental concepts before the mathematical model. A quadrotor has various sensors that have position and orientation data and outputs of these sensors are defined on a set of frames; earth-fixed and body-fixed frames. The gyro and accelerometer on the quadrotor measure data with respect to the body frame, whereas a GPS, required for position and ground speed, gives information in the earth-fixed frame.

The earth-fixed frame is located on the earth's surface, and the body frame is fixed to the center of gravity of the quadrotor's body, and it moves together with the quadrotor. As shown in Figure 2, the $x_{b}$ and $y_{b}$ axes are indicated to Rotor 1 and Rotor 2 direction, and ultimately the $z_{b}$ axis is indicated vertically upward; that is the opposite way of the ground.


Figure 2. Earth-fixed and body-fixed reference frames.

### 2.3 Rotation Matrix

While modeling the quadrotor mathematically, equations of motions must be expressed on the same coordinate frame. The required transformations such as translation and rotation are developed between the frames using Euler angles and their rotation matrices. A rotation sequence of Euler angles $\psi-\theta-\phi$ can be utilized to achieve these transformations. The Euler angles are the rotation angles that enable the earth-fixed frame to coincide with the body frame. The following rotation matrices (2.1) are used respectively to represent the rotations around each axis, $\mathrm{x}, \mathrm{y}$, and $z$, as given in Figure 3.

$$
\begin{align*}
& R(\phi)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \phi & -\sin \phi \\
0 & \sin \phi & \cos \phi
\end{array}\right]  \tag{2.1a}\\
& R(\theta)=\left[\begin{array}{ccc}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{array}\right]  \tag{2.1b}\\
& R(\psi)=\left[\begin{array}{ccc}
\cos \psi & -\sin \psi & 0 \\
\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right] \tag{2.1c}
\end{align*}
$$



Figure 3. Euler angles.

The rotation matrix converting a vector from the body to the earth-fixed frame is constructed multiplying the matrices for each rotation and expressed as:

$$
\begin{equation*}
R_{b}^{e}=R(\psi) R(\theta) R(\phi) \tag{2.2}
\end{equation*}
$$

$$
R_{b}^{e}=\left[\begin{array}{ccc}
\cos \psi \cos \theta & \sin \theta \cos \psi \sin \phi-\sin \psi \cos \phi & \cos \psi \sin \theta \cos \phi+\sin \psi \sin \phi  \tag{2.3}\\
\sin \psi \cos \theta & \sin \psi \sin \theta \sin \phi+\cos \psi \cos \phi & \sin \psi \sin \theta \cos \phi-\sin \phi \cos \psi \\
-\sin \theta & \cos \theta \sin \phi & \cos \theta \cos \phi
\end{array}\right]
$$

### 2.4 Mathematical Model

A convenient model should be designed to make a quadrotor fly smoothly in compliance with its structural properties. Quadrotors have strict requirements for developing controller approaches due to being nonlinear underactuated systems. At this stage, a rigorous dynamic model is a very critical cornerstone, because quite different outcomes in theory and practical implementations can result from differences between model and real dynamics. Considering the importance of these systems' dynamics, they must be modeled as meticulously as possible.

In this thesis, in order to derive the mathematical model of the vehicle by using the Newton-Euler technique, the following assumptions need to be made.

- The structure of the frame is rigid.
- The total mass is fixed, and the vehicle is symmetrical.
- The center of gravity coincides with the body frame.
- The earth is flat and the earth-fixed frame is accepted as inertial.
- The propeller of the rotors is rigid and not flapping.
- Drag and thrust forces are in proportion with the square of the speed of the rotors.
- Aerodynamic effects are neglected.


### 2.4.1 Kinematic Equations

### 2.4.1.1 Rotational Kinematics

The angular velocities of the quadrotor defined on the body frame are represented as $\omega=(p, q, r)$. These velocity rates can be measured using an Inertial Measurement Unit sensor, and they should be expressed with respect to Euler rates $\dot{\eta}=(\dot{\phi}, \dot{\theta}, \dot{\psi})$ by a series of rotation matrices using the transformation below because quadrotor makes a move on the earth's surface and the Euler angles and these angular body rates are different from each other.

$$
\left[\begin{array}{l}
p  \tag{2.4}\\
q \\
r
\end{array}\right]=I\left[\begin{array}{c}
\dot{\phi} \\
0 \\
0
\end{array}\right]+R(\phi)\left[\begin{array}{l}
0 \\
\dot{\theta} \\
0
\end{array}\right]+R(\phi) R(\theta)\left[\begin{array}{c}
0 \\
0 \\
\dot{\psi}
\end{array}\right]
$$

Substituting $x$ and $y$ rotation matrices in equation (2.4)

$$
\begin{gather*}
{\left[\begin{array}{l}
p \\
q \\
r
\end{array}\right]=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
\dot{\phi} \\
0 \\
0
\end{array}\right]+\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \phi & -\sin \phi \\
0 & \sin \phi & \cos \phi
\end{array}\right]\left[\begin{array}{l}
0 \\
\dot{\theta} \\
0
\end{array}\right]+\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \phi & -\sin \phi \\
0 & \sin \phi & \cos \phi
\end{array}\right]\left[\begin{array}{ccc}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{array}\right]\left[\begin{array}{l}
0 \\
0 \\
\dot{\psi}
\end{array}\right]}  \tag{2.5}\\
{\left[\begin{array}{l}
p \\
q \\
r
\end{array}\right]=\left[\begin{array}{lll}
1 & 0 & -\sin \theta \\
0 & \cos \phi & \sin \phi \cos \theta \\
0 & -\sin \phi & \cos \phi \cos \theta
\end{array}\right]\left[\begin{array}{l}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{array}\right]}  \tag{2.6}\\
{\left[\begin{array}{l}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{array}\right]=\left[\begin{array}{ccc}
1 & \sin \phi \tan \theta & \tan \theta \cos \phi \\
0 & \cos \phi & -\sin \phi \\
0 & \sin \phi \sec \theta & \cos \phi \sec \theta
\end{array}\right]\left[\begin{array}{l}
p \\
q \\
r
\end{array}\right]} \tag{2.7}
\end{gather*}
$$

The quadrotor performs its motion mostly in hovering with small angles. Therefore, angular velocities may be considered equal as the Euler angles rates with small-angle assumptions. $(\dot{\phi} \cong p, \dot{\theta} \cong q, \dot{\psi} \cong r)$

### 2.4.1.2 Translational Kinematics

The linear velocities defined on the body frame are represented as $\nu=(u, v, w)$ and these can be transformed to linear velocities on the earth-fixed frame, $\dot{r}=$ $(\dot{x}, \dot{y}, \dot{z})$ using the rotation matrix.

$$
\begin{equation*}
\dot{r}=R_{b}^{e} \nu \tag{2.8}
\end{equation*}
$$

$$
\left[\begin{array}{l}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \psi \cos \theta & \sin \theta \cos \psi \sin \phi-\sin \psi \cos \phi & \cos \psi \sin \theta \cos \phi+\sin \psi \sin \phi \\
\sin \psi \cos \theta & \sin \psi \sin \theta \sin \phi+\cos \psi \cos \phi & \sin \psi \sin \theta \cos \phi-\sin \phi \cos \psi \\
-\sin \theta & \cos \theta \sin \phi & \cos \theta \cos \phi
\end{array}\right]\left[\begin{array}{l}
u \\
v \\
w
\end{array}\right]
$$

### 2.4.2 Dynamic Equations

### 2.4.2.1 Translational Dynamics

Translational dynamics are obtained by the linear momentum change dependent on Newton's second law. By this law, the rate of change of linear momentum of a rigid body is proportional to the force applied. In equation (2.10), $F_{e}$ is the total force affecting the quadrotor, $m$ is the mass and $\dot{r}$ is the linear velocity vector on the earth-fixed frame.

$$
\begin{equation*}
F_{e}=m \frac{d \dot{r}}{d t} \tag{2.10}
\end{equation*}
$$

Due to all forces acting on the body frame, the equation (2.10) can be expressed as below on the body frame.

$$
\begin{gather*}
F_{b}=m \dot{\nu}+\omega \times m \nu  \tag{2.11}\\
{\left[\begin{array}{c}
F_{x b} \\
F_{y b} \\
F_{z b}
\end{array}\right]=m\left[\begin{array}{c}
\dot{u} \\
\dot{v} \\
\dot{w}
\end{array}\right]+\left[\begin{array}{l}
p \\
q \\
r
\end{array}\right] \times m\left[\begin{array}{l}
u \\
v \\
w
\end{array}\right]} \tag{2.12}
\end{gather*}
$$

The unbalanced external forces defined in the equation (2.13) acting on the vehicle cause translational accelerations.

$$
\begin{equation*}
F_{b}=T-\left(R_{b}^{e}\right)^{T} F_{g} \tag{2.13}
\end{equation*}
$$

where $F_{g}$ is gravitational force and $T$ is the total thrust force required for flight. In the quadrotor system, the total thrust force is produced by four rotors which generate one-directional separate thrust force, $T_{i}$.

$$
\begin{equation*}
T_{i}=k \Omega_{i}^{2}, i=1,2,3,4 \tag{2.14}
\end{equation*}
$$

where $k$ is the thrust factor defining the relation thrust and rotational speed of the rotor.

$$
\begin{equation*}
T=T_{1}+T_{2}+T_{3}+T_{4}=k\left(\Omega_{1}^{2}+\Omega_{2}^{2}+\Omega_{3}^{2}+\Omega_{4}^{2}\right) \tag{2.15}
\end{equation*}
$$

The transformation can be obtained between forces on the earth-fixed and body frames utilizing the rotation matrix.

$$
\begin{gather*}
{\left[\begin{array}{l}
F_{x e} \\
F_{y e} \\
F_{z e}
\end{array}\right]=R_{b}^{e}\left[\begin{array}{c}
F_{x b} \\
F_{y b} \\
F_{z b}
\end{array}\right]=R_{b}^{e}\left[\begin{array}{l}
0 \\
0 \\
T
\end{array}\right]-m\left[\begin{array}{l}
0 \\
0 \\
g
\end{array}\right]=m\left[\begin{array}{l}
\ddot{x}_{e} \\
\ddot{y}_{e} \\
\ddot{z}_{e}
\end{array}\right]}  \tag{2.16}\\
{\left[\begin{array}{l}
\ddot{x}_{e} \\
\ddot{y}_{e} \\
\ddot{z}_{e}
\end{array}\right]=\left[\begin{array}{c}
(\cos \phi \sin \theta \cos \psi+\sin \phi \sin \psi) \frac{T}{m} \\
(\cos \phi \sin \theta \sin \psi-\sin \phi \cos \psi) \frac{T}{m} \\
(\cos \phi \cos \theta) \frac{T}{m}-g
\end{array}\right]} \tag{2.17}
\end{gather*}
$$

### 2.4.2.2 Rotational Dynamics

Rotational dynamics are revealed by the angular momentum change from the motions around the quadrotor's center of gravity. Equations of the rotational dynamics are derived as below.

$$
\begin{equation*}
M_{e}=I \frac{d \omega_{e}}{d t} \tag{2.18}
\end{equation*}
$$

which ends up with the form of Euler's equation

$$
\begin{equation*}
M_{e}=I \dot{\omega}_{e}+\omega_{e} \times I \omega_{e} \tag{2.19}
\end{equation*}
$$

where $M_{e}$ is the moment acting on the quadrotor, $I$ and $\omega_{e}$ represent the inertia matrix of the structure and the angular velocity matrix, respectively, on the earthfixed frame. Due to all moments acting on the body frame, the equation (2.19) can be expressed below on the body frame utilizing the rotation matrix

$$
\begin{equation*}
M=I \dot{\omega}+\omega \times I \omega \tag{2.20}
\end{equation*}
$$

where the inertia matrix is diagonal resulting from the symmetrical structure and given by

$$
I=\left[\begin{array}{ccc}
I_{x} & 0 & 0  \tag{2.21}\\
0 & I_{y} & 0 \\
0 & 0 & I_{z}
\end{array}\right]
$$

and the moment vector on the body frame is

$$
M=\left[\begin{array}{l}
L  \tag{2.22}\\
M \\
N
\end{array}\right]
$$

where $L, M$ and $N$ are the roll, pitch and yaw moments, respectively.

$$
\left[\begin{array}{c}
L  \tag{2.23}\\
M \\
N
\end{array}\right]=\left[\begin{array}{ccc}
I_{x} & 0 & 0 \\
0 & I_{y} & 0 \\
0 & 0 & I_{z}
\end{array}\right]\left[\begin{array}{c}
\dot{p} \\
\dot{q} \\
\dot{r}
\end{array}\right]+\left[\begin{array}{c}
p \\
q \\
r
\end{array}\right]\left[\begin{array}{ccc}
I_{x} & 0 & 0 \\
0 & I_{y} & 0 \\
0 & 0 & I_{z}
\end{array}\right]\left[\begin{array}{c}
p \\
q \\
r
\end{array}\right]
$$

Using equation (2.6), the moment on the body frame can be represented on the earth frame with respect to Euler angles and their rates as shown in equation (2.24) where s denotes sin function, c denotes cos function.

$$
\left[\begin{array}{c}
L  \tag{2.24}\\
M \\
N
\end{array}\right]=\left[\begin{array}{c}
I_{x}(\ddot{\phi}-s \theta \ddot{\psi}-c \theta \dot{\theta} \dot{\psi})+\left(I_{z}-I_{y}\right)(c \phi \dot{\theta}+s \phi c \theta \dot{\psi})(s \phi \dot{\theta}-c \phi c \theta \dot{\psi}) \\
I_{y}(c \phi \ddot{\theta}+s \phi c \theta \ddot{\psi}-s \phi \dot{\phi} \dot{\theta}+c \phi c \theta \dot{\phi} \dot{\psi}-s \phi s \theta \dot{\theta} \dot{\psi})+\left(I_{z}-I_{x}\right)(s \phi \dot{\theta}-c \phi c \theta \dot{\psi})(\dot{\phi}-s \theta \dot{\psi}) \\
I_{z}(-s \phi \ddot{\theta}+c \phi c \theta \ddot{\psi}-c \phi \dot{\phi} \dot{\theta}-s \phi c \theta \dot{\phi} \dot{\psi}-c \phi s \dot{\theta} \dot{\psi})+\left(I_{x}-I_{y}\right)(c \phi \dot{\theta}+s \phi c \theta \dot{\psi})(\dot{\phi}-s \theta \dot{\psi}
\end{array}\right]
$$

Assuming that the quadrotor mostly hovers and tends to orientate with the small angles while in flight, we can simplify the equation (2.24) as below.

$$
\left[\begin{array}{c}
L  \tag{2.25}\\
M \\
N
\end{array}\right]=\left[\begin{array}{c}
I_{x} \ddot{\phi}+\left(I_{z}-I_{y}\right) \dot{\theta} \dot{\psi} \\
I_{y} \ddot{\theta}+\left(I_{z}-I_{x}\right) \dot{\phi} \dot{\psi} \\
I_{z} \ddot{\psi}+\left(I_{x}-I_{y}\right) \dot{\phi} \dot{\theta}
\end{array}\right]
$$

The moments are produced with the thrust forces generated by each rotor. The moment about $x_{b}$ axis is called roll moment with rotating of the Rotor 2 and Rotor 4 at different rotational speeds. Similarly, Rotor 1 and Rotor 3 create the moment called pitch moment about $y_{b}$ axis.

The thrust forces generated by the rotor pairs (R1-R3 and R2-R4) cause a moment difference between $x_{b}$ and $y_{b}$ axes proportional to air drag by rotating clockwise and counterclockwise directions. With the result of this drag force, a moment is produced about $z_{b}$ axis called yaw moment.

$$
\begin{gather*}
M_{\phi}=-l T_{2}+l T_{4}=l k\left(-\Omega_{2}^{2}+\Omega_{4}^{2}\right)  \tag{2.26a}\\
M_{\theta}=-l T_{1}+l T_{3}=l k\left(-\Omega_{1}^{2}+\Omega_{3}^{2}\right)  \tag{2.26b}\\
M_{\psi}=-M_{1}+M_{2}-M_{3}+M_{4}=d\left(-\Omega_{1}^{2}+\Omega_{2}^{2}-\Omega_{3}^{2}+\Omega_{4}^{2}\right) \tag{2.26c}
\end{gather*}
$$

where $l$ represents the distance between the rotor's midpoint and quadrotor's center of gravity and $d$ is the drag factor.

$$
\left[\begin{array}{c}
\ddot{\phi}  \tag{2.27}\\
\ddot{\theta} \\
\ddot{\psi}
\end{array}\right]=\left[\begin{array}{l}
\dot{\theta} \dot{\psi}\left(\left(I_{y}-I_{z}\right)+M_{\phi}\right) / I_{x} \\
\dot{\phi} \dot{\psi}\left(\left(I_{x}-I_{z}\right)+M_{\theta}\right) / I_{y} \\
\dot{\phi} \dot{\theta}\left(\left(I_{y}-I_{x}\right)+M_{\psi}\right) / I_{z}
\end{array}\right]
$$

### 2.5 Control Inputs Allocation

The left sides of the equation (2.12) and (2.25) include applied force and moments of the quadrotor on the body frame. Therefore, these terms can be used to get inputs in the system. To achieve desired outputs such as angular and linear velocities on the body frame, the required thrusts for each rotor must be commanded
in accordance with the desired inputs utilizing these equations. The control inputs can be obtained with the following equations.

$$
\left[\begin{array}{c}
T  \tag{2.28}\\
M_{\phi} \\
M_{\theta} \\
M_{\psi}
\end{array}\right]=\left[\begin{array}{c}
T_{1}+T_{2}+T_{3}+T_{4} \\
-l T_{2}+l T_{4} \\
-l T_{1}+l T_{3} \\
-M_{1}+M_{2}-M_{3}+M_{4}
\end{array}\right]=\left[\begin{array}{c}
k\left(\Omega_{1}^{2}+\Omega_{2}^{2}+\Omega_{3}^{2}+\Omega_{4}^{2}\right) \\
l k\left(-\Omega_{2}^{2}+\Omega_{4}^{2}\right) \\
l k\left(-\Omega_{1}^{2}+\Omega_{3}^{2}\right) \\
d\left(-\Omega_{1}^{2}+\Omega_{2}^{2}-\Omega_{3}^{2}+\Omega_{4}^{2}\right)
\end{array}\right]=\left[\begin{array}{c}
k\left(u_{1}+u_{2}+u_{3}+u_{4}\right) \\
l k\left(-u_{2}+u_{4}\right) \\
l k\left(-u_{1}+u_{3}\right) \\
d\left(-u_{1}+u_{2}-u_{3}+u_{4}\right)
\end{array}\right]
$$

The equation (2.28) shows that there are linear relationships between inputs and the moments and the thrust. Hence, to normalize the moments and thrust with regard to the input u , the pseudo inputs vector, $u^{*}$, can be defined as in equation (2.29) and the connection between the actual input and pseudo input is represented as in equation (2.30):

$$
\begin{gather*}
u^{*}=\left[u_{\text {ver }}, u_{\text {roll }}, u_{\text {pitch }}, u_{\text {yaw }}\right]^{T}  \tag{2.29}\\
{\left[\begin{array}{l}
u_{\text {ver }} \\
u_{\text {roll }} \\
u_{\text {pitch }} \\
u_{\text {yaw }}
\end{array}\right]=\left[\begin{array}{c}
T / k \\
M_{\phi} / k l \\
M_{\theta} / k l \\
M_{\psi} / d
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
0 & -1 & 0 & 1 \\
-1 & 0 & 1 & 0 \\
-1 & 1 & -1 & 1
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3} \\
u_{4}
\end{array}\right]} \tag{2.30}
\end{gather*}
$$

To create the motion in exact directions, utilizing the pseudo inputs allows a convenient method to control the vehicle. $u_{v e r}$ is the input that enables to ascend or descend of the quadrotor and $u_{\text {roll }}, u_{\text {pitch }}$ and $u_{\text {yaw }}$ are the inputs to produce roll, pitch and yaw motion, respectively.

Furthermore, to perform the desired movement, each rotor's desired rotational speed can be found in terms of the given inputs in the equation (2.31):

$$
\left[\begin{array}{l}
\Omega_{1}^{2}  \tag{2.31}\\
\Omega_{2}^{2} \\
\Omega_{3}^{2} \\
\Omega_{4}^{2}
\end{array}\right]=\left[\begin{array}{cccc}
\frac{1}{4 k} & 0 & -\frac{1}{2 k} & -\frac{1}{4 d} \\
\frac{1}{4 k} & -\frac{1}{2 k} & 0 & \frac{1}{4 d} \\
\frac{1}{4 k} & 0 & \frac{1}{2 k} & -\frac{1}{4 d} \\
\frac{1}{4 k} & \frac{1}{2 k} & 0 & \frac{1}{4 d}
\end{array}\right]\left[\begin{array}{l}
u_{\text {ver }} \\
u_{\text {roll }} \\
u_{\text {pitch }} \\
u_{\text {yaw }}
\end{array}\right]
$$

### 2.6 State - Space Representation

In this stage, the state-space representation of the quadrotor is given model dynamics in previous sections. The mathematical dynamic equations show that the quadrotor platform is a nonlinear system with multiple inputs and multiple outputs as in many modern systems. This situation makes understanding the system more complicated and time-consuming. To reduce the designer's load and to examine such a system, a state-space representation is used to express the internal dynamics of the system, namely state variables, with first-order differential equations.

The inputs created by the rotors and the outputs that are the movements of the system for each degree of freedom are represented with $u$ and $y$ vectors in equation (2.32) and (2.33):

$$
\begin{align*}
u & =\left[u_{1}, u_{2}, u_{3}, u_{4}\right]^{T}  \tag{2.32}\\
y & =[x, y, z, \phi, \theta, \psi]^{T} \tag{2.33}
\end{align*}
$$

The mapping between the described input and output is crucial in understanding the quadrotor system behaviors. The dynamic model and the measurement model of the vehicle can be defined in the equation (2.34) and (2.35):

$$
\begin{gather*}
\dot{x}(t)=f(x(t))+g(x(t)) u(t)  \tag{2.34}\\
y(t)=h(x(t)) \tag{2.35}
\end{gather*}
$$

We can define the quadrotor body response with models described in equation (2.17) and equation (2.29). The system states are obtained as below:

$$
\begin{equation*}
y=[x, y, z, \phi, \theta, \psi, \dot{x}, \dot{y}, \dot{z}, \dot{\phi}, \dot{\theta}, \dot{\psi}]^{T} \tag{2.36}
\end{equation*}
$$

The whole model is then defined in full by

$$
\begin{gather*}
\ddot{r}=\frac{1}{m} R_{b}^{e}\left[\begin{array}{c}
0 \\
0 \\
k u_{v e r}
\end{array}\right]-\left[\begin{array}{l}
0 \\
0 \\
g
\end{array}\right]  \tag{2.37}\\
\ddot{\eta}=I^{-1}\left(\left[\begin{array}{c}
k l u_{\text {roll }} \\
k l u_{p i t c h} \\
d u_{\text {yaw }}
\end{array}\right]-\dot{\eta} \times I \dot{\eta}\right. \tag{2.38}
\end{gather*}
$$

## CHAPTER 3

## CONTROL STRATEGY

The physical systems generally have inherent nonlinear and coupled dynamics. For this reason, the systems need to be controlled by nonlinear techniques to deal with the nonlinearities' aspects during the missions. These nonlinear methods can be obtained by making dynamic inversion or defining the nonlinear system with nonlinear form. This chapter will discuss the dynamic inversion method employed in the quadrotor dynamics in the simulation environment.

### 3.1 Nonlinear Dynamic Inversion

The dynamic inversion method has been one of the most rampant nonlinear control approaches dealing with the nonlinear system, regarded as if it is linear to control. This process can be considered a linearization type, but it differs entirely from classical Jacobian linearization that utilizes the dynamics' approximations. This method obtains algebraically a coordinate transformation of nonlinear states to get a linear feedback law between inputs and outputs. To apply the linear control notion and achieve a mission such as tracking the trajectory or stabilizing the system, it is crucial to find applicable state transformation. Before proceeding with the dynamic inversion control strategy, some concepts about this control technique should be discussed.

### 3.1.1 The Relative Degree

Considering a nonlinear single input - single output (SISO) system of the form

$$
\begin{gather*}
\dot{x}=f(x)+g(x) u  \tag{3.1a}\\
y=h(x) \tag{3.1b}
\end{gather*}
$$

where $x \in \mathbb{R}^{n}$, $u$ and $y$ are scalars, $g(x)$ is a single vector field and $h(x)$ is a scalar function. Then

$$
\begin{equation*}
\dot{y}=\frac{\partial h}{\partial x} \cdot \frac{\partial x}{\partial t}=\frac{\partial h}{\partial x}(f(x)+g(x) u)=L_{f} h+L_{g} h u \tag{3.2}
\end{equation*}
$$

If $L_{g} h=0$, there will not be the input variable in the output equation. This means that the input does not have any effect in a given $x_{0}$ that desired point for a regulator or system trajectory. For that reason, the taking derivative of y should be repeated until the output has the input $u$ explicitly.

Continuing the taking derivatives in that condition:

$$
\begin{gather*}
y=h(x)  \tag{3.3a}\\
\dot{y}=L_{f}^{1} h+L_{g} h u=L_{f}^{1} h \text { with } L_{g} h=0  \tag{3.3b}\\
\ddot{y}=L_{f}^{2} h+L_{g}\left(L_{f}^{1} h\right) u=L_{f}^{2} h \text { with } L_{g} h=0  \tag{3.3c}\\
\vdots  \tag{3.3d}\\
y^{r}=L_{f}^{r} h+L_{g}\left(L_{f}^{r-1} h\right) u=v \text { with } L_{g} h \neq 0
\end{gather*}
$$

The number $r$ represents the term called the relative degree of $y=h(x)$ if and only if

$$
\begin{equation*}
L_{g}\left(L_{f}^{r-1} h\right) \neq 0 \tag{3.4}
\end{equation*}
$$

In other words, the relative degree is the lowest step number that the coefficient of the input, $u$, is nonzero in the $\mathbb{R}^{n}$ space where is to be controlled.

To find the relative degree for nonlinear multi input - multi output systems (MIMO), let's define $f(x)$ and $g(x)$ are vector fields and $\gamma$ is a scalar real-valued function. The Lie derivatives that contain derivations of $\gamma(x)$ along the $f(x)$ and $g(x)$ are attained as follows:

$$
\begin{gather*}
L_{f} \gamma(x)=\frac{\partial \gamma(x)}{\partial x} \cdot f(x)=\left[\frac{\partial \gamma(x)}{\partial x_{1}} \ldots \frac{\partial \gamma(x)}{\partial x_{n}}\right] \cdot f(x)  \tag{3.5}\\
L_{f}^{k} \gamma(x)=\frac{\partial\left(L_{f}^{k-1} \gamma(x)\right)}{\partial x} \cdot f(x)  \tag{3.6}\\
L_{g} L_{f} \gamma(x)=\frac{\partial\left(L_{f} \gamma(x)\right)}{\partial x} \cdot g(x) \tag{3.7}
\end{gather*}
$$

If $G(x)=\left[g_{1}(x) \ldots g_{m}(x)\right]$, introduced the Lie derivative on this function, we have:

$$
L_{G} \gamma(x)=\left[\begin{array}{llll}
L_{g 1} & \gamma(x) & \ldots L_{g m} \gamma(x) \tag{3.8}
\end{array}\right.
$$

After formulating the fundamentals of Lie derivatives, the MIMO systems' relative degree can be obtained as follow:

$$
\begin{equation*}
\dot{y}_{i}=\frac{\partial y_{i}}{\partial x}=\frac{\partial h_{i}}{\partial x} \cdot \frac{\partial x}{\partial t}=\frac{\partial h_{i}}{\partial x} \cdot f(x)+\frac{\partial h_{i}}{\partial x} \cdot G(x) u=L_{f} h_{i}(x)+L_{G} h_{i}(x) u=L_{f} h_{i}(x) \tag{3.9a}
\end{equation*}
$$

$$
\begin{equation*}
\ddot{y}_{i}=\frac{\partial \dot{y}_{i}}{\partial x} \cdot \frac{\partial x}{\partial t}=\frac{\partial L_{f} h_{i}}{\partial x} \cdot \frac{\partial x}{\partial t}=\frac{\partial L_{f} h_{i}}{\partial x} \cdot f(x)+\frac{\partial L_{f} h_{i}}{\partial x} \cdot G(x) u=L_{f}^{2} h_{i}(x)+L_{G} L_{f} h_{i}(x) u=L_{f}^{2} h_{i}(x) \tag{3.9b}
\end{equation*}
$$

$$
\begin{equation*}
y_{i}^{r_{i}}=\frac{\partial y_{i}^{r_{i}-1}}{\partial x} \cdot \frac{\partial x}{\partial t}=\frac{\partial L_{f}^{r_{i}-1} h_{i}}{\partial x} \cdot \frac{\partial x}{\partial t}=\frac{\partial L_{f}^{r_{i}-1} h_{i}}{\partial x} \cdot f(x)+\frac{\partial L_{f}^{r_{i}-1} h_{i}}{\partial x} \cdot G(x) \tag{3.9c}
\end{equation*}
$$



$$
\begin{equation*}
y_{i}^{r_{i}}=L_{f}^{r_{i}-1} h_{i}(x)+L_{G} L_{f}^{r_{i}-1} h_{i}(x) u \text { with } L_{G} L_{f}^{r_{i}-1} h_{i}(x) \neq 0 \tag{3.9d}
\end{equation*}
$$

Summarizing the output dynamics as below:

$$
\begin{equation*}
y_{i}^{r_{i}}=B(x)+A(x) u \tag{3.10}
\end{equation*}
$$

where

$$
B(x)=\left[\begin{array}{c}
L_{f}^{r_{1}} h_{1}  \tag{3.11}\\
L_{f}^{r_{2}} h_{2} \\
\vdots \\
L_{f}^{r_{m}} h_{m}
\end{array}\right] \text { and } A(x)=\left[\begin{array}{cccc}
L_{g 1} L_{f}^{r_{1}-1} h_{1} & L_{g 2} L_{f}^{r_{1}-1} h_{1} & \ldots & L_{g m} L_{f}^{r_{1}-1} h_{1} \\
L_{g 1} L_{f}^{r_{2}-1} h_{2} & L_{g 2} L_{f}^{r_{2}-1} h_{2} & \ldots & L_{g m} L_{f}^{r_{2}-1} h_{2} \\
\vdots & \vdots & \ddots & \vdots \\
L_{g 1} L_{f}^{r_{m}-1} h_{m} & L_{g 2} L_{f}^{r_{m}-1} h_{m} & \ldots & L_{g m} L_{f}^{m-1} h_{m}
\end{array}\right]
$$

The total relative degree for a MIMO system is in the form of $\left[r_{1} \ldots r_{m}\right]$ vector at $x_{0}$ point and is found for the entire system by summing of each output's relative degree. It must be less than or equal to the order of the nonlinear system.

$$
\begin{equation*}
r=\sum_{r=1}^{m} r_{i} \leq n \tag{3.12}
\end{equation*}
$$

One of the relative degree's crucial properties is to define the singularity of the $A(x)$ matrix, which is also called the decoupling matrix. Thus, the invertibility of this matrix is assured by the relative degree vector. If there is a relative degree vector existing, then $A(x)$, describing the matrix is invertible.

### 3.1.2 The System Transformation

In this section, the Lie derivatives will be used to obtain the state transformation. This transformation consists of replacing the original state variables $x$ with the new state variables $z$ (linearizing state) in the new state space. Every output $y_{i}$ has a relative degree $r_{i}$ and this output does not have any control input in the first $r_{i}-1$ derivatives due to $L_{g} L_{f}^{k} h=0$ on condition that $k \leq r-1$. When $1 \leq k \leq m$, the subsequent transformation is defined for $1 \leq j \leq r_{k}$ Defining the function $T_{j}(x)$ as

$$
\begin{equation*}
z_{j}=T_{j}(x)=L_{f}^{j-1} h_{k}(x) \tag{3.13}
\end{equation*}
$$

Applying the equation, the entire system can be converted into the following transformation:

$$
\left[\begin{array}{c}
z_{1}  \tag{3.14}\\
z_{2} \\
\vdots \\
z_{r_{1}+\ldots+r_{m-1}+1} \\
\vdots \\
z_{r}
\end{array}\right]=\left[\begin{array}{c}
y_{1}^{0} \\
\vdots \\
y_{1}^{r_{1}-1} \\
\vdots \\
y_{m}^{0} \\
\vdots \\
y_{m}^{r_{m}-1}
\end{array}\right]=\left[\begin{array}{c}
L_{f}^{0} h_{1} \\
\vdots \\
L_{f}^{r_{1}-1} h_{1} \\
\vdots \\
L_{f}^{0} h_{m} \\
\vdots \\
L_{f}^{r_{m}-1} h_{m}
\end{array}\right]
$$

The whole state transformation is represented by $z=T(x)$. The inverse is given by $x=T^{-1}(z)$.

$$
\begin{equation*}
z=T(x) \rightarrow x=T^{-1}(z) \tag{3.15}
\end{equation*}
$$

Finally, nonlinear system dynamics can be transformed into an equivalent linear system dynamic exploiting these properties.

### 3.1.3 Feedback Linearization

At the essence of the dynamic inversion is the feedback linearization loop converting the nonlinear MIMO system model into a system consisting of decoupled integrators. For that reason, the dynamic inversion has stipulated the selection of input variables. To introduce this concept, the set of control variables can be stated in the following:

$$
\begin{gather*}
y_{i}^{r_{i}}=B(x)+A(x) u  \tag{3.16}\\
v=B(x)+A(x) u \tag{3.17}
\end{gather*}
$$

$v$ is the new control variable called the virtual control variable and necessary for the expression of the transformed system.

Solving for the input vector $u$, then the equation (3.18) is attained

$$
\begin{equation*}
u=A(x)^{-1}(v-B(x)) \tag{3.18}
\end{equation*}
$$

When equation (3.18) is substituted into equation (3.17), the linear relation in equation (3.19) is obtained between output and the virtual input.

$$
\left[\begin{array}{llll}
y_{1}^{r_{1}} & \cdots & y_{m}^{r_{m}}
\end{array}\right]^{T}=\left[\begin{array}{lll}
v_{1} & \cdots & v_{m} \tag{3.19}
\end{array}\right]^{T}
$$

In this way, the output's nonlinear and coupled dynamics are replaced with decoupled integrators between virtual control variables that correspond to outputs. The resulting linear system is controlled with a feedback law that operates on output's elements. The virtual input is defined as the desired output $r$ th derivative of $y$ in this closed-loop system. The sections related thus far will be made use of to design controllers in this thesis.


Figure 4. Feedback linearization block diagram.

### 3.2 Controller Design

To design an elegant controller using the nonlinear dynamic inversion method for the quadrotor, the control architecture is divided into two main loops called the inner and outer loop, which are nested based on two sets of outputs. The inner loop's objective is to stabilize the quadrotor's attitude receiving the desired roll, pitch, yaw angles, and control the height taking the total thrust generated by all rotors. On the other hand, the outer loop aims to allow the quadrotor to obtain the desired horizontal positions autonomously in the earth-fixed frame.

The inner loop outputs are defined as $y_{i}=[z \phi \theta \psi]^{T}$, and each element of this output vector can be controlled with separate inputs, $u^{*}=\left[u_{\text {ver }}, u_{\text {roll }}, u_{\text {pitch }}, u_{\text {yaw }}\right]^{T}$ by the nature of the quadrotor. As a result, the inversion between these outputs and the virtual inputs, $v^{*}=\left[v_{\text {ver }}, v_{\text {roll }}, v_{\text {pitch }}, v_{\text {yaw }}\right]^{T}$ can be derived with a linear relation. Then, a feedback law enables controlling the quadrotor's attitudes and height, determining the desired outputs.

To have appeared the control inputs in the output variables, the output must be differentiated as much as the order relative degree. For quadrotor dynamics, it can be seen that the relative degree is two as equations (2.39) and (2.40)

$$
\begin{align*}
& \ddot{z}=\frac{k}{m} u_{v e r}(\cos \phi \cos \theta)-g  \tag{3.20a}\\
& \ddot{\phi}=\frac{k l}{I_{x}} u_{\text {roll }}+\frac{\left(I_{z}-I_{y}\right)}{I_{x}} \dot{\theta} \dot{\psi}  \tag{3.20b}\\
& \ddot{\theta}=\frac{k l}{I_{y}} u_{\text {pitch }}+\frac{\left(I_{z}-I_{x}\right)}{I_{y}} \dot{\phi} \dot{\psi}  \tag{3.20c}\\
& \ddot{\psi}=\frac{d}{I_{z}} u_{y a w}+\frac{\left(I_{x}-I_{y}\right)}{I_{z}} \dot{\phi} \dot{\theta} \tag{3.20d}
\end{align*}
$$

It is quite apparent that, the output is in the form of the equation (3.16) for the inner loop where

$$
B(x)=\left[\begin{array}{c}
-g  \tag{3.21}\\
\frac{\left(I_{z}-I_{y}\right)}{I_{x}} \dot{\theta} \dot{\psi} \\
\frac{\left(I_{z}-I_{x}\right)}{I_{y}} \dot{\phi} \dot{\psi} \\
\frac{\left(I_{x}-I_{y}\right)}{I_{z}} \dot{\phi} \dot{\theta}
\end{array}\right], A(x)=\left[\begin{array}{cccc}
\frac{k}{m}(\cos \phi \cos \theta) & 0 & 0 & 0 \\
0 & \frac{k l}{I_{x}} & 0 & 0 \\
0 & 0 & \frac{k l}{I_{y}} & 0 \\
0 & 0 & 0 & \frac{d}{I_{z}}
\end{array}\right], u=\left[\begin{array}{c}
u_{\text {ver }} \\
u_{\text {roll }} \\
u_{\text {pitch }} \\
u_{\text {yaw }}
\end{array}\right]
$$

Applying the dynamic inversion method using equation (3.18)

$$
\begin{gather*}
u_{v e r}=\frac{m}{k(\cos \phi \cos \theta)}\left(v_{v e r}+g\right)  \tag{3.22a}\\
u_{\text {roll }}=\frac{I_{x}}{k l}\left(v_{\text {roll }}+\frac{\left(I_{y}-I_{z}\right)}{I_{x}} \dot{\theta} \dot{\psi}\right)  \tag{3.22b}\\
u_{\text {pitch }}=\frac{I_{y}}{k l}\left(v_{\text {pitch }}+\frac{\left(I_{x}-I_{z}\right)}{I_{y}} \dot{\phi} \dot{\psi}\right)  \tag{3.22c}\\
u_{\text {yaw }}=\frac{I_{z}}{d}\left(v_{\text {yaw }}+\frac{\left(I_{y}-I_{x}\right)}{I_{z}} \dot{\phi} \dot{\theta}\right) \tag{3.22~d}
\end{gather*}
$$

After deriving the dynamic inversion, each virtual input should be mapped to the desired outputs for attitude and height control (3.22).

$$
v^{*}=\left[\begin{array}{c}
v_{\text {ver }}  \tag{3.23}\\
v_{\text {roll }} \\
v_{\text {pitch }} \\
v_{\text {yaw }}
\end{array}\right]=\left[\begin{array}{c}
\ddot{z} \\
\ddot{\phi} \\
\ddot{\theta} \\
\ddot{\psi}
\end{array}\right]
$$

The linear feedback laws may then be employed to follow these linearized feedback dynamics in the following forms.

$$
\left[\begin{array}{c}
v_{\text {ver }}  \tag{3.24}\\
v_{\text {roll }} \\
v_{\text {pitch }} \\
v_{\text {yaw }}
\end{array}\right]=\left[\begin{array}{c}
\ddot{z}_{\text {des }}-K_{1 z}\left(\dot{z}-\dot{z}_{\text {des }}\right)-K_{2 z}\left(z-z_{\text {des }}\right) \\
\ddot{\phi}_{\text {des }}-K_{1 \phi}\left(\dot{\phi}-\dot{\phi}_{\text {des }}\right)-K_{2 \phi}\left(\phi-\phi_{\text {des }}\right) \\
\ddot{\theta}_{\text {des }}-K_{1 \theta}\left(\dot{\theta}-\dot{\theta}_{\text {des }}\right)-K_{2 \theta}\left(\theta-\theta_{\text {des }}\right) \\
\ddot{\psi}_{\text {des }}-K_{1 \psi}\left(\dot{\psi}-\dot{\psi}_{\text {des }}\right)-K_{2 \psi}\left(\psi-\psi_{\text {des }}\right)
\end{array}\right]
$$

$K_{1}$ and $K_{2}$ gains should be selected positively for the error dynamics poles to be on the left-hand side of the s-plane. Thus, the inner loop may be stabilized with this controller. To assure the desired trajectory control, it is also required that the zero dynamics of the system defined by internal states ( $x$ and $y$ ) should be stabilized. It is achieved by obtaining the desired roll and pitch angle commands in terms of the desired dynamics of the horizontal accelerations in the equation (3.24) and (3.25).

$$
\begin{align*}
& \ddot{x}=(\cos \phi \sin \theta \cos \psi+\sin \phi \sin \psi) \frac{k}{m} u_{v e r}  \tag{3.25}\\
& \ddot{y}=(\cos \phi \sin \theta \sin \psi-\sin \phi \cos \psi) \frac{k}{m} u_{v e r} \tag{3.26}
\end{align*}
$$

To obtain $\phi_{\text {des }}$ and $\theta_{\text {des }}$ the horizontal acceleration dynamics equation may be inverted as the following

$$
\begin{align*}
\phi_{\text {des }} & =\arcsin \left(\frac{m(\ddot{x} \sin \psi-\ddot{y} \cos \psi)}{k u_{v e r}}\right)  \tag{3.27}\\
\theta_{\text {des }} & =\arcsin \left(\frac{m(\ddot{x} \cos \psi+\ddot{y} \sin \psi)}{k u_{v e r} \cos \phi}\right) \tag{3.28}
\end{align*}
$$

For desired x and y accelerations, the feedback laws can be attained with the same linear approach as the inner loop on the condition that there is instantaneous response of roll and pitch angles.

$$
\begin{gather*}
\ddot{x}=\ddot{x}_{d e s}-K_{1 x}\left(\dot{x}-\dot{x}_{d e s}\right)-K_{2 x}\left(x-x_{d e s}\right)  \tag{3.29}\\
\ddot{y}=\ddot{y}_{d e s}-K_{1 y}\left(\dot{y}-\dot{y}_{d e s}\right)-K_{2 y}\left(y-y_{d e s}\right) \tag{3.30}
\end{gather*}
$$



Figure 5. Controller design with dynamic inversion.

Figure 6. and Figure 7. present results for a circular trajectory response of controller designed with a dynamic inversion method. Figure 6. indicates a threedimensional illustration of the quadrotor's path. The quadrotor is expected to take off from origin and move 1 m in the z-axis and perform a pitch maneuver to go 1 m in the x-axis. Then it draws a circle with both pitch and roll maneuvers. Finally,
the quadrotor completes its motion by landing 1 m far away from the origin in the x -axis.


Figure 6. Following the 3d circular trajectory.


Figure 7. $\mathrm{x}, \mathrm{y}, \mathrm{z}$ positions and $\phi, \theta, \psi$ angles tracking responses.

## CHAPTER 4

## ANALYTICAL SOLUTION

In this section, a study of the crash radius of the quadrotor is presented based on loss of effectiveness resulting from actuator failures, considering specific scenarios in the nonlinear simulation environment. The reason for the crash analysis is that the rotors contain both control surfaces and thrust mechanism. The rotor failures caused by propeller loss or other physical faults result in a persistent interruption in system capability.

The prediction of the crash position on the ground requires probabilistic and deterministic models. In this thesis, a deterministic model is utilized to find the landing zone using an analytical approach and disregarding the dynamic model uncertainties. It has been accepted that certain amounts of power loss in rotors cause deviations in the system dynamics. Based on these deviations, the trajectories to the impact point on the ground are obtained, making use of the small perturbation theory.

### 4.1 The Small Perturbation Theory

The quadrotor equations of motion are highly nonlinear, and it may be challenging to get exact solutions. In view of the problem's complexity, the linearization of these equations creates particularly desirable simplifications. The small perturbation theory brings about this linearization, which yields satisfactory results for farreaching applications. The small perturbation theory is based on the simple method. Deviations from the previous steady states are defined by a small perturbed state
in the form of Taylor series for dynamic motion variables. These expressions are linearized by excluding high-order terms assuming that the products of two small perturbation terms are always negligible.

Assuming a simple first-order nonlinear system given as

$$
\begin{equation*}
\dot{x}=f(x) \tag{4.1}
\end{equation*}
$$

The f function can be expressed performing Taylor expansion at an operating point $x_{0}$

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} \frac{f^{(n)}\left(x_{0}\right)}{n!}\left(x-x_{0}\right)^{n}=f\left(x_{0}\right)+\frac{f^{(1)}\left(x-x_{0}\right)}{1!}+\frac{f^{(2)}\left(x-x_{0}\right)^{2}}{2!}+\frac{f^{(3)}\left(x-x_{0}\right)^{3}}{3!}+\ldots \tag{4.2}
\end{equation*}
$$

Then, defining the deviation as $\Delta x=x-x_{0}$ which is an extremely small quantity from the operating point. Therefore, high-order terms can be negligible for this perturbation.

$$
\begin{equation*}
f(x) \approx f\left(x_{0}\right)+f^{(1)}\left(x-x_{0}\right) \tag{4.3}
\end{equation*}
$$

After describing the change in output as $\Delta f(x)=f(x)-f\left(x_{0}\right)$, the equation (4.3) can be written as below

$$
\begin{equation*}
\Delta f(x) \approx f^{(1)}\left(x_{0}\right) \Delta x \tag{4.4}
\end{equation*}
$$

$f^{(1)}\left(x_{0}\right)$ is a constant value; therefore, the nonlinear system approaches a linear system around the operating point. The operating point is determined at the quadrotor's hovering motion for linearization. Linear and rotational velocities and Euler
angles are considered as constant values at hovering motion. The small perturbation theorem can be applied in line with this knowledge for the quadrotor platform.

### 4.2 Analytical Solution

Designing the controller for the quadrotor, the error function is considered given as

$$
\begin{equation*}
e=y_{\text {actual }}-y_{\text {desired }} \tag{4.5}
\end{equation*}
$$

When the power loss occurs on the system, a deviation is comprised of due to the failure. The deviation term is added to equation (4.5)

$$
\begin{equation*}
y_{\text {actual }}=e+y_{\text {desired }}+\Delta y \tag{4.6}
\end{equation*}
$$

To calculate the deviation term the following steps are introduced. The dynamic equation for roll motion is given in equation (4.7)

$$
\begin{equation*}
\ddot{\phi}=\left(\dot{\theta} \dot{\psi}\left(\left(I_{z}-I_{y}\right)+M_{\phi}\right)\right) / I_{x} \tag{4.7}
\end{equation*}
$$

The quadrotor is a steady-state condition at hovering and roll acceleration is equal to zero.

$$
\begin{equation*}
\ddot{\phi_{0}}=0=\left(\dot{\theta}_{0} \dot{\psi}_{0}\left(\left(I_{z}-I_{y}\right)+M_{\phi 0}\right)\right) / I_{x} \tag{4.8}
\end{equation*}
$$

Defining the small displacement identities for each variable for roll moment dynamics in (4.9)

$$
\begin{equation*}
\dot{\phi}=\dot{\phi}_{0}+\Delta \dot{\phi}, \dot{\theta}=\dot{\theta_{0}}+\Delta \dot{\theta}, \dot{\psi}=\dot{\psi}_{0}+\Delta \dot{\psi}, \ddot{\phi}=\ddot{\phi}_{0}+\Delta \ddot{\phi}, M_{\phi}=M_{\phi 0}+\Delta M_{\phi} \tag{4.9}
\end{equation*}
$$

Substituting the identities into the equation (4.7)

$$
\begin{equation*}
\ddot{\phi_{0}}+\Delta \ddot{\phi}=\left(\left(\dot{\theta}_{0}+\Delta \dot{\theta}\right)\left(\dot{\psi}_{0}+\Delta \dot{\psi}\right)\left(I_{z}-I_{y}\right)+\left(M_{\phi 0}+\Delta M_{\phi}\right)\right) / I_{x} \tag{4.10}
\end{equation*}
$$

Note that $\ddot{\phi}_{0}=0$ and the product of two small disturbance terms are very small and Euler rates are zero. Therefore, equation (4.9) becomes

$$
\begin{equation*}
\Delta \ddot{\phi}=\frac{\Delta M_{\phi}}{I_{x}} \Rightarrow \Delta \dot{\phi}=\frac{\Delta M_{\phi}}{I_{x}} t \Rightarrow \Delta \phi=\frac{\Delta M_{\phi}}{2 I_{x}} \Delta t^{2} \tag{4.11}
\end{equation*}
$$

The equation (4.12) and (4.13) are obtained with the same procedure for pitch and yaw motions.

$$
\begin{gather*}
\Delta \ddot{\theta}=\frac{\Delta M_{\theta}}{I_{y}} \Rightarrow \Delta \dot{\theta}=\frac{\Delta M_{\theta}}{I_{y}} t \Rightarrow \Delta \theta=\frac{\Delta M_{\theta}}{2 I_{y}} \Delta t^{2}  \tag{4.12}\\
\Delta \ddot{\psi}=\frac{\Delta M_{\psi}}{I_{z}} \Rightarrow \Delta \dot{\psi}=\frac{\Delta M_{\psi}}{I_{z}} t \Rightarrow \Delta \psi=\frac{\Delta M_{\psi}}{2 I_{z}} \Delta t^{2} \tag{4.13}
\end{gather*}
$$

To calculate the deviation in the direction of the x -axis and y -axis, the steps are followed below with the assumption that there is not yaw motion while designing the controller.

$$
\begin{equation*}
\ddot{x}=\frac{T}{m}(\cos \phi \sin \theta \cos \psi+\sin \phi \sin \psi) \Rightarrow \ddot{x}=\frac{T}{m}(\cos \phi \sin \theta) \tag{4.14}
\end{equation*}
$$

Substituting the small displacement identities into the equation (4.14)

$$
\begin{equation*}
\ddot{x}_{0}+\Delta \ddot{x}=\left(\frac{T_{0}+\Delta T}{m}\right)\left[\cos \left(\phi_{0}+\Delta \phi\right) \sin \left(\theta_{0}+\Delta \theta\right)\right] \tag{4.15}
\end{equation*}
$$

We use trigonometric identities in (4.15) and consider $I_{x}=I_{y}$ due to the symmetric structure of the vehicle.

$$
\begin{align*}
\ddot{x}_{0}+\Delta \ddot{x}=\left(\frac{T_{0}+\Delta T}{2 m}\right) & {\left[\sin \left(\phi_{0}+\theta_{0}\right) \cos \left(\left(\frac{\Delta M_{\phi}+\Delta M_{\theta}}{2 I_{x}}\right) \Delta t^{2}\right)\right.} \\
& +\cos \left(\phi_{0}+\theta_{0}\right) \sin \left(\left(\frac{\Delta M_{\phi}+\Delta M_{\theta}}{2 I_{x}}\right) \Delta t^{2}\right) \\
& -\sin \left(\phi_{0}-\theta_{0}\right) \cos \left(\left(\frac{\Delta M_{\phi}-\Delta M_{\theta}}{2 I_{x}}\right) \Delta t^{2}\right) \\
& \left.-\cos \left(\phi_{0}-\theta_{0}\right) \sin \left(\left(\frac{\Delta M_{\phi}-\Delta M_{\theta}}{2 I_{x}}\right) \Delta t^{2}\right)\right] \tag{4.16}
\end{align*}
$$

The Taylor expansions are used instead of trigonometric functions in (4.16) and this equation is integrated two times to find the deviation on the x -axis.

$$
\begin{align*}
x_{0}+\Delta x=\left(\frac{T_{0}+\Delta T}{2 m}\right) & {\left[\sin \left(\phi_{0}+\theta_{0}\right) \sum_{n}^{\infty} \frac{(-1)^{n} a^{2 n}(\Delta t)^{4 n+2}}{(2 n)!(4 n+1)(4 n+2)}\right.} \\
& +\cos \left(\phi_{0}+\theta_{0}\right) \sum_{n}^{\infty} \frac{(-1)^{n} a^{2 n+1}(\Delta t)^{4 n+4}}{(2 n+1)!(4 n+3)(4 n+4)} \\
& -\sin \left(\phi_{0}-\theta_{0}\right) \sum_{n}^{\infty} \frac{(-1)^{n} b^{2 n}(\Delta t)^{4 n+2}}{(2 n)!(4 n+1)(4 n+2)} \\
& \left.-\cos \left(\phi_{0}-\theta_{0}\right) \sum_{n}^{\infty} \frac{(-1)^{n} b^{2 n+1}(\Delta t)^{4 n+4}}{(2 n+1)!(4 n+3)(4 n+4)}\right] \tag{4.17}
\end{align*}
$$

where $\phi_{0}$ and $\theta_{0}$ are initial angles while starting the failure and $a=\frac{\Delta M_{\phi}+\Delta M_{\theta}}{2 I_{x}}$, $b=\frac{\Delta M_{\phi}-\Delta M_{\theta}}{2 I_{x}}$

The same method is used to find the deviation on the y-axis with the assumption that there is not yaw motion.

$$
\begin{equation*}
\ddot{y}=\frac{T}{m}(\cos \phi \sin \theta \sin \psi-\sin \phi \cos \psi) \Rightarrow \ddot{y}=\frac{T}{m}(-\sin \phi) \tag{4.18}
\end{equation*}
$$

Substituting the small displacement identities into the equation (4.18)
$\ddot{y}_{0}+\Delta \ddot{y}=-\left(\frac{T_{0}+\Delta T}{m}\right) \sin \left(\phi_{0}+\Delta \phi\right)=-\left(\frac{T_{0}+\Delta T}{m}\right)\left[\sin \phi_{0} \cos \Delta \phi+\cos \phi_{0} \sin \Delta \phi\right]$

Considering $c=\frac{\Delta M_{\phi}}{2 I_{x}}$ and integrating two times the equation (4.19), we have equation (4.20) for y -axis deviation in Taylor expansion form.

$$
\begin{align*}
y_{0}+\Delta y=-\left(\frac{T_{0}+\Delta T}{m}\right) & {\left[\sin \phi_{0} \sum_{n=0}^{\infty} \frac{(-1)^{n} c^{2 n}(\Delta t)^{4 n+2}}{(2 n)!(4 n+1)(4 n+2)}\right.} \\
& \left.+\cos \phi_{0} \sum_{n=0}^{\infty} \frac{(-1)^{n} c^{2 n+1}(\Delta t)^{4 n+4}}{(2 n+1)!(4 n+3)(4 n+4)}\right] \tag{4.20}
\end{align*}
$$

To find the radius of the landing zone, the equation (4.21) is derived using $\Delta x$ and $\Delta y$.

$$
\begin{equation*}
r=\sqrt{\left(x_{0}+\Delta x\right)^{2}+\left(y_{0}+\Delta y\right)^{2}} \tag{4.21}
\end{equation*}
$$

One of the objectives of this thesis is to get the landing zone depending for the certain power loss rate of the rotors on the quadrotor. Before proceeding, the relation between the rotor power and rotor rotational speed should be expressed in equation (4.22) below:

$$
\begin{equation*}
P=\tau \Omega \tag{4.22}
\end{equation*}
$$

where $P$ is power, $\tau$ is torque and $\Omega$ is rotational speed of the rotor.

In the following discussion, it is assumed that the net torque is constant to attain necessary lift force for quadrotor. Therefore, it can be seen that the decrese amount of the rotational speed of rotor is proportional to rate of the power loss due to physical failures since the landing zone analysis is based on the power loss of the rotors.

The failure scenarios are designed according to assumptions on the fault of Rotor 1 and the fault of both Rotor 1 and 2 at the same rate of power loss. In line with this knowledge, the equations (2.15) and (2.26) can be converted to find the deviations of thrust and moments as below:

The case of Rotor 1 failure:

$$
\begin{align*}
T_{0}+\Delta T & =k\left(\left(\Omega_{1}-\Delta \Omega_{1}\right)^{2}+\Omega_{2}^{2}+\Omega_{3}^{2}+\Omega_{4}^{2}\right)  \tag{4.23}\\
M_{\phi 0} & =l k\left(-\Omega_{2}^{2}+\Omega_{4}^{2}\right)  \tag{4.24}\\
M_{\theta 0}+\Delta M_{\theta} & =l k\left(-\left(\Omega_{1}-\Delta \Omega_{1}\right)^{2}+\Omega_{3}^{2}\right)  \tag{4.25}\\
M_{\psi 0}+\Delta M_{\psi} & =d\left(-\left(\Omega_{1}-\Delta \Omega_{1}\right)^{2}+\Omega_{2}^{2}-\Omega_{3}^{2}+\Omega_{4}^{2}\right) \tag{4.26}
\end{align*}
$$

The case of both Rotor 1 and Rotor 2 failures at the same rates and time:

$$
\begin{align*}
T_{0}+\Delta T & =k\left(\left(\Omega_{1}-\Delta \Omega_{1}\right)^{2}+\left(\Omega_{2}-\Delta \Omega_{2}\right)^{2}+\Omega_{3}^{2}+\Omega_{4}^{2}\right)  \tag{4.27}\\
M_{\phi 0}+\Delta M_{\phi} & =l k\left(-\left(\Omega_{2}-\Delta \Omega_{2}\right)^{2}+\Omega_{4}^{2}\right)  \tag{4.28}\\
M_{\theta 0}+\Delta M_{\theta} & =l k\left(-\left(\Omega_{1}-\Delta \Omega_{1}\right)^{2}+\Omega_{3}^{2}\right)  \tag{4.29}\\
M_{\psi 0}+\Delta M_{\psi} & =d\left(-\left(\Omega_{1}-\Delta \Omega_{1}\right)^{2}+\left(\Omega_{2}-\Delta \Omega_{2}\right)^{2}-\Omega_{3}^{2}+\Omega_{4}^{2}\right) \tag{4.30}
\end{align*}
$$

## CHAPTER 5

## SIMULATION RESULTS

### 5.1 Failure Scenarios

In this study, four different failure scenarios are simulated and solved analytically using the 3d circular trajectory in Figure 6. These scenarios can be categorized into two groups as maneuvering and hovering flight depend on the number of failured rotors on the quadrotor. The scenarios can be summarized with their conditions as below.

- Scenario 1: Rotor-1 Failure in hovering flight

$$
\phi_{0}=0, \theta_{0}=0 \text { and } \Delta M_{\phi}=0, \Delta M_{\theta} \neq 0
$$

- Scenario 2: Rotor-1 and Rotor-2 Failures in hovering flight

$$
\phi_{0}=0, \theta_{0}=0 \text { and } \Delta M_{\phi} \neq 0, \Delta M_{\theta} \neq 0
$$

- Scenario 3: Rotor-1 Failure in maneuvering flight
$\phi_{0} \neq 0, \theta_{0} \neq 0$ and $\Delta M_{\phi}=0, \Delta M_{\theta} \neq 0$
- Scenario 4: Rotor-1 and Rotor-2 Failures in maneuvering flight
$\phi_{0} \neq 0, \theta_{0} \neq 0$ and $\Delta M_{\phi} \neq 0, \Delta M_{\theta} \neq 0$


### 5.2 Scenario 1 Results

It is assumed that the quadrotor's number 1 rotor is exposed the power loss at the time of 65 s of hovering flight. The deviation trajectories are obtained based on the power loss rate and the crash zone is shown.


Figure 8. 3d and top views for crash zone in scenario 1.


Figure 9. Thrust \& moments deviations vs power loss of Rotor 1 in hovering flight and errors $\mathrm{b} / \mathrm{w}$ simulation and analytical solution for scenario 1 .


Figure 10. Euler angle deviations vs power loss of Rotor 1 in hovering flight and errors $\mathrm{b} / \mathrm{w}$ simulation and analytical solution for scenario 1 .


Figure 11. $\Delta \theta, \Delta \phi$ and $\Delta \psi$ deviations vs time with certain power loss rates of Rotor 1 for scenario 1.


Figure 12. Position deviations vs power loss of Rotor 1 in hovering flight and errors $\mathrm{b} / \mathrm{w}$ simulation and analytical solution for scenario 1 .


Figure 13. $\Delta \mathrm{x}$ and $\Delta \mathrm{y}$ deviations vs time with certain power loss rates of Rotor 1 for scenario 1 .

### 5.3 Scenario 2 Results

It is assumed that the quadrotor's number 1 and 2 rotors are subjected to the same percent of power loss at the time of 65 s of hovering flight. The deviation trajectories are obtained based on the power loss rate and the impact zone is shown.


Figure 14. 3d and top views for crash zone in scenario 2.


Figure 15. Thrust \& moments deviations vs power loss of both Rotor $1 \& 2$ in hovering flight and errors $\mathrm{b} / \mathrm{w}$ simulation and analytical solution for scenario 2 .


Figure 16. Euler angle deviations vs power loss of both Rotor $1 \& 2$ in hovering flight and errors $\mathrm{b} / \mathrm{w}$ simulation and analytical solution for scenario 2 .


Figure 17. $\Delta \theta, \Delta \phi$ and $\Delta \psi$ deviations vs time with certain power loss rates of Rotor 1 and Rotor 2 for scenario 2 .


Figure 18. Position deviations vs power loss of both Rotor $1 \& 2$ in hovering flight and errors $\mathrm{b} / \mathrm{w}$ simulation and analytical solution for scenario 2 .


Figure 19. $\Delta \mathrm{x}$ and $\Delta \mathrm{y}$ deviations vs time with certain power loss rates of Rotor $1 \& 2$ for scenario 2 .

### 5.4 Scenario 3 Results

It is assumed that the quadrotor's number 1 rotor is exposed the power loss at the time of 32 s of maneuvering flight. The deviation trajectories are obtained based on the power loss rate and the impact zone is shown.


Figure 20. 3d and top views for crash zone in scenario 3.


Figure 21. Thrust \& moments deviations vs power loss of Rotor 1 in maneuvering flight and errors $\mathrm{b} / \mathrm{w}$ simulation and analytical solution for scenario 3 .


Figure 22. Euler angle deviations vs power loss of Rotor 1 in maneuvering flight and errors b/w simulation and analytical solution for scenario 3 .


Figure 23. $\Delta \theta, \Delta \phi$ and $\Delta \psi$ deviations vs time with certain power loss rates of Rotor 1 for scenario 3 .


Figure 24. Position deviations vs power loss of Rotor 1 in maneuvering flight and errors $\mathrm{b} / \mathrm{w}$ simulation and analytical solution for scenario 3 .


Figure 25. $\Delta \mathrm{x}$ and $\Delta \mathrm{y}$ deviations vs time with certain power loss rates of Rotor 1 for scenario 3 .

### 5.5 Scenario 4 Results

It is assumed that the quadrotor's number 1 and 2 rotors are subjected to the same percent of power loss at the time of 32 s of maneuvering flight. The deviation trajectories are obtained based on the power loss rate and the impact zone is shown.


Figure 26. 3d and top views for crash zone in scenario 4.


Figure 27. Thrust \& moments deviations vs power loss of both Rotor $1 \& 2$ in maneuvering flight and errors $\mathrm{b} / \mathrm{w}$ simulation and analytical solution for scenario 4


Figure 28. Euler angle deviations vs power loss of both Rotor $1 \& 2$ in maneuvering flight and errors b/w simulation and analytical solution for scenario 4 .


Figure 29. $\Delta \theta, \Delta \phi$ and $\Delta \psi$ deviations vs time with certain power loss rates of Rotor 1 and Rotor 2 for scenario 4.




Figure 30. Position deviations vs power loss of both Rotor 1\&2 in maneuvering flight and errors $\mathrm{b} / \mathrm{w}$ simulation and analytical solution for scenario 4 .


Figure 31. $\Delta \mathrm{x}$ and $\Delta \mathrm{y}$ deviations vs time with certain power loss rates of Rotor $1 \& 2$ for scenario 4.

## CHAPTER 6

## CONCLUSION

This thesis started with deriving the fundamental motion concepts and necessary mathematical basics to develop a quadrotor model. Then, the quadrotor's kinematic and dynamic equations were derived, considering certain assumptions. Because the quadrotor platform is a highly nonlinear system, a nonlinear control approach called dynamic inversion was utilized to attain good flight performance. This control method can be accepted as a linearization procedure that was obtained algebraically a coordinate transformation of nonlinear states. Thus, a linear feedback law between inputs and outputs can be obtained by canceling nonlinearities of the system. The designed controller was tested in 3d circular trajectory and it can be seen that the quadrotor system followed the trajectory with a small amount of error.

In the second part of the thesis, the failure scenarios were developed to obtain a crash radius. Because quadrotor platforms may cause severe risk factors in the urban areas, this impact region must be defined to obtain an appropriate flying path. The failure scenarios are based on the power loss of rotor faults due to considering physical damages. Then, faulted rotors' power loss information was utilized to find the deviation on horizontal axes and the possible crash circle radius. Thus, the crash zone can be calculated with the situation of the potential rotor failures. The results illustrated that the simulation and analytical approach outcomes are close to each other.
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