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Abstract  

COOLING EFFICIENCY IMPROVEMENT OF A DATA CENTER USING 

OPTIMIZED CABINET DESIGN AND HYBRID COOLING WITH HIGH 

INLET CONDITIONS OF SINGLE-PHASE COOLANT AND AIR 

 

Uschas Chowdhury, PhD 

 

The University of Texas at Arlington, 2021 

 

Supervising Professor: Dereje Agonafer 

The objective of this study is to improve and optimize the cooling efficiency 

of liquid and air cooling from server to room level while applying best practices in 

the industry. The effect of increased air and coolant temperature has been explored 

through a literature survey and studies are conducted from device level to room 

level for air and liquid cooling. Three major aspects are considered. A closed-form 

air cooling solution is proposed for high-powered racks in a modular data center 

equipped with in-row coolers. Direct-to-chip liquid cooling technology is 

extensively studied at the server level for raised air and coolant inlet temperature 

for determining thermal performance and reliability of IT equipment. A cost 

analysis for liquid cooling has been conducted with a TCO model for the 
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performance improvement and holistic evaluation of a data center with air and 

liquid cooling. 

The first part consists of a room-level numerical study conducted with high-

powered racks in a modular data center with regular low-powered racks. Typical 

modular data centers are cooled by perimeter or outdoor cooling units. A 

comparative analysis is performed for a typical small-sized non-raised facility to 

investigate the efficacy and limitations of in-row coolers in thermal management 

of IT equipment with variation in rack heat load and containment. Several other 

aspects like a parametric study of variable opening areas of duct between racks and 

in-row coolers, the variation of operating flow rate, and failure scenarios are also 

studied to find proper flow distribution, uniformity of outlet temperature, and 

predict better performance, energy savings and reliability. The results are presented 

for general guidance for flexible and quick installation and safe operation of in-row 

coolers to improve thermal efficiency. 

The Second Part consists of a server-level numerical and experimental study 

with raised inlet air and coolant temperature for a hybrid cooled server. A detailed 

numerical study of an enterprise 1U hybrid cooled server is performed to predict 

the effect of raised inlet air temperature on the component temperatures following 

the limits of ASHARE air cooling classes. Then, an experimental study is 

performed in an environmental chamber with high inlet air temperatures. Results 
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for both studies are compared. Previously warm water cooling or increased coolant 

inlet temperature has been experimentally tested on the respective server. Thus, the 

effect of both air and liquid coolant temperature has been presented and scaled up 

to a data center level with help of industry-standard tools for 1D flow network 

analysis to address the cooling efficiency improvement. 

The third part consists of a cost analysis of a data center with air and liquid 

cooling using an established TCO model. The ASHRAE cooling classes for air and 

liquid cooling are used based on the experimental findings. Also, the effect of 

cooling efficiency improvements at component and server level and increased inlet 

conditions are used to compare with a baseline model with air cooling. 
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Chapter 1 

Introduction 

Data centers are infrastructures or spaces containing continuously operating 

servers, racks, and IT equipment for computing, storage, and network. The heat 

generated through the usage of IT hardware requires cooling for ensuring 

uninterrupted service, high performance, and long-term reliability. According to 

the ASHRAE TC 9.9 2011, average power consumptions for IT equipment and 

cooling (power and related infrastructures) are around 50% and 45% [1].  In 2018 

[2], it was estimated that global data center energy use rose to 205 TWh or around 

1% of global electricity consumption. Some of the world’s largest data centers can 

each contain many tens of thousands of IT devices and require more than 100 

megawatts (MW) of power capacity—enough to power around 80,000 U.S. 

households (U.S. DOE 2020) [3]. Power Usage Effectiveness (PUE), one of the 

metrics to measure to determine the efficiency of a data center [4], is the ratio of 

energy consumption of IT equipment compared to total energy consumption in a 

data center. In a recent report, the PUE is reported as 1.2 for hyperscale data centers 

with improved cooling [5]. Traditionally IT equipment in data centers is cooled by 

air with or without containment. There have been many research works conducted 

on improving total cooling power consumption and improving cooling efficiency 

through various methods. To meet the limitations of air-cooling for high power 
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density IT equipment and avoid critical issues, hybrid cooling can be employed 

with liquid cooling to the high heat-generating components. Dividing the heat load 

thus helps to improve the cooling efficiency by reducing the amount of heat load 

on air-cooling. This paper discusses the options to improve cooling efficiency by 

providing increased inlet air temperature. Providing proper inlet air temperature can 

also reduce the total cost for cooling. The conventional method of calculating the 

benefit of higher operational temperature is just to find the balance between the IT 

power consumption and IDC cooling energy savings [6]. 

 

Figure 1 Multilevel energy efficiency enhancement and thermal management of 

Datacenter [7] 
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1.1 ASHRAE Air Cooling Guidelines 

American Society of Heating, Refrigeration and Air-Conditioning 

Engineers (ASHRAE) TC 9.9 chapter has published codes, guidelines, and 

standards for air cooling as well as liquid cooling.  

Table 1 ASHRAE Air Cooling Guidelines [8] 

 

Based on the extensive study over the years, the established classification 

provides a set of classes for IT equipment and their respective operational envelope. 

The table below shows the classes and the temperature and humidity range for 

recommended and allowable zones. 
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1.2 ASHRAE Liquid Cooling Guidelines [9]  

For liquid cooling, the classification is based on primary loop configuration 

and inlet temperature to the facility. The classes are described as W1-W5. The table 

below shows the details of classification. 

Table 2 ASHRAE Liquid Cooling Guidelines 

 

The cooling classes are chosen for the high inlet temperature of coolant 

entering the building and choice cooling units (chillers, cooling tower, economizer 

etc.).  

1.3 Power Consumption and Data center Efficiency 

The power of the microprocessors has been increasing with the invention 

new technology nodes for transistors. Looking back from the start of 1970, the 
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power growth has been proportional to the rise of clock frequency. Denard Scaling 

[10] suggests the power density to be similar for increase in number of transistors 

per generation and increasing the clock frequency which allowed the manufacturer 

to decrease or keep the same footprint of processor but have gain in performance 

without causing extra power consumption. During the time around 2003, the 

scaling broke down as the excessive increase of clock frequency became difficult 

and single core processors has transformed into multi-core processors. Also in 

small area, the leakage current can pose thermal issues leading to thermal runaway 

and increase energy cost [11]. After the end of Dennard’s scaling, the next period 

is term as Amdahl’s law [12] which is used by multiple processors for parallel 

computing to predict the theoretical speedup. Even with multi-core processors 

(CPUs and GPUs), a certain portion of the chip is powered off and the percentage 

increases with decrease of transistor gap size. This is known as dark silicon[13] 

which makes the multi-core scaling power limited. But the progress of putting more 

transistors is on the increase and number of cores are also increasing, while the 

frequency and power are flattening out. As a result, there is need for new language 

and architecture (such as Domain Specific Language and Architecture) [14].  A 

brief overview of the progress over the last 42 years is shown in Figure 2. 
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Figure 2 The progress on power, clock frequency, number of cores and transistors 

in microprocessors over the last 42 years. 

Traditionally, air cooling has been used in the data center cooling for a long 

time. But due to limitations for air cooling and operating conditions inside a data 

center, other cooling technologies are adopted. Liquid cooling is not a new 

technology, and it has been extensively used and developed for high heat generating 

components. From early days of Bi-polar circuit technology (early 1980s) liquid 

cooling has been used. Later arrival of Complementary Metal Oxide 

Semiconductor (CMOS) by 1990s has made the heat flux lower and air cooling has 

become the cheap and feasible way of cooling semiconductor devices [15]. But 

over the years the number of transistors is increasing in the same footprint of 

processors with increase in performance for each generation. Heat dissipation is 

still an issue for the high package density and liquid cooling as an alternative to air 
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cooling is appreciated for cooling high powered processors especially in hyperscale 

data centers. The typical and expected power consumption per rack can be seen 

from the Figure 3. 

 

Figure 3 Air Cooled 2U Two-Socket Server Power Trends [16] 

Typically, with air cooling the data center is equipped with Computer Room 

Air Conditioning (CRAC) or Computer Room Air Handler (CRAH) units [17]. 

There is raised or non-raised plenum and hot and cold aisle containment to contain 

the hot and cold air and guide the supply air from the CRAC/CRAH to rack and the 

return air from the racks again to CRAC/CRAH units. The difference between the 

CRAC and CRAH is that CRAC cools the air by refrigerant-based system with 

outdoor condenser units whereas the CRAH uses the facility water supply in liquid 

to air heat exchanger to cool the return air from the racks. There are other methods 
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of indirect air cooling which uses liquid to air heat exchanger closer to the racks 

such as Rear Door Heat Exchanger (RDHX)[18], Sidecar Heat Exchanger 

(SCHX)[19], top and bottom located cooling units (TCU, BCU) [20] [21] inside a 

rack in a data center to manage the high heat loads.  

 

Figure 4 Schematic of Air-Cooled Data Center 

 

Figure 5 Typical Liquid Cooled Data Center with Chiller and Cooling Tower 

The use of liquid cooling in a data center can categorized into two broad 

classes depending on the interaction of coolant with the surface of electronics: 
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direct and indirect liquid cooling [22]. Direct cooling refers to the cooling 

technologies where coolant comes in direct contact with the electronics and indirect 

liquid cooling uses an intermediary heat exchanger such as cold plate to remove the 

heat from the processor to the coolant. As such, indirect liquid cooling includes 

single-phase[23] and two-phase cold plates [24] [25], heat pipes[26], vapor 

chamber[27]. On the other hand, direct liquid cooling includes immersion cooling 

[28], pool boiling[29], submersed jet impingement[30], spray cooling [31] etc. 

There are heat transfer limitations with each kind of cooling technologies such as 

in the heat transfer co-efficient shown in Figure 6. 

 

Figure 6 Heat Transfer Coefficient Limitations for Different Cooling 

Technologies [22] 

There has been continuous drive to increase the cooling power consumption 

and optimizing each technology for increasing cooling efficiency. For example, for 

air cooling plenum height[32], depth of hot/cold aisle [33], ducting under the 
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plenum, modular heat exchanger in pod level deployment[20], predicting the air 

flow pattern[34] [35], controlling, and quantifying particulate contaminates[36], 

corrosion [37] etc. In liquid cooling, there has been tremendous amount of research 

on the improvement of cold plate design[38], [39], comparison of cold plate[40], 

system level design[41], use of nanoparticles [42], rack level, flow network 

modeling[43], warm water cooling [44], wetted material and coolant 

degradation[9] and corrosion detection and control[45], increasing the cooling 

efficiency by proper choice of configuration on primary side[46]. For immersion 

cooling, the pumping power is very low[47] and cooling power is reported to be 

very low but there is a concern for material reliability[48]. There has been research 

going on the material compatibility and proper handling guidelines.  

The green grid has defined a metric called Power Usage Effectiveness 

(PUE) [49]which is extensively used to measure power consumption and energy 

efficiency. A closed form of PUE, also known as partial PUE (pPUE) is used when 

the domain becomes smaller inside the data center. There are energy metrics such 

as Data Center Energy Productivity (DCeP) [50] invented by green grid to calculate 

the net useful work based on the consumed energy. The definitions are given below. 

𝑃𝑈𝐸 =
𝑇𝑜𝑡𝑎𝑙 𝐹𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝐸𝑛𝑒𝑟𝑔𝑦

𝐼𝑇 𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 𝐸𝑛𝑒𝑟𝑔𝑦
 

(1) 

𝐷𝐶𝑒𝑃 =
𝑈𝑠𝑒𝑓𝑢𝑙 𝑊𝑜𝑟𝑘 𝑃𝑟𝑜𝑑𝑢𝑐𝑒𝑑

𝐷𝑎𝑡𝑎 𝐶𝑒𝑛𝑡𝑒𝑟 𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑛𝑠𝑢𝑚𝑒𝑑 𝑡𝑜 𝑃𝑟𝑜𝑑𝑢𝑐𝑒 𝑡ℎ𝑒 𝑊𝑜𝑟𝑘
 

(2) 
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Chapter 2 

Literature Review 

This section includes the literature review for the optimal design of server 

cabinets with liquid to air heat exchangers for a modular data center and methods 

to increase the cooling efficiency of a hybrid cooled data center using dynamic 

control and raised inlet conditions for both liquid and air. 

2.1 Optimal Design and Modeling of Server Cabinets with In-Row 

Coolers and Air conditioning Units in a Modular Data Center   

The operating temperature and humidity for cooling IT equipment in a data 

center are standardized by ASHRAE and Network Equipment Building Standards 

(NEBS) in collaboration with manufacturers and researchers. The recommended 

zone for air temperature and humidity inside a data center according to ASHRAE 

TC 9.9 is 18-27 °C and 60% maximum relative humidity (-9 °C to 15 °C Dew 

Point) [8]. There are other zones (A1, A2) and allowable zones with limited 

operating hours. The most widely used method for controlling hot-air recirculation 

and cold-air bypasses are hot aisle containment (HAC) and cold aisle containment 

(CAC).  In recent years, many novel cooling solutions were successfully launched 

to further improve the Power Usage Effectiveness (PUE) in data centers, such as 

the liquid cooling systems, the rack-level cooling with heat exchanger, and hybrid 

cooling with heat pipes. The traditional room cooling system can be replaced with 
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rack cooling to improve cooling efficiency. Rack and room level simulations and 

experiments were also conducted based on the location of the Air Conditioning 

Unit (ACU) such as Computer Room Air Handling (CRAH) or Computer Room 

Air Conditioner (CRAC), positioning of racks. The heat exchanger is the key 

equipment in the enclosed rack-level cooling system, and the thermo-hydraulic 

performance of the crossflow water-and-air heat exchangers was investigated in 

many application areas. In a minimum footprint to cool the high heat generating IT 

equipment, the rear door heat exchanger can be a solution. Parametric and 

experimental studies had been done to improve the cooling capacity and utilize the 

facility water in the secondary loop. Room-level cooling for unmanaged high-

density racks can cause destabilizing effects such as lower cooling efficiency, loss 

of cooling redundancy, hot spots, thermal shutdown, and circuit overload [51]. It 

has also been shown that how row-based data center cooling works with a Rack 

Cooling Index (RCI) and Return Temperature Index (RTI) [52]. The advantages of 

the row and rack-oriented cooling architectures for data centers were also described 

comparing the balance of high predictability, high power density, and adaptability, 

at the best overall Total Cost of Ownership (TCO). Rack level modification, use of 

snorkels, blanking panels, and cabinet chimneys have been studied previously to 

improve airflow management and prevent mixing of hot and cold air.  
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2.2 Failure Scenarios of Fan and Pumps and Optimization for Liquid 

Cooling  

Hybrid cooling uses liquid cooling for high heat-generating components 

while the rest of the components are cooled by air. Hybrid cooling coupled with 

warm water cooling provides provisioning for reducing cooling power and costs, 

which is shown in a separate study [53]. Using coolant above ambient conditions 

can be a viable option for cooling IT equipment taking advantage high specific heat 

and thermal conductivity of coolant. Characterization of hybrid liquid-air cooled 

servers was done in a study showing key performance indicators including both 

heat recovery effectiveness and thermal loss parameters [54]. But operating at high 

temperatures also poses the risks of affecting the operation, serviceability, or 

reliability of the IT equipment. Safety precautions and decisions for immediate 

response are necessary for the smooth operation of the servers. Analysis of failure 

scenarios can provide a better perspective of the situations and prevent damage to 

any IT equipment. A study on failure scenarios of the dry cooler in a chiller-less 

liquid-cooled data center showed parametric analysis with a dynamic model [55]. 

It is also found that, by decreasing the external fluid flow rate, the safety time can 

be extended. Another paper by Alkharabsheh et al [56] suggested the failure 

scenarios of liquid cooling in a data center. The time delay for CPU throttling of 

three types of liquid-cooled servers is experimentally investigated. The leakage 
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current effect during full and partial scenarios is discussed with the change server 

power, chip power, coolant, and chip temperature. The remedies are suggested as 

using an uninterrupted power supply (UPS), long lifetime of a pump, load 

migration, precise sensor placement, rapid live migration of load and data. A 

similar set of failure scenarios are investigated by Puvvadi et al [57] for the failure 

of the pump in the heat exchanger as well as for the single and dual pump failure. 

The paper suggested and demonstrated the use of task migration to other servers as 

fans ramp up detecting high CPU temperature in a server. This technique utilizes 

the time lag caused for frequency throttling of CPUs at elevated temperatures. But 

the optimization for latency has been studied in a different paper by the same author 

[58]. Similar work with load balancing for liquid cooling was also suggested by Li 

Li [59] to minimize power consumption. The smart cool algorithm showed a 38% 

efficiency improvement for a traditional data center configuration for air and hybrid 

cooled servers with CRAH, chiller, cooling tower, and air-side economizer on the 

primary side. The chip leakage power is an issue for high heat generating CPUs. 

Providing the required flow rate to servers with high CPU temperatures is essential 

which is addressed in a paper by Wei et al [60]. This paper highlighted the 

efficiency gain for air to the liquid heat exchanger by intelligent data-driven cooling 

power allocation. Full pump failure is a rare phenomenon, and it can certainly 

happen if there is a power outage in an emergency. Such a condition is investigated 

by Zavřel et al [61] and numerical modeling was performed after calibration with 
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real-time data for a full failure scenario of pumps for finding possible solutions 

such as the use of a short-term energy backup plan for pumps and the use of 

additional storage tank in the loop. A whitepaper from Intel [62] also suggested the 

use of a low-cost thermal storage tank in the event of chiller cooling failure for an 

electric power outage. The paper successfully showed case studies on the efficient 

use of storage tanks on the primary side to run the servers inside the data center on 

UPS without causing overheating. Another paper by Sahini et al [44] showed that 

reduced flow rate at different temperatures of coolant can help to keep the junction 

temperature within limitations. A mini-rack with 4 servers was tested with variable 

CPU utilization for elevated coolant temperature at two different pump speeds for 

centralized cooling. Approximately 55% reduction of total cooling power was 

achieved from the experimental findings. A similar study on the server level for fan 

and pump failure was experimented by Chowdhury et al [63]. Possible scenarios 

for the partial and full failure of fans and pumps are experimentally investigated 

and redundancy for cooling power was quantified with a scope of saving 46% of 

cooling per server. A novel dynamic flow control method on rack-level was 

suggested by Kasukurthy et al [64]. Approximately 64% of pumping power can be 

saved by modulating flow rate based on the temperature of coolant with a pPUE 

range of 1.007-1.01. Scaling up to the data center level, Parida et al [65] showed a 

servo control algorithm to control the inlet coolant temperature to the racks by 

controlling the recirculation valves. The algorithm provided an energy saving of 
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25% and over 90% as compared to the refrigerant-based cooling system of the data 

center. The use of different PID controllers for pumps is discussed in [66], [67]. 

The lumped parameter method is used with different control algorithms for both 

papers. 

2.3 Effect of Raised Inlet Air Temperature on Cooling Efficiency of 

Hybrid Cooled Server  

The recommended and allowable envelopes are provided by ASHRAE TC 

9.9 for the server inlet temperature and humidity in a data center. Chiller less data 

center results in higher inlet temperature to rack and IT equipment. The reliability 

and thermal management for inlet temperature has been studied in a paper. An 

experimental for a 1 MW data center suggested that only one-degree rise in the 

temperature set point can save 2-5% of the overall energy consumption in data 

centers [68]. There has been a continuous effort from the manufacturers and 

operators of CRAH/CRAC to control the supply air temperature for various 

unprecedented events. Thus, control system for on-demand cooling has been 

presented in a research paper with the application of high operational temperatures 

in data centers. It is crucial to have resilient server design and performance metric 

for thermal safety in the case of the high inlet conditions as with benefit in cooling 

efficiency server reliability should not be impacted [67]. A separate numerical 

analysis has shown that increasing the ambient conditions up to 35°C along with 
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best practices such as hot aisle/cold aisle containment, removing cable obstructions, 

configuring by-pass and re-circulation reduction for a CRAH based cooling system 

has improved data center level power savings with the use of economizers [69]. 

With temperature the corrosion becomes an issue. So, before choosing the high 

ambient with free air-cooling technology, corrosion-resistant hardware design 

should be checked. The ASHRAE class A3, A4 classes require the balance between 

the IT and cooling infrastructures [70]. Increasing inlet temperature leads to the 

power consumption increase per server for leakage current effect and may cause 

thermal runaway and degradation or damage of microprocessors. In a study, the 

chip leakage power has been modeled with respect to increase in inlet air 

temperature and reported that the COP of the data center cooling infrastructure has 

been affected by the leakage current. So, chip operating temperature is also factor 

before choosing the high inlet air temperature in a data center. This study suggests 

for optimum operating point between cooling efficiency and leakage current affect 

while increasing the inlet air temperature [71].  

2.4 Effect of Raised Inlet Coolant Temperature on Cooling Efficiency 

of Hybrid Cooled Server 

As mentioned above, there are some adverse effects from the increase of 

inlet air temperature of servers. Similar effect is also examined for higher inlet 

coolant temperature for liquid cooled components in servers. The study found that 
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the total data center power consumption is a function of coolant temperature, the 

computational state of the chip, weather factors that employ free cooling has not 

shown improved energy efficiency even during maximized free cooling due to 

additional leakage power incurred by the associated higher coolant temperatures 

[72]. The cooling classes for liquid cooling provided by ASHRAE liquid cooling 

guidelines have higher inlet conditions for liquid entering the data center operating 

without chillers. So, significant energy saving is expected for the elimination of 

chiller but the study shows that cooling energy usage was as low as 3.5% of the 

typical air-cooled chiller-based data center [73]. The use of increased coolant 

temperature for liquid cooling is also known as warm water cooling. In a separate 

study, warm water cooling has been applied where the return water is as high as 

95°F and the hot return water is used as a primary heating source for building for 

energy reuse [74]. Aquasar project shows the experimental and analytical studies 

conducted to show that the PUE and ERE can be improved with reduced use or 

elimination of chiller and use of warm water cooling of data centers [75]. A 

comprehensive study on liquid cooling design guidelines has been presented for 

building-supplied warm water-cooled IT at 15 national laboratory sites and the total 

cost of ownership calculations that showed reduced capital as well as ongoing 

energy consumption costs [76] . Based on the mentioned research, the high ambient 

inlet coolant conditions have better prospects on the performance and cooling 
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efficiency of liquid cooling in a data center, but precautions must be made before 

choosing the appropriate cooling envelope for liquid cooling. 

 

2.5 Total Cost of Ownership (TCO) Analysis for Air and Liquid 

Cooled Data Center for Increasing Cooling Efficiency of Data 

Center 

There has been tremendous work on the efficiency improvement of data 

center cooling and newer methods for TCO calculation were introduced by the 

researchers, facility owners, industry leaders. Chandrkanth D Patel [77] proposed 

a TCO model which takes into account the latest improvement in cooling 

technologies. The model gives the results based on some assumptions and best 

practices for increasing cooling efficiency and changing the layout of data center. 

W. Pitt Turner [78] emphasized on misuse of a parameter (cost per area metric) and 

proposed a model based on engine cost plus the cost per area. The author also 

advised to take initiative at an early stage based on the variations of result with the 

practical deployment experiences. M.K. Patterson [79] used a TCO model by 

considering a work cell with a bounding box around the rack to understand the rack 

power density properly. Layout efficiency is evaluated based on cooling cost and 

suggested some best practices to implement in the data center for lower TCO. 

Jonathan Koomey [80] suggested a simple spreadsheet method to determine the 
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cost and provided the model as opensource from uptime institute with precautions 

of application and best practices to avoid a large error. This TCO model has been 

extensively used by researchers and industry as a benchmarking tool considering 

the ease of use and availability of the model. There are also some open sources for 

TCO tools APC (Scheider Electric) [81] for traditional and modular data centers. 

Christopher G Malone [82] pointed out the performance gains by server inlet 

temperatures, flow rates, control mechanisms, and coupling concepts to determine 

the infrastructure cost structure. Cloud computing was included in the TCO model 

by Xinhui Li [83] and a method for calculating the TCO was explained. A web tool 

was developed, and the cost distribution and utilization imbalance factor were 

added to the model. Jose E Moreira [84] studied the effect of the size of servers (big 

to mid-size) based on the number of processors per server and finalized that mid-

sized servers with 4 to 12 processors per server are cost-optimal. So, it was 

recommended to turn off the server that is not used based on workload distribution. 

Srini Chari [85] compared the IBM blue Gene/Q server with traditional x86 based 

cluster systems with Graphics Processing Units (GPUs) by the cost model 

developed by the uptime institute. A new parameter was introduced named RAS 

(reliability, availability, and serviceability) related to downtime cost considering 

some assumptions. To reduce the power consumption in a data center, Stijn Polfliet 

[86] suggested the heterogeneity of workload to run a job most efficiently in a data 

center. This parameter showed a driving force to increase the cost efficiency of a 
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data center as compared to homogenous high-end and low-end server data centers. 

Damien Hardy [87] provides a detailed TCO model which takes into account the 

environmental conditions. The model shows the trade-offs offered by different 

server configurations, performance variability, and ambient temperature. An 

interesting study on the processor core size of a 1U server was carried by Boris 

Grot [88] to point the consequences on the TCO model developed by D.Hardy[87]. 

A point of optimization was investigated and reported for scale-out processors. In 

another study, government and corporate data center costs are analyzed and a new 

TCO model is proposed by Ajay Ahuja [89]. An analytical framework was 

suggested by Damien Hardy [87] while taking into consideration about the design 

space of data center. In this study, assess tradeoffs, among other, between server 

configurations, performance variability, datacenter ambient temperature, and 3D 

processor integration are discussed. Shaoming Chen [90] investigated the 

maintenance costs in a hybrid cooled data center and suggested optimization of 

electricity and server maintenance cost by server consolidation, high inlet 

temperature, and sleeping time threshold. Brandon Rubenstein [91] suggested using 

an optimized setpoint for cold aisle by optimization of the TCO model. A metric 

has been suggested to identify the operational overhead and reduce server 

maintenance costs. Another study by Georges da Costa [92] suggested a new tool 

for power and capacity management with power capping and proper cooling 

configuration. The chiller sizing was also suggested for energy savings based on 
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the model. Dustin W. Demetriou [93] compared traditional air cooling, rack-level 

cooling by a rear door heat exchanger, and direct water cooling by cold plates by a 

TCO model. Based on the study it was suggested that no significant increase in cost 

was noticed for the adoption of liquid cooling. Sorell Vali [94] developed a TCO 

model for liquid-cooled IT equipment in data centers. Best-in-class air-cooled data 

center design has been compared to two different data center design with separate 

air and liquid cooling loops to identify the cost benefits for the liquid-cooled data 

center. Dustin Demetriou [95] again evaluated the TCO of liquid cooling by 

comparing a purpose-built vs retrofit liquid-cooled data center. The author showed 

when the electricity cost is lower energy savings are not impactful but additional 

cost from additional equipment increases the cost of hardware required for liquid 

cooling. Several authors also suggested TCO models for flash storage [96], cooling 

strategies [97], installation of adsorption chillers [98], using hardware acceleration 

[99] etc. The cooling technology is evolving in the data center owing to the 

limitations of previous cooling technology and the emergence of power-hungry 

processors. A TCO model by Yan Cui [100] showed the major components in a 

TCO explicitly and evaluated rear door cooling, cost plate cooling, high-efficiency 

power solutions, and parametric study to identify the differences and find a point 

of comparison. A survey [101] was conducted and presented by analyzing previous 

publications and available spreadsheets. The paper pointed out the TCO based on 

Tier Levels with some assumptions taken in the models and parameters discussed 
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in the paper.  Other aspects such as cost related to virtual content and cost of 

licenses are included in a separate TCO model by Doaa Bleidy [102]. The cost of 

all components for power distribution are added in that model. Bob van den Berg 

[103] conducted a comprehensive study on the cost savings for changing network 

technologies (ethernet, glass fiber, plastic optical fiber). In a recent paper, Wenrui 

Ya [104] showed a TCO model to understand the cost of long-term data 

preservations, constructions and operation of a data center considering the capital 

and operational expenditures. 
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Chapter 3 

Air Cooling: Room Level and Rack Level  

3.1 Optimal Design and Modeling of Server Cabinets with In-Row 

Coolers and Air Conditioning Units in a Modular Data Center   

(Reprinted with permission © 2019 ASME) [105] 

The purpose this study is to determine the optimum configuration for 

cooling capacity of in-row coolers and wall mount air conditioning units used for 

modular data center. In addition to the existing low power density rack, the 

deployment of high-powered racks creates hot spot and recirculation inside the data 

center. The use of in-row cooler uses an air to liquid heat exchanger where the 

secondary loop carries the heat away from the data center to environment by Direct 

Expansion (DX) cooling or refrigeration cooling. Proper selection of cooling 

capacity, floor space requirement, compactness in design and customized cabinet 

design were performed for modular deployment of racks. The numerical analysis 

on the effect of raised inlet temperature per ASHARE A1 class for the IT equipment 

was performed in a Computational Fluid Dynamics (CFD) model developed in 

6SigmaRoom[106] with the help of built-in library items for a typical small-sized 

non-raised facility. The efficiency and limitations of in-row coolers in thermal 

management of IT equipment with variation in rack heat load and containment were 

studied in detail. Several other aspects like a parametric study of variable opening 
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areas of duct, variable flow rate, and failure scenarios are studied for flexible and 

quick installation. 

 

3.1.1 Data Center Description 

A non-raised telecom data center is constructed in 6SigmaRoom which 

consists of IT equipment stacked in racks of different dimension and power density. 

The room dimension is 20x13x9 (ft3). The room is cooled with two external walls 

mounted ACUs where condenser part is situated in the outside environment to 

reject the heat with DX cooling. The cabinets inside can be subdivided into two 

broad categories (Figure 7). One type of cabinet (existing legacy equipment racks) 

that uses traditional room cooling by pulling the air from the room to cool the 

equipment without enclosures such as HAC or CAC and the other type of cabinet 

named as Modular Equipment Controller (MEC) cabinet in Figure 8, which is 

closed or open cabinet with three 42U racks. This custom designed MEC cabinet is 

situated at the periphery of the room and cooled by in-row coolers and external 

ACUs. The cabinet is constructed with built-in items from library such as cabinet, 

IT equipment, solid obstructions. The required power and capacity of each rack, in-

row cooler and ACU are modified for the cases studied. By bringing in new servers, 

the heat load increases, but footprint is limited in terms of floor space required. As 

a result, high temperature and hotspots are expected. To avoid hotspots, the racks 
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in MEC cabinet can be cooled by in-row coolers separated by ducts with inlet and 

outlet openings for supply and return air same as in hot and cold aisle containment. 

 

Figure 7 Schematic (Isometric View) of the Data Center Containing It 

Equipment Racks, ACUs, and In-Row Coolers. 
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Figure 8 Top View of Shelter Showing Modular Equipment Controller 

(MEC) Cabinet Showing Racks, Servers, and Ducts with Inlet Vent Openings. 

3.1.2 Description of MEC Cabinet 

The cabinet is a custom-made enclosure for housing 3 racks with 2U 

servers. There are two in-row coolers situated inside the cabinet, in between the 

racks. The rack dimension is same as standard 42U unit rack. The doors for racks 

and in-row coolers can be opened and closed if needed for installing servers, 

maintenance, and other reasons. The cooling capacity and type of in-row coolers 

are selected based on required cooling capacity and flow rate requirement of the IT 

equipment. 
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Figure 9 Isometric View of MEC Cabinet with 3 Racks and Vents for Guiding the 

Air flow 

3.1.3 Boundary Conditions  

Proper and realistic boundary conditions are needed to improve the cooling 

efficiency by reducing the amount of work needed to cool the air inside the data 

center to opt for higher Coefficient of Performance (COP) [18]. The servers and the 

racks were dragged and dropped from library and used as a compact model. The 

server when used as a black box model determines the required air flow from the 

energy balance equation Q=m ̇C_p ΔT if power and temperature rise given for 

forced flow condition.  The air flow rate is fixed but excess flow coefficient is to 

default as 0.05. Racks in MEC cabinet are populated with 2U servers while legacy 
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equipment racks are considered as a black box model with given power and 

temperature rise to fix the flow. Higher inlet temperatures are applied for IT 

equipment considering the A1 and A2 zones recommended by ASHRAE. 

Maximum possible supply air temperature is chosen as 28 °C from the ACUs and 

30 °C from in-row coolers as inlet to the IT equipment and the temperature rise 

across the servers is set for 20 °C. So, each cabinet and IT equipment were given 

375 W power and constant temperature difference (ΔT=20°C) as boundary 

condition. When the cold aisle in the data center is contained, there is potential it 

will become pressurized. In this situation more air will be forced through the server 

than if the server was placed in open space.[19] The doors in the MEC cabinet can 

be opened or closed and cooling capacities of in-row coolers and external ACUs 

are applied as described in the table below. 

Table 3 Boundary Conditions Applied for Numerical Analysis 

Components Dimensions (ft3) Specifications 

MEC Cabinet 6.6794x7.98x2.9 614  doors can be opened or closed  

Servers in 
MEC Cabinet  

Depth 1.9684 ft. (600mm)  
Width 1.4764 ft. (450 mm)  
Height 2U (88.9 mm)  

375 W, ΔT=20°C  
Forced convection  
Excess flow co-efficient 0.05  

Racks (3) in 
MEC Cabinet  6.67x1.973x2.3  

21 or 11 servers per rack, 
7.88KW or 4.13 each, air cooled  

Legacy 
Equipment 
racks (as 
black box 
model)  

6.9975x9.6123x1.164 (1)  
6.9974x2x2 (2)  
6.9974x2x1.03 (2)  
6.9974x2x1.25 (1)  

1st 
Row  

4KW, air cooled,  
front to back,  
ΔT=20°C  

2nd 
Row  

0.8kW per rack, Air Cooled, 
front to back, ΔT=20°C  
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External ACU 
(2)  

6.0833x4.33x2.9  
DX cooled, 15.97 KW, 1850 CFM  

In-Row  
Cooler (2)  

6.6794x1.01x1.8  

DX cooled,   
12.31 KW, 1500 CFM or   
24.62 KW, 2900 CFM  

 

Solar loading is not applied as the building material is considered as an 

insulating material. Mesh sensitivity is also performed, and grid sizes were varied 

to find optimum grid setting based on overserving variations in maximum 

temperatures.   

3.1.4 Case Studies 

Two configurations of a MEC cabinet are studied with two in-row coolers 

and two external ACUs for the shelter. As we are using in-row coolers for the MEC 

cabinet the general idea is to reduce the cooling capacity needed for legacy racks. 

Results are compared for full and half heat load for the racks in MEC cabinet with 

and without containment. 

The racks are given customized names as I21 (left), I15(middle), I9 (right). 

The configurations are given below:  

1. Configuration-1: The open compute racks are filled with 11 servers 

(2U) with the blank panel in between each server (Figure 10). Each 

server has 375 W and each rack in MEC cabinet has 4.13 KW.   
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2. Configuration-2: The open compute racks are filled with 21 servers 

(2U) with the blank panel in between each server (Figure 11). Each 

server has 375 W and each rack in MEC cabinet has 7.88 KW  

 

Figure 10 Configuration-1: 11 Servers per Rack in MEC Cabinet 

(4.125KW/Rack) 

 

Figure 11 Configuration-2: 21 Servers per Rack in MEC Cabinet (7.875 

KW/Rack) 
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The optimum mesh was found to be approximately 215000 cells for 

maximum heat load with 21 servers per rack in MEC cabinet (doors closed), two 

in-row coolers at (12.31 KW each) and two external ACUs (15.97KW each). Other 

boundary conditions are applied as described in table. The results are shown for 

maximum temperature in the model. Gridding is varied by changing minimum gap 

size and size of maximum cell. The cell count is less due to the use of the compact 

models from library for servers, racks, in-row coolers and ACUs (Figure 12). 

 

Figure 12 Mesh Sensitivity Analysis 

3.1.5 Without Containment and In-row Coolers for MEC Cabinet 

The doors for MEC cabinet are kept open and the rack power density is 

varied by populating more servers into the racks. The in-row coolers are turned off 

and the supply air from ACUs provides cooling to all IT equipment. Due to mixing 

of inlet air and the return air, the average inlet temperature for IT equipment is 
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increased and hotspots are generated at the outlet of IT equipment.  As the rack 

power density is increased from 4.13 KW to 7.88 KW as external ACUs cannot 

manage the high heat load of the shelter. With 11 servers per rack maximum 

temperature rises to 60.7 °C and with 21 servers per rack the temperature rises even 

further to 92.4 °C which is unacceptable. The contour plots are given in Figure 13 

and Figure 14 showing the rise of temperature for racks in MEC cabinet (without 

containment) at higher heat load. 

 

Figure 13 Temperature Contour for Without Containment for MEC Cabinet for 

Configuration -1. 
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Figure 14 Temperature Contour Plot for Without Containment for MEC Cabinet 

for Configuration-2. 

3.1.6 With Containment and In-row Coolers for MEC Cabinet 

The MEC cabinet doors are closed, and the in-row coolers are turned on. 

The inlet and outlet air for IT equipment are separated by ducts with vent openings 

as an open hole. The air recirculates within the MEC cabinet and remain contained. 

External ACUs provides cooling to existing legacy racks. Both in-row coolers are 

supplying air at 30 °C. Total heating load for the data center and cooling capacities 

are mentioned in Figure 15 and Figure 16. The results in the contour plot for both 

configuration 1 and 2, show the benefit of containing the cabinet while managing 
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temperature rise for half and full of heat load of racks in MEC cabinet. In both 

configurations, it is observed that the mean outlet temperature from the IT 

equipment does not exceed 50 °C. 

 

Figure 15 Temperature Contour Plot Containment for With for MEC Cabinet for 

Configuration -1. 
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Figure 16 Temperature Contour Plot for With Containment for MEC Cabinet for 

Configuration -2. 

3.1.7 Reduced Cooling Capacity of External ACUs 

As the in-row coolers are used to cool the IT equipment inside the MEC 

cabinet, rest of the cabinets situated outside of the MEC cabinet can be cooled with 

reduced number of external ACUs with lower cooling capacity. So, one external 

ACU of 15.97 KW is used to cool 8 KW existing legacy racks while the two in-

row coolers (12.31 KW, 1500 CFM each) provide cooling to the MEC cabinet to 

manage heat load of 23.63 KW. As a result, local hotspots are avoided as well as 
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number of external ACUs are reduced to one with a decrease of 15.97 KW in total 

cooling capacity. From Figure 17, it is shown that the inlet temperature for racks in 

MEC cabinet is 30 °C, but the outlet temperature from each rack is different as 

middle rack is getting more airflow from each of the in-row coolers compared to 

other racks.   

 

Figure 17 Temperature Contour Plot at the Height of Maximum Temperature for 

with Containment for MEC Cabinet for Configuration-2. 

The blue region between the MEC cabinet and legacy equipment racks 

shows lower temperature than rest of the room. The reason is for high velocity of 

supply air from the external ACUs through the small supply vent. The inlet and 

outlet vents are designed for wall mount air conditioning units.  Figure 18 is given 
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to show the streamlines from and to the vents, superimposed with temperature 

gradients. The outlet air from the existing legacy racks gets mixed with supply air 

from external ACU, but in front of the MEC cabinet the temperature remains 

approximately at 30°C as the air moves with high velocity.   

 

Figure 18 Streamlines Showing Flow Pattern and Temperature of Supply and 

Return Air for External ACU and Outlet Air from the Existing Legacy 

Racks. 

3.1.8 Air Flow Optimization 

The inlet air temperature for the IT equipment for three racks is observed to 

be different as there was overflow mostly in the middle rack relative to the side 

racks. So, the scope of optimizing air flow was studied for different vent openings 

for the duct on both sides of in-row cooler. 
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Two Cases studied: 

1. Case-1: Inlet Flow vents for middle racks to 50% and rear vents are 

100 

2. Case-2: Inlet Flow vents for middle racks are 32% and rear vents are 

64% 

The in-row coolers are separated from the racks with a duct as part of 

custom designing for the MEC cabinet. Ducts increases the resistance and causes 

reduction in flow rate, but as a part of the design, duct vents were modified to create 

less temperature and flow rate variation. 

 

Figure 19 The Location and Vent Opening Areas for Ducts on Both Sides of In-

Row Cooler 
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Figure 20 Dimensions and Numbering of the vents at the front and rear for rack at 

the middle in MEC Cabinet. 

Opening areas at the inlet of the middle duct between in-row cooler and 

middle rack are varied to detect the change in the flow rate and temperature. With 

the decrease in the opening area, the variation in mean outlet temperatures from the 

servers in all racks have become less. The impedance for the vents increases as the 

percentage of opening area is reduced. The flow is reduced for middle rack through 

the vents and mean outlet temperature increases but approaches to almost uniform 

considering all racks. The variation of mean outlet temperatures for 64% and 32% 

opening in Figure 23 are within ±0.7 ˚C. Inlet vent opening areas at front (Figure 
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19) for the middle rack should be half of other opening areas because the middle 

rack is getting excess airflow as compared to the other two racks. The duct helped 

to minimize variation of mean outlet temperatures for IT equipment in all racks 

limiting amount of excess airflow through the middle rack as servers are given fixed 

airflow, power and temperature rise as boundary condition. 

 

Figure 21 Mean Inlet and Outlet Temperature of IT Equipment With full opening 

for all vents (1, 2, 3, and 4) 
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Figure 22 Mean Inlet and Outlet Temperatures for 100% (front) and 50% (rear) 

Vent Opening Areas of the Two Ducts for Middle Rack. 

 

Figure 23 Mean Inlet and Outlet Temperatures for 64%(front) and 32%(rear) Vent 

Opening Areas of the Two Ducts for Middle Rack 
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3.1.9 Variable Air Flow Rate from In-Row Coolers 

The flow rate from the in-row cooler was varied and the mean outlet 

temperature was observed from the steady state solutions for different percentage 

of CFM. The MEC cabinet doors were closed and the racks inside were cooled by 

in-row coolers. The supply air temperature was fixed at 30°C and the boundary 

conditions for IT equipment are 375W and 20°C temperature rise.  The inlet vents 

for ducts in between middle rack and in-row coolers are kept as 32 % while rest of 

the vents are given ass 64% opening area.  The plot for the flow rate vs means outlet 

temperature (Figure 24) for IT equipment also provides the fact that the mean outlet 

temperature increases with decreased in flow rate.  

 

Figure 24 Mean Outlet Temperatures and Flow Rate for Racks (I9, I15, I21) 

inside MEC for Different Air Flow Rate. 
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The mean outlet temperatures for servers depend on the flow rates. Small 

variation in temperatures and flow rates are noticed for recirculation in front of the 

servers (2, 3, 5, 17, and 19). 

3.1.10 Failure Scenarios for In-row Coolers 

The cooling system in a data center must operate consistently. “N+1” 

redundancy ensures that if an ACU unit were to fail, other cooling systems or ACUs 

would provide adequate airflow at the proper temperature. To simulate the situation 

for “N+1” redundancy fans in one of the in-row coolers is disabled and worst-case 

scenarios are also studied by reducing fan power. Air flow inside the IT equipment 

is decided based on the power and temperature drop provided for each server. There 

is no backflow from the rear to front of in-row coolers. The fans in the in-row cooler 

can be controlled by sensing inlet and outlet condition of IT equipment or racks. 

But there is always a limit up to which it can compensate for the loss of cooling in 

the event of fan failure of in-row cooler. So, the goal was to find a point of 

redundancy without affecting IT equipment. The MEC cabinet under this study is 

also simulated for completely closed or open situations. 

3.1.11 Failure Scenario-1 

The cooling capacity should always be higher than the heat load of IT 

equipment. The MEC cabinet contains three racks with 7.88 KW each and two in-

row coolers with 24.62 KW cooling capacity. At first, the in-row coolers (12.31 

KW, 1500 CFM each) are used to simulate fan failure and the temperature rise was 
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observed to be too high as active cooling capacity was less than the heat load for 

MEC cabinet. Then cooling capacity is changed to 24.62 KW and 2900 CFM for 

each in-row cooler (Figure 25). 

 

Figure 25 Fan Failure of single in-row cooler (24.62KW): Doors are closed 

 

Figure 26 Mean Inlet and outlet temperature of IT equipment for Failure 

Scenario-1 
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During the simulation, the doors of the MEC cabinet was closed and the air 

inside the cabinet was contained. The contour plot of the shelter and the mean outlet 

temperature from the IT equipment (Figure 26) are given to show the effect of fan 

failure in a contained situation for MEC cabinet.   

3.1.12 Failure Scenario-2 

When the doors are open the air inside the room interacts with the air inside 

the MEC cabinet. As a result, inlet, and outlet air mixes and thus, increases the inlet 

air temperature for the IT equipment in MEC cabinet. The results are shown for the 

disabled fans in one in-row cooler (12.31 KW, 1500 CFM).  

 

Figure 27 Fan Failure of single in-row cooler (12.34 KW) while doors for MEC 

are closed 
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Figure 28 Mean Inlet and outlet temperature of IT equipment for Failure 

Scenario-2 

As the capacity of active in-row cooler is less than the heat load in MEC 

cabinet (23.63KW, 2900 CFM), front Doors are kept open (Figure 27). Supply air 

from ACUs and in-row coolers are used to provide the cooling for both the MEC 

cabinet and existing shelter racks. 

The contour plot of the shelter and mean outlet temperature from IT 

equipment in MEC cabinet are provided to show effect of fan failure for MEC 

cabinet without containment. The inlet temperature varies and increases for left 

rack in MEC cabinet (Figure 28) due to getting mixed with the outlet from the racks 

in MEC cabinet.    
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Chapter 4 

Hybrid Cooling: Server Level 

4.1 Server Under Study 

The server used for the experimental analysis is an enterprise 1U server 

from Cisco. There are 8 Hard Disk Drives (HDDs), two central Processing Units 

(CPUs), 16 Dual In-line Memory (DIMMs), 1 Platform Controller Hub (PCH), 1 

chipset, 1 Power supply Unit (PSU) and other components. For hybrid cooled 

server, the heatsinks are replaced with ASETEK cold plates for cooling the CPUs 

only. The other components are cooled by air. There are five fans in both the air 

and hybrid cooled server, but the air-cooled server has a duct between the heatsinks 

and fans to guide the airflow properly. 
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Figure 29 Hybrid and Air Cooled 1U Server. [107] 

 

Table 4 Brief Summary of Components and Cooling in Server [108] 

Components  Spec Sheet Data  

CPU  

(2 Processors)  

Intel Xeon® E5-2600 v2 or E5-2600 (TDP-135W) 

DIMMs  

(Total 16)  

(8x8GB+8x4GB, 1.35V, 1600MHz- 96 GB)  

Fan  

(Total 5)  

Delta fan, 40x40x56mm, (TDP-15.6W)  
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Pump  

(Total 2)  

ASETEK Direct to Chip CPU cooler (Total 2, DP- 4 

W)  

 

4.2 Effect of Raised Inlet Coolant Temperature 

As the thermo-physical properties of water are superior to air, water using 

cold plate can carry away the heat from the processors more effectively than heat 

sinks. The objective of this study is to find out the limits of inlet coolant temperature 

per ASHRAE liquid cooling guideline for the server under study and lower of 

coolant flow rate possible in the server cooling loop. The 1U server is retrofitted 

with cold plates and the external loop consists of quick disconnects connected to a 

liquid to air heat exchanger (miniature dry cooler). cooled servers. In this 

experiment, a 1U server is equipped with cold plate to cool the C PUs while the rest 

of the components are cooled by fans. In this study, predictive fan and pump failure 

analysis are performed which also helps to explore the options for redundancy and 

to reduce the cooling cost by improving cooling efficiency. Redundancy requires 

the knowledge of planned and unplanned system failures. As the main heat 

generating components are cooled by liquid, warm water cooling can be employed 

to observe the effects of raised inlet conditions in a hybrid cooled server with failure 

scenarios. The ASHRAE guidance class W4 for liquid cooling is chosen for our 

experiment to operate in a range from 25°C-45°C. The experiments are conducted 
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separately for the pump and fan failure scenarios. Computational load of idle, 10%, 

30%, 50%, 70% and 9 8% are applied while powering only one pump and the 

miniature dry cooler fans are controlled externally to maintain constant inlet 

temperature of the coolant. As the rest of components such as DIMMs & PCH are 

cooled by air, maximum utilization for memory is applied while reducing the 

number fans in each case for fan failure scenario. The components temperatures 

and power consumption are recorded in each case for performance analysis. An 

experimental study on the pump and fan failure has been performed on the server 

level to reduce the cooling power per server. It has been found that 46% cooling 

power reduction is possible by using liquid cooling in an air-cooled server.  The 

details can be found in this paper published in InterPACK 2017 [63]. 

4.3 Effect of Raised Inlet Air Temperature on Air Cooler Server 

A previous study shows the effect of increasing inlet temperature on the 

processor temperature and power consumption for air cooled heat sinks and liquid 

cooled cold plates. There are five fans at the upstream for heat sinks of CPU while 

a separate liquid cooled server has cold plate with integrated pumps. For the air-

cooled server with heat sinks, an environment chamber is used for providing 

constant inlet air temperature (15-45 °C) to the IT equipment while it was stressed 

for both CPU and memory following the ASHRAE A1-A4 guidelines. On a 

separate setup the coolant inlet temperature for liquid cooled server was controlled 
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for providing constant high inlet temperature (25-50 °C) per ASHRAE W1-W4 

guidelines. The effect of high inlet conditions for air and liquid cooled CPUs are 

summarized and conclusions are made for critical inlet temperature contributing to 

leakage current effect and increase in static power. The cooling power of air-cooled 

server is presented as a percentage of total IT power. It was observed that the air-

cooled server has limitations for inlet air temperature as 35 °C while the liquid 

cooled server can have high inlet coolant temperature as high as 45 °C with no 

increase on static power. 

Table 5 Cooling Power Consumption vs IT Power Consumption[109] 

 

4.4 Effect of Raised Inlet Air Temperature on Hybrid Cooler Server 

(Reprinted with permission © 2018 ASME)[107] 

In a hybrid cooled the server, the high inlet temperature of coolant can be 

used to minimize the static power increase and increase cooling efficiency. As the 

rest of components are cooled by air, the inlet air temperature has an effect for 

DIMMs, PCH, chipset and other auxiliary components depending upon their 



72  

respective utilization. The previous comparative study has shown increased power 

consumption for air cooled server above 35 °C inlet temperature. So, it is crucial to 

check if the power increase is due to leakage current effect of the CPUs or DIMMs. 

The hybrid cooled server rejects heat from the CPUs to the coolant liquid, thus it 

becomes easier to segregate the effect on air cooling from liquid cooling while 

using high inlet air temperature for the server. 

4.5 Numerical Analysis  

To evaluate the operating temperatures of DIMMs and other air-cooled 

components, a numerical analysis on a commercial CFD software (6SigmaET) 

[110] was performed with the validation of the model with experimental data for 

pressure drop and air flow rate. The server inlet temperature was varied between 

25-45°C with 5°C increase within ASHRAE provided envelopes. The server fan 

RPM was varied to overserve the effect of reduced flow rate at each inlet air 

temperature. The results from this study can be helpful in determining the room 

level operating set points for data centers housing hybrid cooled server racks. 

4.5.1 Modeling and Validation 

K-Epsilon turbulence model is widely used model for turbulent flow 

modeling which is also commonly known as two equation model. This model uses 

two variables: the kinetic energy of turbulence (k) and the dissipation rate of the 

kinetic energy of turbulence (ε).  6SigmaET is used for numerical analysis. The 
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dimensions and specifications are measured and collected from the server and 

online resources as model data is not readily available. 6SigmaET’s components 

like CPUs, DIMMs, HDD, fans, power supply, chipset and heat sinks are used from 

built-in object panel library. Properties like thermal, material, surface, etc. are 

defined as per requirements for the developing model. Thermal dissipation power 

is applied to DIMMs, MOSFETs, chipset, PCI chipset and utilized same as in the 

experiments performed before. To simplify operations, and match behavior with 

actual components in a model, changes are made according to the specifications 

and experimental data. The model is validated with experimental data to define the 

flow rate and resistance through the server and opening at front, rear and top are 

adjusted to curve-fit the data. The model is also tested for different gridding to 

check discrepancy of data and the default grid setting is used while changing the 

target value for gridding. The final model contained about 8.5 million grids. 
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Figure 30 (a) Isometric View of Server (b) Validation of Resistance Curve of 

CFD and Experiment. 

As it is a simplified model, the details of the other components were not 

given priority and regarded as obstructions in model. The hybrid cooled server is 

modelled without the duct between fans and DIMMs as it is absent in hybrid cooled 

server during experimental studies. The pressure drop values across the server was 

found to vary up to 7%-8% of the measured values in lab. The pressure plots and 

velocity plots are shown for low flow rate when fans are observed operating at 3450 

rpm for idle state of CPU and memory utilization during the experiments. 

4.5.2 CFD Results 

The model is updated with fan power curve from experimental results [109]. 

The inlet air temperature during the experiments was 25˚C ± 1˚C. But choosing the 

proper the rpm for the fans is a crucial criterion to match with experimental 

conditions. The fans in air cooled server ramped up for increase in inlet air 

temperature. The experiments with air cooled server cannot be used to judge the 

situation in hybrid cooled server as there are changes inside the server for replacing 

the heat sinks with cold plates and removing duct in hybrid cooled server. But 

another study previous discussed above [63], showed the effect of flow rate with 

reduced fans. As the study included five fans with range of rpms for 25 ˚C room 

temperature, the idle state data is chosen to validate the CFD model data. According 

to the experimental data, the fans operate at an average rpm of approximately 3450 
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in a hybrid cooled server. Thus, the recorded temperature by IPMI tool is the 

baseline of comparison for CFD model. At 25 ˚C and 3450 rpm, the maximum 

DIMMs and PCH were found to be around 46˚C and 58˚C [63]. 

 

Figure 31 Component temperatures at different inlet air temperatures (5 fans at 

3450 rpm). 

As during the previous experiments, memory was utilized up to 92.7% 

(maximum possible), the DIMMs, PCH, PCI chipset, MOSFETs are also stressed 

accordingly. The CFD results for five fans are plotted and shown here. The most 

critical component for the air-cooling is the PCH as it lies in a thermal showing 

zone where warmer air from the DIMMs cools the PCH. The critical value for PCH 

is shown in a dotted line in Figure 31. Moreover, changing the heat sinks with cold 

plates changed the impedance to flow. The fans are operated at two different sets 

of rpms: 3450 and 7000 rpm to overserve the effect of increased air flow rate on 
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the component temperatures. Similar range of fan speed is observed for 

experimental analysis when hybrid cooled server was tested with warm water 

cooling (30-50°C inlet coolant temperature). 

 

Figure 32 Component temperatures at different inlet air temperatures (5 fans at 

7000 rpm). 

As in this study we are increasing the inlet temperature, the overheating 

condition must be avoided, and the component must operate below the critical 

temperature at worst case scenario when the memory is stressed to the maximum. 

The contour plots are also provided for 25 ˚C and 45 ˚C for five fans at 3450 rpm. 

The contour plot below shows the effect of high inlet and reduced flow rate for the 

hybrid cooled server. 
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Figure 33 Contour Plot for surface temperature at 3450 RPM for 25˚C 

With five fans it is expected that the component temperature should not 

exceed the critical temperature at stressed condition. Generally, in fans in server 

are internally controlled and ramps up according to the algorithm when component 

temperature exceeds the threshold values set in the coding.  

 

Figure 34 Contour Plot for surface temperature at 3450 RPM for 45˚C 
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For minimum flow with five fans, the component temperature shows that 

PCH temperature is 83.51˚C for fans operating at 3450 rpm at 45˚C. For these PCB 

and DIMMs temperatures also increase. At 7000 rpm for 25 ˚C case, DIMMs and 

PCH temperature are found to be around 49.2 ˚C and 54.15 ˚C. 

4.5.3 Discussion 

The IT power consumption increases for raised inlet conditions to provide 

better heat transfer from the high generating components. On the other hand, 

increasing inlet air temperature raises the issue of leakage current and increase in 

power consumption for servers. As the CPUs and other high heat generating 

components are cooled by liquid, temperatures of auxiliary components depend on 

inlet air temperature for a hybrid cooled server. This study is performed to 

understand the effect and determine range of inlet air temperature for a hybrid 

cooled server which will be eventually helpful to reduce cooling cost of a modular 

data center. Choice of operating temperature increases with a wider range of inlet 

air temperatures and data centers in a hot or warm climate can also utilize free 

cooling using the outside air. For raised inlet temperature the commonly faced 

challenges are performance, power, and reliability. For optimum performance of IT 

equipment reasonable air inlet temperature and component temperatures should be 

maintained. Fan power is a function of the fan rpm and mass flow rate.  
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One of the ways to reduce total cooling power (𝑄𝑎𝑖𝑟 = 𝑚̇𝑎𝑖𝑟𝐶𝑝 𝛥𝑇) is to 

increase inlet air temperature (T_ambient) while keeping the fan rpm and flow rate 

constant (𝑚̇𝑎𝑖𝑟=constant). The reliability of components depends on junction and 

case temperature. In the previous experimental studies, it was found that component 

(DIMMs and PCH) temperatures are well below critical temperatures when this 

server is cooled by air. A study by El-Sayed et al. [68] indicate that the effect of 

temperature on hardware reliability is less than as it is assumed. In a separate study, 

it was found that DIMMs were operating reliably for elevated rack inlet temperature 

[111]. 

4.6 Experimental Analysis of Raised Inlet Temperature for Hybrid 

Cooled Server 

In this experiment the air temperature for the hybrid cooled server is 

increased from 24 °C to 45°C by 5°C. The respective temperatures for air cooled 

and liquid cooled components are recorded and compared. The constant inlet 

temperature was provided by the environmental chamber with the relative humidity 

varying from 40%-50% following the ASHARE air cooling guidelines (A1-A4). 

The server is stressed for both CPU and memory to the maximum with a benchmark 

tool named Prime95. The data from numerical analysis is compared with 

experimental findings for air cooled components collected by the server Intelligent 

Platform Management Interface (IPMI) tool. The server power consumption is also 
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reported for both CPU and memory utilization at different server inlet air 

temperature while the coolant inlet temperature is kept constant at room 

temperature (25 °C). Findings from the experiment highlights the similarity and 

variation of CFD results and provide a margin for air cooling in terms of inlet air 

temperature for the hybrid cooled server. From the results it is noticed that the 

hybrid cooled server is not restrained at 35 °C inlet air temperature like the air-

cooled server and the limits for air cooling can be expanded if hybrid cooling is 

used in a data center while decreasing the required air flow rate. Thus, the cooling 

load on the CRAH or CRAC reduces as we move to larger ASHARE air cooling 

envelopes without affecting the component performance and reliability and 

increasing the cooling efficiency. 

4.6.1 Experimental Setup 

An Environmental Chamber is used to provide constant inlet temperature to 

the server. The server has two cold plates with integrated pumps (ASETEK) on top 

of the CPUs for liquid cooling and five fans at the upstream of DIMMs for air 

cooling. The external loop of liquid cooling consists of a pair of quick disconnect 

(ASETEK) and a small liquid to air heat exchanger. The coolant temperatures at 

the inlet and outlet of the server are collected by a penetrable K-type thermocouple 

without causing extra pressure-drop across the server. The coolant inlet temperature 

for the liquid cooled loop is kept constant at room temperature (25 °C) by 

controlling the fan RPM in miniature dry cooler with a LabVIEW code. The fans 
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have 4 wires where two wires are used to power the fans by external DC Power 

Supply and third and fourth pins are used to control and read the fan RPM. The fans 

are controlled by an external function generator for PWM control. The pumps 

inside the cold plate are provided maximum rated voltage (12V) by a DC Power 

Supply to run at full speed and circulated the coolant. Following the temperature 

and relative humidity envelopes set by ASHRAE, the air temperature inside the 

chamber is controlled and varied from 24 °C to 45 °C by 5 °C for each case. The 

temperature of server components (CPUs, DIMMs, PCH, Chipset, etc.) and power 

consumption are collected by IPMI tool. The fan power and pump power 

consumption were previously reported in these papers. For each case the data is 

collected after steady state is achieved which takes approximately 30 mins and 

server is kept at idle for another 30 mins after completion of each case. The 

repeatability of data is checked by performing same cases twice to provide an 

average value from the experiments for each case. 
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Figure 35 Schematic of Experimental Setup for Testing Hybrid Cooled Server in 

Environmental Chamber 

For experimental study, a precaution was taken to consider the air flow 

through the top vents on chassis. As 1U servers are placed inside a rack so, there is 

a minimum gap which provides resistance for the flow rate through the top vents. 

To observe the effect of top vents being closed, a server is kept on top the 

experimented server. So, in this analysis two scenarios are compared: one is single 

server, and another is server on top inside the environment chamber. The scenarios 

are presented in the schematic below. 
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Figure 36 Two Scenarios for Experimentation Inside the Environmental Chamber 

The locations of DIMMs and CPUs are shown with the names from the 

spec-sheet. From the Figure 29 it can be noticed that each CPU has 4 DIMMs on 

each side and there is total 16 DIMMs in the server. The flow rate from the fans is 

not guided by the baffle like the air-cooled server as there is no air flow required 

for cooling the CPUs. 

4.6.2 Single Server in Environmental Chamber 

The increase in inlet air temperature increases the temperature of air-cooled 

components. The DIMMs are placed on both sides of CPUs and flow from the fans 

pushes the air to cool the components. The PCH is thermally shadowed as the air 

from the DIMMs on the right cools the PCH. On the other hand, as the coolant inlet 

temperature is kept constant at 25 °C, the CPU temperatures are expected to be 

similar for all cases studied for single server inside the environmental chamber. The 

uniformity of CPU temperature is noticed at each case of study and the temperature 

of both the CPUs is around 45-50 °C. 
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Figure 37 CPU Temperatures for Single Hybrid Cooled Server in Environment 

Chamber for max. utilization of CPUs and Memory and Variation of Fan 

PWM: (a) 40% (b) 70% (c) 100% 

The DIMMs temperatures are also collected by the IPMI tool, and each fan 

is controlled at same PWM for each case. Hence, the flow rate from each fan is 

same and the resultant junction temperature is almost similar as seen from the 

Figure 38. As the inlet air temperature is increased, the linear pattern of temperature 

increase is noticed which is logical, but it is far below its critical operating 

temperature limit of 81 °C. Figure 38 also shows the temperature variation among 

the DIMMs and it is noticed that due to symmetry of air flow from fans, the 

temperature rise pattern is symmetric for the location of DIMMs from the center to 

each side. The maximum temperature for DIMMs is noticed for reduced air flow 
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rate at 40% PWM setting, and the peak temperature occurs at higher inlet 

temperature of 45 °C. The corresponding temperature for 40% PWM and 45°C inlet 

air temperature is approximately 75 °C. 

 

Figure 38 DIMMs Temperatures for Single Hybrid Cooled Server in Environment 

Chamber for max. utilization of CPUs and Memory and Variation of Fan 

PWM: (a) 40% (b) 70% (c) 100% 

The critical component for air cooling is the Platform Controller Hub (PCH) 

as it is thermally shadowed and the fans on rights are used to cool the PCH situated 

at the right side of the server. The maximum temperature is also noticed for PCH 

as the CPU and memory are utilized to the maximum for each case with variation 

of inlet air temperature and fan PWM. The maximum temperature of PCH is 88.7°C 

which is recorded for 45°C inlet air temperature and 40% fan PWM. The critical 
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temperature of PCH is 92.7°C. So, the server can sustain maximum temperature of 

45°C inlet air temperature and fan PWM can be modulated to maintain the PCH 

temperature far below it’s critical limit for safe operation and smooth performance 

(such as using 70% PWM). 

 

Figure 39 PCH temperature for Max. CPU and Memory Utilization at different 

inlet air temperature and fan PWMs (40%, 70%, 100%) 

4.6.3 Server on Top in Environmental Chamber 

 The experiment is repeated on the same server but the outlet vents on top 

are covered, and a minimum gap is kept as two servers are placed on top of each 

other. As the air flow rate is reduced on top vents, the vents at the rear are the only 

outlet vents for outgoing air flow rate through the server. The CPUs are utilized to 

the maximum (99%) with memory at 92% for maximum utilization. The liquid 

cooling loop is provided with a constant inlet temperature of 24C which results in 

the similar temperature pattern for all cases when inlet air temperature is varied 
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inside the environmental chamber and fan flow rate is varied by function generator 

from outside of the chamber. The junction temperature of CPUs is like the results 

obtained for single server in environmental chamber and it is ~ 45-50 °C. 

 

Figure 40 CPU Temperatures for Server on top in Environment Chamber for max. 

utilization of CPUs and Memory and Variation of Fan PWM: (a) 48% (b) 

75% (c) 100% 

The DIMMs temperatures also show similar pattern for single server and 

server on top inside the environmental chamber. The maximum temperature of 

~75C is also noticed for server on top scenario. The linear pattern of increase in 

DIMMs temperature with inlet air temperature is like the single server. But in this 

case lower PWMs are changed such as 48% and 75% PWMs are used to achieve 

similar temperature for DIMMs. So, as the vents are closed on top, a minor increase 
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in PWM was required to maintain the temperature of air-cooled component like 

previous scenario for a quick comparison. As higher PWM creates higher air flow 

rate and increase in pressure drop across the server to compensate for the extra 

resistance provided at the top vents. The results are provided for the variation of 

DIMMs temperatures in each case in the Figure 41 below. 

 

Figure 41 DIMMs Temperatures for Single Hybrid Cooled Server in Environment 

Chamber for max. utilization of CPUs and Memory and Variation of Fan 

PWM: (a) 48% (b) 75% (c) 100% 

To analyze more, the PCH temperatures are also presented to compare with 

previous scenario (single server in environmental chamber). The PCH temperature 

has increased by a little (0.3 °C) although increased PWM (48%) is used for 45 °C 

inlet air temperature. The temperature for second scenario is higher for other fan 
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PWM settings considering each inlet air temperature condition. But even in this 

case, the critical limit is not exceeded and fan PWM can ramped up if necessary, 

provided that the DIMMs temperature is close to the critical limit for maximum 

CPU and memory utilization. The 75% PWM setting shows temperature for PCH 

as low as 68 °C for 45 °C inlet air temperature. 

 

Figure 42 PCH temperature for Max. CPU and Memory Utilization at different 

inlet air temperature and fan PWMs (48%, 75%, 100%) 

4.6.4 Power Consumption 

The power consumption is critical when inlet air temperature is increased 

as it may cause the static power consumption to be increased and thus, increases 

the server power consumption. The server is segregated from the power input for 

cooling as the fans and pumps are provided power from external DC power 

supplies. The lower fan PWM settings causes the fans to operate at lower RPM 

which draws less power. But the pumps are provided with maximum operating 
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voltage to operate at maximum RPM. So, in other words, the power consumed by 

the server is purely IT power and combines the power consumed by the CPUs, 

DIMMs, PCH, chipset, MOSFET, Power supply, HDDs, and others. The scenarios 

with single server and server on top for increased air inlet temperature are presented 

with the data collected from IPMI tool for variation of flow rates by fan PWM 

settings. Figure 43 shows the power consumption minor variation even at higher 

air inlet temperature as the server utilization is maxed for CPUs and memory. The 

temperatures of CPUs and DIMMs are kept within the critical limit which does not 

result in extra power consumption for leakage current effect.  The average power 

consumption is ~404W per server. 

 

Figure 43 Server (IT) Power Consumption for (a) Single server (b) Server on top 

inside the Environmental Chamber. 
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Chapter 5 

Flow Network Analysis: Rack and Room Level 

One dimensional flow network analysis provides a quick tool to model the 

liquid cooled loop for IT equipment, rack, and data center. The flow network 

modeling (FNM) was performed in a commercial 1D flow network solver called 

“Macroflow”[112]. 

5.1 Governing Equations 

The mass, momentum and energy equations are solved for the fluid flow 

and thermal analysis. The equations are solved for one dimension only and major 

and minor losses for pressure drop is calculated based on the friction factor derived 

from the respective values of Reynold’s number and roughness of each pipe. There 

is a provision of providing the external temperature and atmospheric pressure. At 

the inlet and outlet of the pipes, constant flowrate and pressure drop can be applied 

as boundary conditions. In Brief the governing equations are shown below. 

Mass Conservation Equation: 

∑ 𝜌𝑄 = 0

𝑛

𝑖=1

 
(3) 

Momentum Equation: 

𝑃1 − 𝑃2 = 𝑆𝑐𝑟 + 𝑅𝑄 (4) 

Heat transfer Equation: 
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𝑁𝑢 = 𝐶𝑅𝑒𝑚𝑃𝑟𝑛 (5) 

Pressure-drop for components 

∆𝑃 =
1

2
𝐾𝜌 (

𝑄

𝐴
)

2

 
(6) 

 

5.2 FNM and Results 

The cold plate from the library is used to present the cold plates being used 

on top of the CPUs in a server. The fluid flow and thermal properties are provided 

by using the experimentally or computationally derived pressure drop curve (PQ) 

and thermal resistance curve (RQ). In this case the PQ and RQ curves for an 

impingement type cold plate are provided from a published research paper. The 

proper dimensions (ID: 5 mm) for the tubes are used for the analysis. The equivalent 

power per CPU is provided for each cold plate to capture the heat dissipated from 

the CPUs. In this case, the power per CPU is considered higher than the processor 

TDP used in Cisco Server and 500W is used per cold plate for heat rejection. The 

server cooling loop consists of two pairs of quick disconnects (inlet and outlet). The 

quick disconnects (SCG05) provides dripless connection at the inlet and outlet of 

server liquid loop. The tubes from the server loop are connected to the inlet and 

outlet rack manifolds. The dimension of rack manifold is chosen as 25mmx25mm. 

The servers’ components are provided with necessary elevations considering each 

server-to-server distance as 1U (1.75 inch or 44.45mm). The inlet and outlet of the 
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rack manifold is provided with constant flow rate and zero-gauge pressure 

boundary condition respectively. A PQ curve is generated for variation in flow rate 

and water is used as working fluid for the analysis. The derived curves are presented 

in Figure 44. The RQ curve is caloric thermal resistance curve. 

 

 

 

 

Figure 44 Rack Setup for FNM and Server Loop with cold plates, QDs connected 

to Rack Manifolds 
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Figure 45 Pressure-drop and thermal resistance curve generated for the rack 

 

Figure 46 Caloric Thermal resistance curve generated for the rack 

The rack manifolds are connected to a row manifold by a quick disconnect 

(SCG12). The row manifold consists of a header (ID: 2.5 inches) and ports (ID: 0.5 

inch). The PQ curve of rack is provided as input for the racks. Propylene glycol 

(PG) and water mixture (25% PG and 75% DI Water) is used as working fluid. The 
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thermophysical properties for PG-25 is provide from the open source. Four racks 

considered for the analysis where each rack has common supply and return row 

manifold. The inlet of row manifold is provided with a constant flow rate boundary 

condition and outlet of row manifold is kept at zero-gauge pressure. The inlet and 

outlet pressure drop for the row manifold is measured at different flowrates for the 

loop (Figure 47). 

 

Figure 47 Liquid Cooling loop of a data center with 4 racks (34 servers/rack) 

The property variation with temperature has been captured and performance 

of each component is checked for density and viscosity variation. The software 

allows for quick calculation of flow resistance curve for cooling loop of data center 

which can be helpful for selection for proper CDUs and pumps in the loop. The 
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flow rate for the whole loop depends on the required flow rate per server cooling 

loop and per cold plate to keep the junction temperature within limits. For the rack, 

500W per CPU results in 34KW per rack for heat dissipation. In this case a 

parametric analysis has been performed for range of flow rate per rack ranging from 

10-75 LPM per rack and 60-340LPM for whole data center cooling loop. The 

pressure inside the loop is also an important factor for which a separated curve of 

inlet pressure (absolute) values is provided in Figure 48 below. 

 

Figure 48 Flow resistance Curve for Data Center Cooling Loop with 4 Racks 

From the figure it is noticed that maximum pressure of 80 Psi is possible 

for inlet to racks as the cooling loop is provided with 350 LPM. The pressure rating 

of the components should be checked while selecting the pipe and fittings per the 

ASHARE liquid cooling guidelines and following the operating conditions 
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described in ASME B31.3 and IEC-62368-1 with allowable (1.5x or 3X) maximum 

pressure ratings. The cooling capacity of heat exchangers in CDUs are needed to 

be selected to efficiently remove the heat for chosen coolant flowrate. This analysis 

helps also to understand amount of cooling power required in terms of pumping 

power required. The hybrid cooled server has fans and pumps. The fan power can 

be minimized as described in a paper and kept constant at 12W per sever for this 

analysis. So, reduction in pumping power for pumps is possible based on the flow 

rate reduction. The table below shows the possible reduction in cooling power and 

pPUE values for the flow network model from the derived data for pressure drop 

and flow rate for calculating the pumping power for the whole data center loop. 

Table 6 Cooling power for the liquid cooling loop for 4 racks and pPUE values 

Flow 

rate (LPM) 

fan 

power KW 

Pumping 

power KW 

pPUE 

68 1.632 0.02426266 1.012178 

136 1.632 0.175253768 1.013289 

204 1.632 0.56994982 1.016191 

272 1.632 1.324358371 1.021738 

340 1.632 2.554768283 1.030785 
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Chapter 6 

Total Cost of Ownership (TCO) Analysis for a Hybrid Cooled 

Data Center 

The total cost of ownership is a comprehensive tool which counts the cost 

of individual components from the chip to chiller involving all capital and 

operational expenses. The cost calculations include planning, preparation, 

deployment, power, infrastructure, IT equipment, software, cooling, maintenance, 

and other expenditures for building and running a data center. There have been 

many publications for simplifying the cost calculations and preparing methods for 

cost calculation with the best practices implemented for operating a data center. 

Over the years, the rack power density is increasing for the use of high-powered 

compute nodes to meet the ever-growing computational demand. The new cooling 

technologies are adopted to overcome the cooling challenges to maintain the 

standard IT equipment reliability. Sometimes, the infrastructure of the data center 

from inside and outside must be modified to meet the cooling requirements. There 

are additional costs involved for the right choice of equipment, racks, rails, cable 

management, aisle containments, heat exchangers, Power Distribution Units 

(PDUs), software acquisition and security, network equipment, emergency power 

supply, building management systems etc. So, the cost of the items is interlinked 

and change in one parameter affects others. So, there are some assumptions and 
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simplifications being made to use one TCO model to fit for a data center of choice. 

In this analysis, an established TCO model has been used and change in IT heat 

load, PUE and cooling modes are used to calculate and compare liquid cooling with 

air cooling providing the gains in cooling efficiency. 

6.1 TCO model 

The selected TCO model breaks down the total cost into the following 

categories. The breakdown of costs includes infrastructure, server, network, power, 

maintenance, and other costs. The individual cost is described in detail in the 

paper[100]. 

 

Figure 49 Overview of Cost Model 

The infrastructure cost Ci is calculated from the costs involved with server 

and network power consumption, energy efficiency, occupancy in rack, capital 

costs involved in land, building and cooling infrastructure.  
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𝐶𝑖 =
𝐶𝑠𝑞𝑚 × 𝐴𝑟𝑎𝑐𝑘 × 𝑁𝑟𝑎𝑐𝑘 × 𝐾𝑜𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦

12 × 𝑇𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔

+
(𝑆𝑃𝑈𝐸 × 𝑃𝑠𝑒𝑟𝑣𝑒𝑟 + 𝑃𝑛𝑒𝑡) × 𝐶𝑐𝑝,𝑤

12 × 𝑇𝑐𝑜𝑜𝑙𝑖𝑛𝑔
 

(7) 

The server cost consists of server acquisition cost which can be either a 

lumped server model or comprising all the components inside a server. The online 

rate of server is also given inside the model to account for heat dissipation based 

on usage. The components also include the cost of heatsinks and cold plates for air 

and liquid cooling in this analysis. 

𝐶𝑠 =
𝑁𝑠𝑒𝑟𝑣𝑒𝑟 × 𝐶𝑠𝑒𝑟𝑣𝑒𝑟

12 × 𝑇𝑠𝑒𝑟𝑣𝑒𝑟
 

(8) 

𝑁𝑠𝑒𝑟𝑣𝑒𝑟 = 𝑁𝑠𝑒𝑟𝑣𝑒𝑟−𝐼𝑇 × 𝑂𝑅 (9) 

𝐶𝑠𝑒𝑟𝑣𝑒𝑟 = {

𝐶𝑠𝑒𝑟𝑣𝑒𝑟−𝑣

∑ 𝑁𝑐𝑜𝑚𝑝,𝑖 × (𝐶𝑐𝑜𝑚𝑝,𝑖 + 𝐶𝑆𝐿𝐴,𝑖)

𝑖

 

(10) 

 

The network acquisition cost includes the cost of core/cable and rack 

network equipment for their relative number and power consumption. The cost is 

kept fixed for the analysis and comparison. 

𝐶𝑛 =
𝐶𝑐𝑜𝑟𝑒−𝑛𝑜𝑑𝑒 × 𝑁𝑠𝑒𝑟𝑣𝑒𝑟

12 × 𝑇𝑐𝑜𝑟𝑒
+

𝐶𝑛𝑒𝑡𝑝𝑒𝑟𝑟𝑎𝑐𝑘 × 𝑁𝑟𝑎𝑐𝑘

12 × 𝑇𝑛𝑒𝑡−𝑟𝑎𝑐𝑘
 

(11) 

The total electrical power cost consists of the cost per KWh consumed by 

the IT equipment, PDUs, losses in power distribution, cooling processes. The 
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power consumption of the server and cooling can be optimized for air and liquid 

cooling and efficiency metrics such as PUE and SPUE are included in the 

calculations for the total power consumption. 

𝐶𝑝 =
𝐶𝑒−𝐾𝑊ℎ × 30 × 24

1000
× 𝑃𝑈𝐸 × (𝑆𝑃𝑈𝐸 × 𝑃𝑠𝑒𝑟𝑣𝑒𝑟 + 𝑃𝑛𝑒𝑡) 

(12) 

𝑃𝑠𝑒𝑟𝑣𝑒𝑟 = {
𝑃𝑠𝑒𝑟𝑣𝑒𝑟−𝑝𝑒𝑎𝑘 = 𝑃𝑠𝑠−𝑝𝑒𝑎𝑘 × 𝑈𝑠𝑠 × 𝑃𝑠𝑠−𝑖𝑑𝑙𝑒 × (1 − 𝑈𝑠𝑠)

𝑃𝑠𝑒𝑟𝑣𝑒𝑟−𝑎𝑣𝑔 = 𝑃𝑠𝑠−𝑎𝑣𝑔 × 𝑈𝑠𝑠 × 𝑃𝑠𝑠−𝑖𝑑𝑙𝑒 × (1 − 𝑈𝑠𝑠)
 

(13) 

The maintenance cost can vary but for our analysis the cost is kept same for 

comparison as the cost is proportional to the failure rate of components.  

𝐶𝑚 = ⌊
𝐶𝑠𝑒𝑟𝑣𝑒𝑟 × 𝑁𝑠𝑒𝑟𝑣𝑒𝑟 × 𝐴𝑅𝑅𝑠𝑒𝑟𝑣𝑒𝑟

12

+ (𝐶𝑟𝑒𝑝−𝑐𝑜𝑠𝑡 × 𝐴𝑅𝑅𝑠𝑒𝑟𝑣𝑒𝑟

+ ∑ 𝐴𝐹𝑅𝑐𝑜𝑚𝑝,𝑖 × 𝑁𝑐𝑜𝑚𝑝,𝑖 × 𝐶𝑐𝑜𝑚𝑝,𝑖

𝑖

)

× (𝑇𝑠𝑒𝑟𝑣𝑒𝑟 − 𝑇𝑤𝑎𝑟𝑟𝑎𝑛𝑡𝑦) + 𝐶𝑙𝑎𝑏𝑜𝑟⌋ ×
1

12 × 𝑇𝑠𝑒𝑟𝑣𝑒𝑟
 

(14) 

 

The server is the contributing factor as it is the heat of data center 

performance and the failure of IT equipment should be given priority. The 

replacement cost, cold spare cost and labor hourly rate are added in the equation 

with rates of failure in the cost calculation for maintenance. 
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The total cost of ownership is calculated by adding all the cost for 

infrastructure, server, network, power, and maintenance. 

𝑇𝐶𝑂 = 𝐶𝑖 + 𝐶𝑠 + 𝐶𝑛 + 𝐶𝑝 + 𝐶𝑚 (15) 

 

6.2 Assumptions 

The costs of land acquisition, power distribution and cooling infrastructure 

are kept same for the comparison. The rack dimensions are provided for a standard 

42U unit rack dimension and an extra area (1.25 times) for cooling and power 

distribution is considered in the model. The depreciation years for infrastructure, 

cooling, servers are considered as 15, 10, 5 years respectively. The racks considered 

to occupy only server of 1U height, and 38 servers are considered in one rack. Total 

numbers of server and rack are 300,000 and 7895. The electricity cost per KWh is 

based on average value of 0.1167$/KWh. The peak power for the network 

equipment is provided as180 W for all cases as an assumption and utilization is 

provided to the max (100%). Thus, the cost of networking equipment for all the 

racks are same for all cases being presented for the sake of simplicity. Sever 

acquisition cost is calculated as a lumped model for air cooling while for liquid 

cooling it is considered as detailed model considering the cost of components in 

liquid cooling loop. Duration of warranty for IT equipment is 3 years from the time 

of acquisition. The number of cold spares and cost of replacement are calculated 
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based on the depreciation and SLA agreement years with the failure rate of each 

component and per hour labor cost. For the analysis, the costs per IT equipment 

and maintenance are kept same for air cooling with the use of CRAC, In-row Cooler 

(IRC), Overhead Cooling Unit (OCU), Bottom Cooling Unit (BCU) and Indirect 

Evaporative Cooling (IDEC). But the numbers are changed as the IT equipment 

component changes for the addition of liquid cooled components. The server power 

utilization and power consumption (peak and idle) are provided differently for air 

and liquid cooling. The PUE numbers are also varied in the case studies. 

6.3 Case Studies and Results 

The average utilization of servers is provided as 80% for air cooling while 

each server is using the peak load condition. The peak and idle power consumptions 

are respectively 404W and 160W. The PUE is an important factor as it is used for 

total power calculation and the values of PUE for CRAC, IRC, OCU, BCU and 

IDEC are respectively 1.3, 1.21, 1.2, 1.065, 1.035. IDEC and CRAC PUE values 

are like the used values in the paper.  
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Figure 50 Relative TCO of Different Kind of Cooling Technology with Respect to 

CRAC 

 

Figure 51 Percentage of costs for infrastructure, maintenance, power, network 

equipment and server acquisition with (a) CRAC and (b) IDEC 
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Figure 52 Relative contribution of costs for infrastructure, maintenance, power, 

network equipment and server acquisition with CRAC, IRC, OCU, BCU 

and IDEC 

The cost reduction for IDEC is due to the lowest PUE and reduction in total 

infrastructure cost for the elimination of chiller plant outside of data center. 

Maintenance, server acquisition and network cost are similar but shows different 

percentage in Figure 51 as the infrastructure and power cost are different for each 

type of cooling technique shown in Figure 52. 

For liquid cooling, the server peak power is increased to 1500W and server 

power utilization is considered as 98%. The components for liquid cooling 

components are added to the detailed model for server cost calculation replacing 

the lumped model used for air-cooling. The maintenance cost is also being 

impacted by the change in components and failure rates of each component. The 

infrastructure cost is also highest for liquid cooling deployment than other cooling 

technologies used in the analysis. The PUE for RDHX is 1.21 and for liquid cooling 
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it is 1.065 which is assumed to be the lowest of all as minimum fan power and 

pump power can be considered for hybrid cooling power per server. PUE value for 

CRAC, OCU and IDEC is kept constant at 1.3. IRC and OCU technology are 

replaced with Rear Door Heat Exchanger (RDHX) and liquid cooling (LC) in this 

analysis. The results are presented as relative cost and cost contributions in the TCO 

model. 

 

Figure 53 Relative TCO of Different Kind of Cooling Technology with Respect to 

CRAC 

 

Figure 54 Percentage of costs for infrastructure, maintenance, power, network 

equipment and server acquisition with (a) CRAC and (b) LC 
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Figure 55 Relative contribution of costs for infrastructure, maintenance, power, 

network equipment and server acquisition with CRAC, RDHX, OCU, LC 

and IDEC 

The effect of cooling efficiency has a direct impact on the total cost of 

ownership. More efficient systems provide better cooling with cost minimization 

which is highlighted in Figure 56 below. When PUE for LC is changed from 1.065 

to 1.15, the LC relative cost has increased. So, the efficiency improvement on liquid 

and air cooling can yield better design of data center. 
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Figure 56 Relative TCO of Different Kind of Cooling Technology with Respect to 

CRAC when PUE for LC is increased. 
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Conclusion 

6.4 Optimal Design and Modeling of Server Cabinets with In-Row 

Coolers and Air Conditioning Units in a Modular Data Center 

Contained systems work better than open systems but the choice for keeping 

the doors open or closed can be easily decided based on the results shown for 

temperatures for different situations. Hot and cold aisle containment is created for 

MEC cabinet to obtain better results. Rack heat density is increased with two 

configurations and results are compared for with and without containment for MEC 

cabinet. With high heat load the temperature values are unrealistic and 

unacceptable. Closed loop solution for high-powered racks in MEC cabinet is the 

best available option for ensuring better thermal management of high heat 

generating servers in MEC cabinet. The failure scenarios provide viable solution 

for redundancy and show a guideline to choose the optimum level of cooling 

capacity of in-row coolers. The choices on the numbers of in-row cooler, their 

capacity can easily be estimated. In-row coolers with 24.62 KW and 2900 CFM 

works better as it can provide adequate cooling when fans in one of the in-row 

coolers fail. With containment the rack power density can be increased to 7.88 KW 

and cooling capacity of external ACUs can also be reduced. This method is useful 

where only one row of racks is present and hot and cold aisle containment requires 

a large footprint compared to the room size. More cabinets can be deployed, and 
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computational capacity can be increased within a small footprint. The flow rate 

from the in-row cooler can be controlled for optimum delivery of cooling to the IT 

equipment based on sensor data at server inlet and outlet with sensible cooling. The 

effective rate of heat removal can be enhanced, and cooling efficiency can also be 

increased by utilizing free cooling or available supply water. More accurate results 

can be generated if the servers and racks are designed with flow curves after 

experimental testing of servers and racks. 

6.5 Raised Inlet Temperature of Air and Coolant for Hybrid Cooled 

Server 

The cooling efficiency increases for the reduction in the total cooling power 

used per IT equipment. So, there is a continuous drive for drive for decreasing the 

pumping power for fans and pumps and increasing the inlet temperature as it 

reduces the cooling capacity and power consumption for the CRAH/CRAC and 

CDUs. As liquid cooling is used on an air-cooled server, warm water cooling can 

be used and side by side the inlet air temperature can be increased. But the limits 

can be different based on the thermal margin available from junction to ambient 

and coolant. It has been observed that higher inlet coolant temperature results in 

very lower PUE for a data center and even eliminates the use of chiller on the 

primary side. So, lowering the air-cooling capacity and fan power can help in 

reducing the total cooling power further. The ASHRAE liquid cooling guidelines 
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provides the configuration on the primary side (chiller-W3 or chiller less-W4) with 

the proper selection of inlet coolant temperature for liquid cooling loop. For the air-

cooled components, the temperatures and relative humidity for recommended zone 

in ASHARE air cooling classes can be extended and higher inlet air conditions can 

be chosen such as A1-A4 based on the component power level and required fan 

power. The free cooling can be extensively used with the help of evaporative 

cooling such as direct and indirect evaporative cooling. Thus, there is potential to 

increase the cooling efficiency without affecting the component reliability and 

performance. 

6.6 One Dimensional Flow Network Analysis  

The FNM analysis provided a quick way to check the deployment of cold 

plates in a rack. For the server as there are two CPUs, two cold plates are used and 

empirical data for the cold plates are provided to have realistic prediction of heat 

transfer to the coolant. The flow rate and pressure drop limits show the choice of 

flow rate and its effect on the similar rack deployment in a data center. The selection 

of heat exchanger and choice of diameter of pipe also have limitations from the 

junction temperature limit, cold late performance and diameter of pipes and hoses 

while considering standards in ASHARE, ASME. The pumping power for liquid 

loop is used to predict the pPUE. 
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6.7 Total Cost of Ownership (TCO) Analysis for Hybrid Cooled Data 

Center 

The cost comparison of air and liquid cooling was done with an established 

TCO model which considers the industrial best practices. As it is based on some 

assumptions, the variation in actual deployment and performance may be different 

from the cases presented here. More accurate values can be generated if the model 

is used with detail analysis of liquid cooling components from primary and 

secondary sides, power arrangement and management costs and server failure rates 

and reliability data. The PUE values used in the analysis can also be refined with 

the values of proper kind of deployment on a large-scale deployment. The land 

acquisition, rent and interest rates can be added to the model to be more realistic 

representation. But considering the assumptions in the results being presented, it 

can be noted that the LC provides better choice for high powered 1U hybrid cooled 

systems in a data center and the free cooling can be used to manage the air-cooling 

load with relatively lower cost than other air-cooling technologies. The efficiency 

improvement can also be focused based on the need for the cost minimization for 

scope of performance improvement on cold plate, server, rack, and data center 

level. 
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