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Abstract  

  

CFD ANALYSIS ON LIQUID COOLED COLD PLATE USING COPPER 

NANOPARTICLES  

(Reprinted with permission © 2020 ASME) 

Sarthak Agarwal, MS   

 

The University of Texas at Arlington, 2020 

  

Supervising Professor: Dr. Dereje Agonafer  

In today’s world, most data centres have multiple racks with numerous servers in 

each of them. The high amount of heat dissipation has become the largest server-level 

cooling problem for the data centres. The higher dissipation required, the higher is the total 

energy required to run the data centre. Although still the most widely used cooling 

methodology, air cooling has reached its cooling capabilities especially for High-

Performance Computing data centres. Liquid-cooled servers have several advantages 

over their air-cooled counterparts, primarily of which are high thermal mass, lower 

maintenance and eventually lower costs by maintenance by labour. Nano-fluids have been 

used in the past for improving the thermal efficiency of traditional dielectric coolants in the 

power electronics and automotive industry. Nanofluids have shown great promise in 

improving the convective heat transfer properties of the coolants due to a proven increase 

in thermal conductivity and specific heat capacity. The present research investigates the 

thermal enhancement of the performance of water-based dielectric coolant with Copper 

nanoparticles for a higher heat transfer from the server cold plates. Detailed 3-D modelling 

of a commercial cold plate is completed and the CFD analysis is done in a commercially 

available CFD code ANSYS CFX. The obtained results compare the improvement in heat 

transfer due to improvement in coolant properties with data available in the literature. 
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Chapter 1 

 

Introduction  

 

Everyday increase in data processing boosts the power consumption for computations by 

loaded servers. Approximately 2% of the entire power consumption in the United States in 

2010 was by data centres. This percentage increased by 8.7% over the years 2011 and 

2012 and was expected to increase by 9.8% over the following year. According to a survey, 

30% of the electricity consumption in the data centre is utilized by cooling system. [5] 

Therefore, better solutions that regulate the amount of cooling required for maintaining 

energy-efficient device operating temperatures are vital at module, server, and rack-levels. 

 

Figure 1: Traditional Data Centre Cooling Infrastructure, Energy Breakdown 

 

 Data centres are work spaces specifically dedicated for servers that have an extremely high 

processing cycle. The size of the work space, i.e. data centre depends on various factors 

such as number and size of the racks for servers and the area required for the components 

of the cooling cycle. Servers process very high computations due to which there is a high 
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amount of heat generated from each processor. This heat needs to be dissipated one way 

or the other to cool the server and keep it running. The conventional and the most widely 

used type of cooling used today is air cooling. Ambient air is forced through the channels of 

the heatsink mounted on each processor for the required dissipation. The fins of the heat 

sink are carefully designed and simulated such that its maximum area is exposed to the 

passing air for a higher heat transfer. [2] These simulations are performed on high 

performance servers using computational Fluid Dynamics (CFD). Various fan sizes are 

used with respect to the required air flow rate, the amount of heat dissipation required and 

the available area. Advantages of the air-cooled systems is that the fans used to force the 

air through the fins do not require a lot of power as compared to liquid cooling which in-turn 

benefits the operational costs, initial setup costs are low, it has an easier assembly than the 

liquid-cooled systems and no risk of damage from fluids to the system. 

 

Other type of cooling systems includes oil immersion cooling in which the entire system is 

immersed in a dielectric fluid. The heat dissipation is directly to the fluid; and vapor chamber 

in which the fluid is not flowing in the cold plate. For heat transfer, it converts to steam, rises 

and transfers the heat to the top plate. Vapor chambers are essentially two-phase cooling 

systems. 

 

 Liquid cooling is generally a closed loop system that has a coolant running through pipes. 

This technology for cooling of servers is comparatively new and has a higher heat transfer 

rate since conduction is used as the mode of heat transfer. A copper cooling plate with 

micro-channels is mounted on top of the processor, through which the coolant passes. 

There is a layer of Thermal Interface Material (TIM) between the copper plate and the 

processor to improve the thermal coupling between them. There is a heat exchanger such 
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as a heat exchanger or a radiator at the other end of the loop that dissipates the transferred 

heat in the coolant. Generally, de-ionized water or other dielectric water-based coolants or 

such solution is used as the coolant. This coolant flowing in the pipes goes through the 

channels in the cold plate, absorbs the heat from the processor, flows to the heat exchanger, 

dissipated the heat and then flows back to the heat source. [22] This entire process requires 

a higher pumping power than the air-cooled systems. Higher the processor temperatures, 

higher is the pumping power required. The limitations for liquid cooled systems are there is 

always a risk of malfunction in the cooling loop with may damage the components, higher 

number of components for the fluid flow means more chance of component failure, overall 

energy consumption is higher and the initial setup costs are higher. 

 

In liquid cooling systems, different types of coolants are used based on thermal conductivity 

and temperature requirements. These coolants include water & ethylene glycol mixtures, 

Mineral oil and copper oxide or aluminium oxide nanoparticle mixtures. In this paper, de-

ionized water is used as the base fluid. For validation, the results of the base fluid are 

calculated. For increasing the thermal efficiency, the base fluid is injected with different 

concentrations of copper [22] nanoparticles. The difference in temperature at the cold plate, 

pressure drop through inlet and outlet and temperature at the outlet are measured and 

superimposed with the validation readings to get an exact idea of the change in thermal 

efficiency of the nanofluid as compared to the base fluid. 
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Chapter 2 

 

Literature Review 

 

2.1 Thermal Analysis of Cold Plate for Direct Liquid Cooling of High-Performance Servers 

            Data centre energy usage keeps growing every year and will continue to increase 

with rising demand for ecommerce, scientific research, social networking, and use of 

streaming video services. By adopting direct liquid cooling, the high heat flux and high-

power demands can be met, while the reliability of the electronic devices is greatly improved. 

Cold plates which are mounted directly on to the chips facilitate a lower thermal resistance 

path originating from the chip to the incoming coolant. According to [1], an attempt was 

made in the current study to characterize a commercially available cold plate which uses 

warm water in carrying the heat away from the chip. The thermo-hydraulic performance of 

the cold plates was investigated by conducting experiments at varying chip power, coolant 

flow rates, and coolant temperature. The pressure drop (∇P) and the temperature rise (∇T) 

across the cold plates were measured, and the results were presented as flow resistance 

and thermal resistance curves. A maximum of 31 W/cm2 was dissipated at a pressure drop 

of 4.2 kPa across the cold plates. The thermal resistance of the cold plate was found to 

decline from 0.056 to 0.029 W/ᵒC as the flow rate increases from 6 to 13 cm3/s indicating a 

drop in the convective resistance. A heat transfer coefficient of 25 W/cm2K was estimated 

at the maximum flow rate tested. The experimentally measured pressure drop and cold plate 

thermal resistance were compared against a numerical mode. An average difference of 8% 

and 4.5% was observed between the experiments and the model for ∇P and Rcp 

measurements, respectively. 
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The thermo-hydraulic performance of the cold plate can be improved by properly 

understanding the underlying physics and then design the cold plate for optimal pumping 

power and maximum heat removal. Improving the efficiency at the component level would 

ultimately enhance the performance of a rack level system. 

 

2.2 Geometric Optimization of an Impinging Cold-Plate Used for Warm Water Cooling 

            Due to their lower pressure drop, impinging cold-plates are preferred over parallel 

flow cold-plates when there is no strict space limitation (i.e. when flow can enter 

perpendicular to the electronic board). Splitting the flow into two branches cuts the flow rate 

and path in half, which leads to lower pressure drop through the channels. A groove is used 

to direct the flow exiting the diffuser into the channels. The number of the geometric design 

parameters of the cold-plate will vary depending on the shape of the groove. The cold plate 

is used for warm water cooling of electronics. Three fin parameters (thickness, height, and 

gap) and three groove parameters were optimized to reach minimum values for hydraulic 

and thermal resistances at fixed values of coolant inlet temperature, coolant flow rate, and 

electronic chip power. Sensitivity analysis shows that the channel aspect ratio is the most 

influential parameter for thermal and hydraulic resistances. Finally, it was shown that 

although groove geometry does not have significant effect on our response parameters, it 

can affect the temperature profile of the base and electrical die [2]. 

 

 

 

 

 



 

13  

Chapter 3   

 

Numerical Simulation 

 

3.1 Turbulence Modelling 

 

Eddy Viscosity Models 

 

𝜕𝑈𝑖

𝜕𝑡
+ 𝑈𝑗

𝜕𝑈𝑖

𝜕𝑥𝑗
= −

1

𝜌

𝜕𝑃

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
[

(𝜇+𝜇𝑡)

𝜌

𝜕𝑈𝑖

𝜕𝑥𝑗
]                                (1) 

 

These are turbulence models that employ Boussinesq hypothesis, a linear relationship, that 

is used to model the Reynolds Stresses obtained from the RANS Equations. There are also 

other non-linear eddy viscosity models that relate thee mean turbulence flow-field to the 

mean velocity flow-field through the eddy viscosity coefficient. [3] 

 

Classification of Eddy Viscosity Models 

- Zero Equation Model (Mixing Length, Cebeci-Smith, Baldwin-Lomax, etc) 

- One Equation Model (k Model) (Wolfstein, Baldwin-Barth, Spalart-Allmaras, k-model, etc) 

- Two Equation Model (k-ε, k-ω, k-τ, k-L, etc) 

- Three Equation Model (k-ε-A) 

- Four Equation Model (v2-f model) 
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Two Equation Model (k-ε Model) 

 

𝜕𝜖

𝜕𝑡
+ 𝑈𝑗

𝜕𝜖

𝜕𝑥𝑗
=

𝜖

𝑘
(𝐶1 ∈

𝜇𝑡

𝜌
𝑠2 − 𝐶2𝜖 ∈)            (2) 

Two-equation turbulence models allow the determination of both, a turbulent length and 

time scale by solving two separate transport equations. 

The standard model is a model based on model transport equations for the turbulence 

kinetic energy (k) and its dissipation rate (ε). The model transport equation for (k) is derived 

from the exact equation, while the model transport equation for (ε) was obtained using 

physical reasoning and bears little resemblance to its mathematically exact counterpart. In 

the derivation of the - model, the assumption is that the flow is fully turbulent, and the effects 

of molecular viscosity are negligible. The standard model is therefore valid only for fully 

turbulent flows. In this study, standard κ-ε model was used to model kinetic energy and 

turbulent dissipation. 

 

Flow Equations 

 

- Continuity equation 

 

𝜕𝜌

𝜕𝑡
+ 𝛻 ⋅ (𝜌𝑈) = 0                   (3) 

 

- Momentum Equation 

 

𝜕

𝜕𝑡
(𝜌𝑈) + 𝛻 ⋅ (𝜌𝑈𝑈) = −𝛻𝑃 + 𝛻𝜏 + 𝐵                    (4) 
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- Energy equation 

 

𝜕

𝜕𝑡
(𝜌ℎ) + 𝛻 ⋅ (𝜌𝑈𝐶𝑃𝑇) = 𝛻 ⋅ (𝑘𝛻𝑇)              (5) 

   

3.2 Basic assumptions applied to the simulation 

              The flow is three-dimensional, steady, laminar, and Incompressible. The effects of 

gravity are negligible. The thermo-physical properties like conductivity, specific heat, 

viscosity of the coolant, and solid phases are constant. Viscous heating and radiation heat 

transfer are omitted. 

 

3.3 Calculation of Nanofluid Properties 

 

- Density 

 

(𝜌𝑛𝑓) = (1 − 𝜙)𝜌𝑓
+ 𝜙𝜌𝑠            (6) 

 

- Specific Heat 

 

(𝜌𝑐𝑝)𝑛𝑓 = (1 − 𝜙)(𝜌𝐶𝑝)𝑓 + 𝜙(𝜌𝐶𝑝)𝑠          (7) 

 

- Viscosity 

 

𝜇𝑛𝑓 = 𝜇𝑓(1 − 𝜙)−2⋅5                       (8) 
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- Thermal Conductivity 

          

𝐾𝑛𝑓 = 𝑘𝑓 [
𝑘𝑠+2𝑘𝑓−2𝜙(𝑘𝑓−𝑘𝑠)

𝑘𝑠+2𝑘𝑓+𝜙(𝑘𝑓−𝑘𝑠)
]                 (9) 

 

 

 

The equations (6,7,8,9) are used to determine the density, specific heat, viscosity and 

thermal conductivity of the nanofluid for the simulation at different concentrations. As the 

volumetric concentration of the nanoparticle increases, the density increases, specific heat 

decreases, thermal conductivity increases, and the viscosity also increases. [3] 

  

 

 

 

Volume 

Concen-

tration (%) 

Density 

(kg/m3) 

Specific 

Heat 

(J/kgK) 

Thermal 

Conductivity 

(w/mK) 

Viscosity 

(kg/ms) 

0 998.2 4182 0.6 0.001003 

3 1237.6 3355.24 0.6554 0.001082 

5 1397.2 2961.46 0.6743 0.00114 
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Chapter 4 

 

Geometry, Mesh and Boundary Conditions 

 
 

Figure 2: Full Cold Plate Geometry 

 

             The 3D geometry of the cold plate designed in SolidWorks is shown in Figure 2, i.e. 

the complete assembly, including the copper plate (grey), the top cover (transparent) and 

the fluid domain. Boundary conditions are that the heat source is defined at the bottom of 

the copper plate, illustrating a processor. The coolant flow velocity and temperature are 

specified at the inlet. Static pressure conditions are defined at the outlet. The surfaces of 

the top cover are assumed to be adiabatic. The dimensions of the fins and channels are the 

same as the experimental setup used by [1].  
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Figure 3: CoolIT Cold Plate [1] 

 

The design of the microchannels have been modelled after the Cool IT cold plates which 

are show in this image. B is the zoomed in image of the microchannels and C is the non-

conductive top portion of the cold plate; while D is the copper plate with microchannels. 

 

Heat sink dimensions 

Length of channel 31.52mm 

Breath of channel 23.56mm 

Thickness of fin 100.6 µm 

Channel width 154.3 µm 

Height of fin 2.02mm 

Thickness of base 1.35mm 
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Figure 4: Cross Section Illustrating the Flow Direction and Heat Source 

 

The heat source is located at the bottom of the cold plate highlighted in red in the bottom 

image, where the heat flux is given. The heat source is modelled after an actual processor 

dimension. The bottom plate is made from pure copper and the top transparent portion of 

the plate is made from a non-conducting material such as plastic or rubber. 

 

 
Figure 5: Front Section View 

 

Figure 3 illustrates the sectional front view of the geometry. For simulation purpose, one 

microchannel is considered. This enables creating a dense mesh at the area of 

observation, i.e. one microchannel. The blue section at the bottom right is the half fin that 

is considered for the simulation. 



 

20  

 
Figure 6: Dense Mesh at Microchannel 

 

      Inlet                                           Outlet 

 
Fluid Channel 

 

Figure 7: Mesh of The Fluid Domain 

 

 

Mesh Density governs the accuracy of the results which is why it was vital to have such high 

number of elements and nodes. Figure 4 represents one microchannel and Figure 5 

represents the fluid domain in that microchannel. One fin is considered for the simulation 

instead of the entire geometry because the validation results for the base fluid achieved for 

both cases were similar. In order to reduce the computational time, it was decided to 

consider single fin for all simulations.  The fluid enters through the inlet, flows between two 

adjacent fins and then exits through the outlet. At the inlet, Mass-flow-Rate boundary 

condition is used. The magnitude of the mass-flow rate is specified in kg/s at the direction 

that is normal to the boundary. At the outlet, the boundary condition used is outflow. The 

static pressure is specified at the outlet. Along with the energy equation, k-ε Model is used 

as the turbulence equations.  
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Chapter 5   

 

Results and Discussions  

 

 
 

 
Figure 8: Temperature Validation [1] 

 

 

 

Figure 8 illustrates the graph that validates the temperature results at the outlet of the cold 

plate. The dotted lines are the temperature plots taken from the reference paper and the 

solid lines are the simulation results. The simulations for both were performed at 100W, 

125W, 175W and 210W with 6cm3/s and 13 cm3/s inlet volumetric flow rates. It is observed 

that there is a temperature difference of almost 0.5ᵒC in the validation and simulation results 

which can be neglected. 
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Figure 9: Effects of Volumetric Concentration of Nanoparticles on CPU Temperature 

 

 

Thermal conductivity is the factor due to which there is heat transfer from the walls to the 

liquid whereas Heat Capacity is the parameter which enables the fluid to carry the heat. 

When increasing the nanoparticles concentration in the fluid, the thermal conductivity of the 

nanofluid is increased but the heat capacity is decreased. This is because the heat capacity 

of metals is less than that of fluids. Therefore, there is an optimum value of the volume 

concentration of the nanoparticles that can be added. Hence, in Figure 9, the temperature 

at the CPU decreases when the flow is at 6cm3/s and the concentration of nanoparticles 

changes from 0% to 3% and the temperature remains constant when the concentration 

changes from 3% to 5%. 

 

The heat transfer in this case is based on convection. For a high velocity, the gradient of 

temperature close to the walls becomes very high. Therefore, it is difficult to detect the 

effects of thermal conductivity. This is why when the flow rate is increased to 9.3cm3/s and 

13cm3/s, the temperature remains constant. 



 

23  

 
 
 

Figure 10: Effects of Volumetric Concentration of Nanoparticles on Pressure Drop 

 

 

 

The flow rate is directly proportional to the velocity of the fluid. Hence, when the pressure is 

increased for a constant geometry, the flow rate also increases. Similarly, when the flow 

rate is increased, the pressure increases respectively because of a higher flow passing 

through the same dimension. The same thing is taking place in Figure 10. The Pressure 

drop is increasing as the flow rate is increasing. We can also notice that when the 

concentration of the nanoparticles is increased, there is no significant change in the 

pressure drop across the system.  
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Figure 11: Effects of Volumetric Concentration of Nanoparticles on Thermal Resistance 

 

 

 

Thermal resistance is the ratio of the temperature difference between the two faces of a 

material to the rate of heat flow per unit area. It determines the resistance of heat transfer 

in material. As the thermal resistance increases, the heat loss decreases. The thermal 

conductivity of a solid is lower than fluid. Hence, when solid nanoparticles are added to the 

fluid, the thermal resistance of the material increases. 

 

In Figure 11, the thermal resistance increases by 7.6% when the concentration of 

nanoparticles changes from 0% to 3% and it increases by 7.2% when the concentration 

changes from 3% to 5%. This trend follows irrespective of the flow rate. 
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Figure 12: Temperature Contours For 

6𝐶𝑀3/S Flow Rate And 0% Concentration 

 

 
 

Figure 13: Temperature Contours For 

6𝐶𝑀3/S Flow Rate And 3% Concentration 
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Figure 14: Temperature Contours For 

6𝐶𝑚3/S Flow Rate And 5% Concentration 

 

 

 

The Figures 12, 13 and 14 represent the streamlines for flow at 6cm3/s and a nanoparticle 

concentration of 0%, 3% and 5% respectively. The coolant enters the system from the inlet 

on the left, flows through the microchannels and exits through the outlet on the top side of 

the geometry. It is observed that there is a significant flow separation when the direction of 

the flow changes. This results in a pressure drop across the system. Therefore, to reduce 

the pressure drop, the geometry of the cold plate can further be improved. 
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Chapter 6   

Conclusion and Future Work  

 

According to the observations of the results, it is clear that when the concentration of the 

nanoparticles increases more than 3%, the temperature drop with respect to the pressure 

drop is not very high. Thus, we can conclude that a 3% concentration of copper 

nanoparticles in a base fluid of water is optimal. To have a better understanding of the 

nanofluid, simulations need to be performed with lower flow rates and higher inlet 

temperature, because at a lower inlet flow, the heat transfer to the fluid is higher and at 

higher temperatures, a better estimation of the cold plate functionality can be studied.  To 

further reduce the pressure drop across the system, the geometry of the cold plate can be 

improved. 

Also, on the base of cold plate temperature, an automated flow control valve can be used 

to control the mass flow rate. This will further reduce the overall cost of each server and in 

turn, the data centres. 

 

The issue of contamination related failures limit air cooling techniques to be successfully 

implemented for data centres looking to lower their PUE. While it’s true that air cooling will 

continue to dominate the data centre cooling industry, especially for enterprise storage 

systems, and latest phase change and direct immersion cooling techniques are also being 

used for cooling high performance clusters, indirect liquid cooling presents the simplest and 

the best option for cooling high heat fluxes without significant changes to existing data 

centre infrastructure [23-30]. 
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