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Abstract 

ns2-md0 Post-Transition Metal Oxides for Solar Energy Applications 

 

Edan Bainglass, Ph. D. 

The University of Texas at Arlington, 2020 

 

Supervising Professor: Muhammad N. Huda 

 

Meeting the growing global energy demand while mitigating the deterioration of the global 

climate requires the rapid introduction of clean, renewable, and sustainable fuels. Solar energy 

output at daytime provides more than enough to satiate global demands. However, to utilize solar 

energy at night would require the development of efficient materials for solar energy storage. Pho-

toelectrochemical (PEC) water-splitting is regarded as one of the most promising solar storage 

technologies. The material properties necessary to drive both O2 and H2 evolution reactions may 

be decoupled by designing a photoanode-photocathode PEC cell, with each half reaction respec-

tively handled by an n-type and a p-type semiconductor.  

In this dissertation, the ns2-md0 metal oxide class is investigated computationally using 

density functional theory to determine its viability as a platform on which to design and develop 

the next generation of materials for solar energy applications. Metal oxides are stable, abundant, 

and environmentally safe. They are also highly flexible in their electronic properties. Many n-type 

metal oxides have been studied for PEC applications in attempt to improve their light absorption 

and conduction properties. In contrast, p-type metal oxides are rare due to the depth of the O 2p 

dominated valence band maxima (VBM) of metal oxides. The ns2-md0 class has been suggested 
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as a mechanism for upshifting the VBM and improving hole carrier mobility via ns2 – O 2p hy-

bridization. The first part of the dissertation aims to study the electronic structure of ns2-md0 sys-

tems in various crystal symmetries containing different n and m values.  

The second part studies the theoretically predicted novel quaternary metal oxide 

CuBiW2O8 (CBTO), which has recently been successfully synthesized and identified as a promis-

ing p-type solar absorber. Here, the introduction of Cu 3d orbitals in an ns2-md0 system further 

upshifts the VBM due to the height of Cu 3d energy levels relative to O 2p. However, localized 

Cu 3d orbitals also hinder efficient charge extraction. Anion doping in the form of S-in-O substi-

tution is investigated as a means of reducing VBM localization. Lastly, CBTO surfaces are ex-

plored as an initial step in a larger study aimed to determine the effects of secondary phase impu-

rities observed on the CBTO sample surface during the experimental synthesis. To estimate the 

relative stabilities of CBTO surfaces, an improved methodology is proposed to calculate surface 

energies addressing the inherent complexities of quaternary metal oxides.  
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Chapter 1 

Introduction 

1.1. Global Crisis 

 A 2019 United Nations report1 has set a mid-century projection for the global population 

at around 10 billion – a growth of 25% over the next 30 years. Global economies are projected to 

follow with a yearly growth rate of 3% in gross domestic product (GDP)2. The growing demand 

for energy is set to hit a global consumption rate of 180,000 TWh by 2050, an increase of nearly 

50% from 2018. Residential and commercial sectors slowly but gradually shift towards cleaner 

electrical power as technologies continue to improve. However, the bulk of energy consumption 

so far remains in the industrial sector, which still favors highly-efficient, energy-dense fossil fuels. 

It is an overwhelming consensus that the unchecked use of fossil fuels has resulted in the expo-

nential growth in heat-trapping greenhouse gases leading to the increase in global temperatures3. 

The strain on the global ecosystem has surpassed sustainable levels, evident in its catastrophic 

effects felt across the globe over the past decade4. Counteracting the changing climate while meet-

ing the growing demand for energy would require the introduction of cleaner fuel sources into the 

global power grid. Of the various renewable fuels that may satiate the energy demand, solar energy 

remains the only sustainable clean source, with solar radiation incident on Earth far outweighing 

the global consumption rate5,6. However, like other renewable sources, solar energy is both inter-

mittent and nonuniformly distributed7. To overcome these challenges, an efficient method for stor-

ing solar energy must be developed.  

1.2. Photoelectrochemical Water-Splitting 

 One of the most promising solar-energy-storage technologies is photoelectrochemical 

(PEC) water-splitting8 – an artificial photosynthesis-like process aimed at converting solar energy 
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into clean chemical energy stored in hydrogen gas. The market for hydrogen is widespread and 

has seen significant growth over the past decade9. The high efficiency and zero-CO2 emissions of 

hydrogen fuel cells makes them ideal candidates for clean power generation10,11. However, their 

mass commercialization has yet to occur due to their substantial cost compared to fossil-based 

technologies. To drive down the cost, several aspects of the hydrogen fuel cycle must be addressed.  

On the production side, PEC water-splitting offers a clean and renewable solution to generating 

hydrogen fuel from abundant sources, i.e. water and sunlight.  However, material requirements for 

achieving high PEC solar-to-hydrogen conversion efficiencies are stringent and have yet to be met 

cost-effectively12. A new generation of materials must be developed to address both the technical 

and non-technical aspects of PEC devices.  

 Solar-to-hydrogen PEC conversion begins with the splitting of water molecules. The over-

all uphill chemical reaction is written as13 

2H2O → 2H2 + O2 (1.1) 

and requires 1.23 V to initiate. In a PEC cell (fig. 1.1), the reaction is driven by the potential 

difference of electron-hole pairs generated from absorbed photons. In the valence band, holes of 

energy lower than the water oxidation potential participate in the oxygen evolution reaction (OER) 

2H2O + 4h+ → O2 + 4H+ (1.2) 

while excited electrons in the conduction band with higher energy than the water reduction poten-

tial drive the hydrogen evolution reaction (HER) 

4H+ + 4e− → 2H2 (1.3) 

To achieve stoichiometric water-splitting, the valence-to-conduction band gap must straddle both 

OER and HER potentials. For high efficiency, the band gap should be large enough to overcome 

the minimum required voltage, as well as the overpotentials associated with reaction kinetics at 
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the solid-liquid interface8. However, the band gap should be small enough to capture sufficient 

sunlight. Ideal band gaps are often quoted around 2 eV for optimal efficiency. To facilitate the 

migration of charge carriers towards the solid-liquid interface and avoid bulk and/or surface re-

combination of charge carriers, materials must maximize carrier mobilities and minimize charge 

trapping. Furthermore, materials must not react chemically with the aqueous solution (corrosion 

resistant), nor degrade under illumination. In addition to the technical requirements, other crucial 

considerations regarding the choice of materials include both the abundancy of its elemental con-

stituents and their post-processing environmental impact.  

1.3. Metal Oxides 

 Since the initial proof of concept in 1972 by Fujishima and Honda14, much research has 

been conducted in the development of efficient and cost-effective materials for PEC cells. Of the 

various classes of materials, metal oxides are some of the most versatile, studied for both 

 

Figure 1.1.  Photoelectrochemical water-splitting (PEC) mechanism. This single-photoanode cell illustrates 

the photoexcitation process, oxygen evolution reaction (OER), hydrogen evolution reaction (HER), and 

overpotentials (ϕ).  
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photovoltaic (PV)15 and PEC applications16,17. They are non-toxic, chemically stable, and thus 

abundant in nature. They are relatively simple to synthesize, highly tunable, and possess a broad 

range of band gaps and band edge positions with respect to the water redox potentials (fig. 1.1). 

However, due to wide band gaps, high recombination rates, and low conductivity, metal oxides 

have yielded weak photocurrents and overall low solar-to-hydrogen conversion efficiencies. Sev-

eral schemes exist for optimizing metal oxide properties including doping and alloying, nanoscale 

design, synthesis-control, post-processing surface treatments, and heterostructure design. The pre-

sent dissertation focuses primarily on electronic structure modification through the introduction 

and mixing of electronic bands from transition and post-transition metals through alloying. Anion 

doping is also considered. Lastly, the technique of semiconductor heterojunctions is discussed 

within the scope of improving charge transport. 

  PEC cells come in various flavors16. In a single-light-absorber cell (fig. 1.1), for example, 

a photoanode converts light into hole-electron pairs. Holes oxidize water at the surface, while 

electrons are pulled to a counter electrode, where they reduce water and generate H2 gas. For a 

self-biasing cell, the band edge positions in the photoanode are required to straddle the water redox 

potentials. Materials such as TiO2 and ZnO meet this requirement. However, their wide band gaps 

(> 3 eV) limits the capture of light leading to poor efficiencies11, with current densities less than 1 

mA/cm2. Developing a single material to fit all the necessary requirements has proven a major 

challenge to single photoelectrode PEC cells. An alternative to the above design is to replace the 

counter electrode with a photocathode (fig. 1.2). The use of separate materials decouples the water-

splitting half-reactions and removes the straddling band gap condition. Not only that each photo-

electrode now handles its own respective reaction, allowing for greater flexibility in band edge 

positions, but the two semiconductors may also exhibit different band gaps, extending the range 
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of photon energies available to the cell. The duel photoelectrode design is thus attractive due to its 

inherent p-n bias and ability to capture a larger portion of the solar spectrum.  

 A challenge of p-n PEC cell designs is an inherent difficulty of p-type doping in metal 

oxides18,19. This is primarily attributed to the depth of O 2p orbitals which form the valence band 

maxima (VBM) of metal oxides. Due to their high electronegativity, O-sites act as localized hole 

traps20 preventing charge migration and increasing recombination rates. Deep O 2p VBM states 

also require greater ionization energies, which precludes their use in ambient conditions. Further-

more, fermi level shifting towards the VBM in the presence of p-type dopants is exacerbated by 

the deep O 2p VBM and results in larger formation probabilities of so-called “acceptor-killer” 

defects18. To overcome the p-type doping limit, it is necessary to increase the VBM energy. Two 

proposed solutions involving the upshift of O 2p dominated VBM are: (i) the introduction of tran-

sition metals of filled nd10 electronic configuration; and (ii) the coupling of post-transition metal 

lone-pair electrons to O 2p orbitals.  

 

Figure 1.2. Photoanode-photocathode PEC cell. Unlike the single-photoelectrode cell (fig. 1.1), this design 

allows n-type and p-type photoelectrodes to independently handle the OER and HER processes, respec-

tively. This design also benefits from additional light absorption at a different energy range.  
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 In the first approach, nd10 – O 2p orbital overlap gives rise to an occupied antibonding state 

at a higher VBM than that formed by O 2p alone. Ideal nd10 candidates are Cu1+ and Ag1+, both 

having d-orbitals of higher energy than O 2p, thus ensuring the upshift of the VBM via orbital 

hybridization. Among Cu1+ containing ternary oxides, Cu-delafossites are known to be p-type ox-

ides, where CuMIIIBO2 (M
IIIB = Sc, Y, La) are better p-type candidates than CuMIIIAO2 (M

IIIB = Al, 

Ga, In) due to modifications in electronic properties in response to changes in structural sym-

metry21. Earlier, Kawazoe et al.22 confirmed the inherent p-type conductivity of CuAlO2 and 

CuGaO2 of the delafossite structure via Hall mobility measurements and attributed it to spontane-

ous Cu1+ vacancies. The authors also confirmed p-type conductivity in non-delafossite K-doped 

SrCu2O2. Many other Cu1+ ternary compounds can be found in the literature23,24. Ag 4d – O 2p 

hybridization and subsequent VBM upshift have also been observed in Ag1+ compounds such as 

AgNbO3, Ag2MoO4, and AgVO3
25. However, Ag1+ compounds are difficult to synthesize and ex-

hibit lower conductivity compared to Cu1+ systems20,26, which themselves suffer from low hole 

mobility due to the highly localized nature of 3d orbitals. Moreover, many of these ternary com-

pounds still exhibit wide band gaps above 3 eV, which limits their capacity for solar energy cap-

ture. 

 In the second approach, lone-pair electrons of post-transition metal ions, e.g. Bi3+, Sb3+, 

Pb2+, Sn2+, are introduced via doping and/or alloying and couple with O orbitals in ns2 – O 2p 

hybridized states. The antibonding portion forms a higher energy VBM reducing ionization ener-

gies and narrowing band gaps. In addition, s-p hybridization yields more dispersive bands, thus 

increasing hole mobility and reducing recombination rates. Additional coupling of md0 orbitals 

from a second cation in ns2-md0 ternary metal oxide alloys is expected to further improve electron 

mobilities and reduce band gaps through md0 – O 2p hybridization27–29. BiVO4, an ns2-md0 
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compound often regarded as a paradigm in PEC research30–32, exhibits a Bi 6s – O 2p dispersive 

antibonding state at the VBM resulting in a 2.5 eV direct band gap. However, dispersion at the 

conduction band minimum (CBM) is less due to the localized nature of V 3d electrons. Low elec-

tron mobility results in the formation of small polaronic states and conduction governed by polaron 

hopping33–35. This has led to photocurrents significantly lower than theoretically predicted35,36 for 

BiVO4-based PEC cells. The use of md0 transition metals of higher periods (m = 4, 5) is expected 

to yield more dispersed conduction bands and improved electron mobilities due to reduced locali-

zation. It has been demonstrated by first principle study37 that alloying of Nb (4d) in BiVO4 indeed 

reduces the electron effective mass due to relatively more delocalized band at CBM. 

 The above two are concerned with upshifting the O 2p VBM through hybridization with 

cation orbitals to enhance solar energy capture and allow for p-type semiconductor engineering. 

Careful selection of dopant species may improve charge mobility through orbital delocalization. 

Anion doping of S, Se, or Te in O-sites can further improve both carrier mobility and solar energy 

capture through reduced p orbital localization at higher periods. The lower stability of metal chal-

cogenides in aqueous solutions may be mitigated via protective coating such as graphene38–40, 

which can suppress surface reactivity and prolong the stability of the semiconductor. However, 

such techniques may also impact the efficiency of the PEC process. Nevertheless, quaternary metal 

chalcogenides, such as CuInxGa1-xSe2 (CIGS) and Cu2ZnSnS4 (CZTS), have been studied exten-

sively in recent years. These complex materials exhibit light absorption in the visible-range and 

high carrier mobilities, as well as favorable band edge positions for PEC applications41,42. Moreo-

ver, p-type conduction has been demonstrated in both43–45. However, expensive components and 

synthesis processes prevent their commercialization.  
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 Following the design principles of the solutions discussed thus far, one may attempt to 

design multinary metal oxides of a d10-ns2-md0 electronic configuration, taking advantage of both 

the delocalization mechanism of s-p hybridization, as well as the VBM upshift and band gap nar-

rowing mechanism of d10 – O 2p hybridization. Several Cu1+ and Ag1+ quaternary metal oxides 

have already been developed46–48. A novel Cu1+-based solar-absorber was recently predicted from 

first-principles, namely CuBiW2O8 (CBTO), with promising material properties for PEC applica-

tions49 and has since been verified experimentally50. Hall mobility measurements confirm p-type 

conduction, as expected from the Cu1+ compounds. However, slow hole mobility resulted in dif-

fusion lengths shorter than the optical absorption depth, preventing efficient solar energy conver-

sion. This was partially attributed to a persistent presence of Bi2WO6 impurities at the sample 

surface. Further theoretical calculations confirmed that the impurities are thermodynamically sup-

ported and are not an artifact of experimental design. This motivates a study of the Bi2WO6-CBTO 

interface and its effects on the overall electronic properties of CBTO. 

1.4. Current Scope 

 The present dissertation is concerned in general with the ns2-md0 class of materials. First, 

the stibiotantalite mineral, or Sb(Ta,Nb)O4, is examined. Structural and electronic properties are 

investigated as functions of crystal phase by modeling Sb(Ta,Nb)O4 on its own orthorhombic lay-

ered phase, and on the monoclinic and tetragonal phases of BiVO4. Also, the md0 character is 

varied from Ta (m = 5) to Nb (m = 4) to test the effects of higher period d-orbitals on the band gap 

and band dispersion properties. Next, the layered structure of the russellite mineral, or Bi2WO6, is 

examined. Here, the behavior of lone-pair electrons in a mixed 5s/6s environment is investigated 

through Sb-in-Bi substitutions. The configurational space of the BiSbWO6 alloy is explored with 

emphasis on the effects of lone-pair electrons on the electronic structure. 
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 The following two chapters then switch attention to the d10-modulated ns2-md0 class by 

focusing on the newly developed CBTO compound. First, anion doping is considered through 

S-in-O substitutions to study the effects of higher period p orbitals on the localization of the Cu 3d 

dominated VBM. Next, the stable surfaces of CBTO are calculated following a proposed guideline 

for theoretical determination of accurate surface energies in preparation for a future interface study 

addressing the presence of Bi2WO6 impurities.  

1.5. Summary 

 The overall study sets out to determine the viability of the ns2-md0 material design pertain-

ing to the requirements of the PEC process. Results provided here will serve as a base understand-

ing on which to develop and engineer the next generation of solar energy converting materials. At 

its core, the study provides a thorough examination of the various mechanism by which the short-

comings of metal oxides may be lifted and improved. The first principles study follows the density 

functional theory framework, as described in the next chapter.  
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Chapter 2 

Theoretical and Computational Methodology 

 The following sections detail the fundamental theory behind the calculations performed in 

this dissertation. The information provided draws on reviews by Parr and Yang51, Jones52, Ca-

pelle53, and Cramer54, as well as the Nobel lecture given by Walter Kohn55, the founding father of 

density functional theory. Note that throughout the chapter, Hartree atomic units are considered, 

where the elementary charge 𝑒, electron mass 𝑚𝑒, coulomb constant 4𝜋휀0, and reduced Planck 

constant ℏ are all unity. Lengths are given in Bohr radius 𝑎0 (0.529 Å). 

2.1. The Electronic Many-Body Problem 

 The electronic structure of matter is inherently a quantum mechanical problem, and as such, 

it intuitively involves the Schrödinger equation. For a non-relativistic, time independent system, 

the Schrödinger equation is given by  

�̂�Ψ = 𝐸Ψ (2.1) 

where �̂� is the Hamiltonian operator, 𝐸 the energy of the system, and Ψ the wavefunction. The 

Hamiltonian operator of an 𝑁-electron, 𝑀-nuclei, solid-state system is given by 

�̂� = −
1

2
∑∇𝑟𝑖

2

𝑁

𝑖

−
1

2
∑∇𝑅𝑖

2

𝑀

𝑖

+ ∑
1

𝑟𝑖𝑗

𝑁

𝑖<𝑗

+ ∑
𝑍𝑖𝑍𝑗

𝑅𝑖𝑗

𝑀

𝑖<𝑗

− ∑∑
𝑍𝑖

|�⃗� 𝑖 − 𝑟 𝑗|

𝑁

𝑗

𝑀

𝑖

 (2.2) 

or more compactly 

�̂� = �̂�𝑒 + �̂�𝑛 + �̂�𝑒𝑒 + �̂�𝑛𝑛 + �̂�𝑛𝑒 (2.3) 

where �̂�𝑒 and �̂�𝑛 are the kinetic energy operators of electrons and nuclei, �̂�𝑒𝑒 and �̂�𝑛𝑛 are their 

interaction operators, and �̂�𝑛𝑒 is the electron-nuclei mutual interaction term. Under the Born-Op-

penheimer approximation, which considers nuclei as static in the electronic inertial frame, eq. 2.3 

can be decoupled into separate electronic and nuclear parts 
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�̂�𝑒 = �̂�𝑒 + �̂�𝑒𝑒 + �̂�𝑛𝑒 (2.4) 

�̂�𝑛 = �̂�𝑛 + �̂�𝑛𝑛 (2.5) 

with the latter used in eq. 2.1 to separately obtain the nuclear energy of the system. The last term 

in eq. 2.4 considers the effect of nuclei on electrons as an external coulombic potential 𝑣(𝑟 ). Using 

eq. 2.2, the potential is defined as 

�̂�𝑛𝑒 = −∑∑
𝑍𝑗

𝑟𝑖𝑗

𝑀

𝑗

𝑁

𝑖

= ∑𝑣(𝑟 𝑖)

𝑁

𝑖

  (2.6) 

𝑣(𝑟 𝑖) = −∑
𝑍𝑗

𝑟𝑖𝑗

𝑀

𝑗

 (2.7) 

where 𝑟𝑖𝑗 is the distance between the 𝑖𝑡ℎ electron and the 𝑗𝑡ℎ nucleus of charge 𝑍𝑗. 

 In solid-state matter, the set of eigenstate solutions {Ψ𝑖}, with corresponding eigenvalues 

{𝐸𝑖}, must obey the periodic boundary conditions of the system, as well as the antisymmetric re-

quirement associated with exchange of fermionic particles. In accordance with the statistical inter-

pretation of quantum mechanics, the absolute value squared of 𝜓𝑖 leads to the probability of find-

ing the system in the 𝑖𝑡ℎ quantum states. The states are hence also orthonormal 

⟨Ψ𝑖|Ψ𝑗⟩ = 𝛿𝑖𝑗 (2.8) 

where 𝛿𝑖𝑗 is the Kronecker delta, equal to 1 for 𝑖 = 𝑗 and 0 otherwise. Measurements of a real 

observable quantity �̂� may yield any of its corresponding eigenvalues. An average of measure-

ments on an ensemble of like-systems is obtained from the expectation value of �̂� 

⟨�̂�⟩ =
⟨Ψ|�̂�|Ψ⟩

⟨Ψ|Ψ⟩
  (2.9) 
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From the variational principle, taking the expectation value of �̂� would yield the ground state 

energy 𝐸0 only if the wavefunction Ψ represents the ground state Ψ0. Then, for any guessed wave-

function Ψ, we have 

𝐸 = ⟨Ψ|�̂�|Ψ⟩ ≥ ⟨Ψ0|�̂�|Ψ0⟩ = 𝐸0  (2.10) 

including the case where our initial guess is exactly the ground state. In the case it is not, minimi-

zation of the functional 𝐸[Ψ] with respect to all allowed solutions would yield the ground state 

energy 𝐸0, and thus the ground state wavefunction Ψ0. By constraining the minimization process 

as follows 

𝛿[⟨Ψ|�̂�|Ψ⟩ − 𝐸⟨Ψ|Ψ⟩] = 0  (2.11) 

where 𝐸 is the Lagrange multiplier, the ground state wavefunction Ψ0 is guaranteed to be normal-

ized. This process then gives a recipe to obtain the ground state energy of the system 𝐸0, among 

other observable quantities, from knowledge of the number of electrons 𝑁 and the external nuclear 

potential 𝑣(𝑟 ). In other words, any real observable �̂� of the solid-state system is a functional of 𝑁 

and 𝑣(𝑟 ) through Ψ. 

 The crux of the N-electron problem lies in the electron-electron interaction term �̂�𝑒𝑒. The 

electronic Hamiltonian of eq. 2.4 involves 3𝑁 degrees of freedom. In a realistic system, 𝑁 ~ 1023, 

and exact analytical solutions exist up to 𝑁 = 2. There also remains the question of how to model 

an N-electron wavefunction. A simple and convenient approximation is that of the Hartree method, 

in which the wavefunction Ψ𝐻 is given as a product of decoupled single-electron eigenstates54 

Ψ𝐻 = ∏𝜓𝑖(𝑟 𝑖)

𝑁

𝑖

 (2.12) 

avoiding explicit determination of electron-electron correlation and exchange interactions. Instead, 

each electron is regarded as moving in an effective potential 𝑣𝐻 
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𝑣𝐻(𝑟 𝑖) = −
𝑍𝑗

𝑟𝑖𝑗
+ �̂�𝑖 (2.13) 

constructed of a nuclear term with charge 𝑍𝑗, and a mean-field potential 

�̂�𝑖 = ∑∫𝜓𝑗
∗(𝑟 ′)

1

|𝑟 𝑖 − 𝑟 ′|
𝜓𝑗(𝑟 

′)𝑑𝑟 ′

𝑗≠𝑖

 (2.14) 

in which electron 𝑖 interacts with an average electrostatic field of 𝑁 − 1 electrons. Passing the 

Hartree product through eq. 2.11 yields a set of single-electron differential equations 

{−
1

2
∇2 + 𝑣𝐻(𝑟 𝑖)}𝜓𝑖(𝑟 𝑖) = 휀𝑖𝜓𝑖(𝑟 𝑖) (2.15) 

Since 𝑣𝐻 in eq. 2.13 involves the operator �̂� that is defined by the solution set, the problem is 

approached self-consistently. An initial guessed set of eigenstates {𝜓𝑖} defines the Hartree poten-

tial via eqs. 2.13 and 2.14. Solving eq. 2.15 then yields a new set of eigenstates {𝜓𝑖} that are 

presumably more accurate. The cycle repeats until input and output solution sets agree within pre-

defined convergence criteria in total energy 𝐸, evaluated by54 

𝐸 = ∑휀𝑖

𝑖

−
1

2
∑∫∫

|𝜓𝑗𝑖|
2
|𝜓𝑗|

2

𝑟𝑖𝑗
𝑑𝑟 𝑖𝑑𝑟 𝑗

𝑖≠𝑗

 (2.16) 

where the electron-electron repulsion energy is subtracted from the sum of the eigenvalues to ac-

count for the double-counting that arises from the use of the mean-field approximation.   

 The Hartree approximation, however, neglects the fermionic nature of electrons. Extending 

the framework of the Hartree approximation, Hartree-Fock (HF) theory replaces the Hartree prod-

uct of eq. 2.12 with a single Slater determinant   

Ψ𝐻𝐹 ≈  
1

√𝑁!
|
𝜓1(𝑟 1) ⋯ 𝜓𝑁(𝑟 1)

⋮ ⋱ ⋮
𝜓1(𝑟𝑁) ⋯ 𝜓𝑁(𝑟𝑁)

| (2.17) 
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thus explicitly accounting for the antisymmetric requirement of fermions. Evaluating the expecta-

tion value ⟨Ψ𝐻𝐹|�̂�𝑒𝑒|Ψ𝐻𝐹⟩ yields both ‘Coulomb integrals’ 

𝐽𝑖𝑗 =
1

2
∫∫𝜓𝑖(𝑟 )𝜓𝑖

∗(𝑟 )
1

|𝑟 − 𝑟 ′|
𝜓𝑗

∗(𝑟 ′)𝜓𝑗(𝑟 
′)𝑑𝑟 𝑑𝑟 ′ (2.18) 

and ‘exchange integrals’ 

�̂�𝑖𝑗 =
1

2
∫∫𝜓𝑖

∗(𝑟 )𝜓𝑗(𝑟 )
1

|𝑟 − 𝑟 ′|
𝜓𝑖(𝑟 

′)𝜓𝑗
∗(𝑟 ′)𝑑𝑟 𝑑𝑟 ′ (2.19) 

The Hartree-Fock electronic energy is then expressed as 

𝐸𝐻𝐹 = ∑휀𝑖

𝑁

𝑖

− �̂�𝑒𝑒 (2.20) 

�̂�𝑒𝑒 =
1

2
∑ (𝐽𝑖𝑗 − �̂�𝑖𝑗)

𝑁

𝑖,𝑗=1

 (2.21) 

where eq. 2.21 is the total electron-electron repulsion energy. In the HF formalism, the classical 

electrostatic repulsion between electrons of like-spin is reduced due to their exchange interaction. 

This is often referred to as a ‘Fermi hole’ surrounding each electron and is a manifestation of the 

Pauli exclusion principle54.  

 Though a significant improvement, and one that captures many physical properties of most 

molecular systems, the single Slater determinant model of HF theory is insufficient for larger sys-

tems. HF theory avoids errors due to self-interaction and provides an exact description of exchange 

energy. However, it does not properly account for the correlation of electrons. The error, or corre-

lation energy 𝐸𝑐𝑜𝑟𝑟
𝐻𝐹 , defined as the difference between the true ground state energy and that calcu-

lated from eq. 2.20, can play a decisive role in describing the system. Methods that attempt to 

account for electronic correlation explicitly, such as multiconfiguration self-consistent theory, 

many-body perturbation theory, and coupled-cluster theory, quickly overtax available 
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computational resources due to the so-called exponential wall that is a consequence of the 3𝑁 

degrees of freedom inherent in the wavefunction. 

2.2. Density Functional Theory 

The development of density functional theory (DFT), the state-of-the-art methodology for 

modern electronic-structure research, was motivated by the need for an efficient and exact theory 

of matter. Its mathematical rigor was provided by the Hohenberg-Kohn (HK) theorems in their 

seminal 1965 paper56. An efficient algorithm was provided in the following year by Kohn and 

Sham57. At the heart of DFT is the electron density 𝑛(𝑟 ), a 3-dimensional quantity that is, as will 

be shown in the following sub-sections, a unique characteristic of a system and a direct path to its 

Hamiltonian from which all other properties are accessed. 

2.2.1. First HK Theorem 

For a given system, there exists a one-to-one correspondence between the external potential 

𝑣(𝑟 ) and the non-degenerate ground state electron density 𝑛(𝑟 ). The proof follows from the con-

tradicting assumption that two external potentials, 𝑣(𝑟 ) and 𝑣′(𝑟 ), corresponding to ground states 

Ψ and Ψ′, exist, differ by more than a constant, and give rise to a single charge density 𝑛(𝑟 ). Then, 

from eqs. 2.4, 2.6, and 2.10, and  

∫Ψ∗(𝑟 )Ψ(𝑟 )𝑑𝑟 = ∫Ψ′∗(𝑟 )Ψ′(𝑟 )𝑑𝑟 = 𝑛(𝑟 )  (2.22) 

we get 

𝐸 < ⟨Ψ′|�̂�|Ψ′⟩ = ∫𝑣(𝑟 )𝑛(𝑟 )𝑑𝑟 + ⟨Ψ′|�̂�𝑒 + �̂�𝑒𝑒|Ψ
′⟩ = 𝐸′ + ∫[𝑣(𝑟 ) − 𝑣′(𝑟 )]𝑛(𝑟 )𝑑𝑟  (2.23) 

𝐸′ < ⟨Ψ|�̂�′|Ψ⟩ = ∫𝑣′(𝑟 )𝑛(𝑟 )𝑑𝑟 + ⟨Ψ|�̂�𝑒 + �̂�𝑒𝑒|Ψ⟩ = 𝐸 + ∫[𝑣′(𝑟 ) − 𝑣(𝑟 )]𝑛(𝑟 )𝑑𝑟  (2.24) 

The sum of eqs. 2.23 and 2.24 results in the following contradiction 
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𝐸 + 𝐸′ < 𝐸′ + 𝐸  (2.25) 

Thus, by reductio ad absurdum, it is shown that the charge density 𝑛(𝑟 ) is uniquely connected to 

the external potential 𝑣(𝑟 ). Since 

∫𝑛(𝑟 )𝑑𝑟 = 𝑁 (2.26) 

the charge density uniquely determines both 𝑁 and �̂�, and, through eq. 2.1, provides access to all 

ground state properties of the system.  

2.2.2. Second HK Theorem 

With the one-to-one correspondence at hand, we can now express the total energy of the 

electronic system as a functional of the unique charge density 𝑛(𝑟 ) 

𝐸[𝑛] = 𝑇𝑒[𝑛] + 𝑉𝑒𝑒[𝑛] + 𝑉𝑛𝑒[𝑛] = 𝐹𝐻𝐾[𝑛] + ∫𝑣(𝑟 )𝑛(𝑟 )𝑑𝑟  (2.27) 

𝐹𝐻𝐾[𝑛] = 𝑇𝑒[𝑛] + 𝑉𝑒𝑒[𝑛]  

 

(2.28) 

explicitly defining the universal functional 𝐹𝐻𝐾[𝑛], independent of the external potential 𝑣(𝑟 ) and 

true for any system. By varying the energy functional against all 𝑁-conserving densities (eq. 2.26), 

we obtain the ground state energy 𝐸0 

𝐸0 = min
𝑛(𝑟 )

𝐸[𝑛] (2.29) 

and thus, the corresponding ground state density 𝑛0(𝑟 ). The minimization process proceeds in two 

consecutive steps. In the first, one fixes a trial density �̃�(𝑟 ) and varies 𝐸[�̃�] against the set of all 

trial wavefunction {Ψ̃} 

𝐸 = min
Ψ̃

𝐸[�̃�] = ∫𝑣(𝑟 )�̃�(𝑟 )𝑑𝑟 + 𝐹[�̃�] (2.30) 

𝐹[�̃�] = min
Ψ̃

⟨Ψ̃|�̂�𝑒 + �̂�𝑒𝑒|Ψ̃⟩ (2.31) 

where {Ψ̃} lead to �̃�(𝑟 ) from 
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�̃�(𝑟 ) = 𝑁 ∫ Ψ̃∗(𝑟 , 𝑟 2 ⋯𝑟 𝑁)Ψ̃(𝑟 , 𝑟 2 ⋯𝑟 𝑁)𝑑𝑟 ⋯𝑑𝑟 𝑁 (2.32) 

In the second, eq. 2.30 is varied against all 𝑁-representable charge densities �̃�(𝑟 ) 

𝐸0 = min
ñ(r⃗ )

𝐸[�̃�] (2.33) 

thus reducing the 3𝑁-dimensional minimization problem to one of only three. If the universal 

functional 𝐹[𝑛] was explicitly known, the total ground state energy of the system would be exactly 

attainable. Nevertheless, the HK theorems are mathematically sound, and provide an exact formu-

lation of the electronic-structure problem in terms of the charge density. 

 There remains the matter of expressing the kinetic energy in terms of the electron density. 

The early density functional theory of Thomas-Fermi (TF)58,59 represented the kinetic energy 𝑇[𝑛] 

of an interacting electronic system as a sum over infinitesimal cells of constant 𝑛(𝑟 ) and 𝑣(𝑟 ). 

Each cell was approximated as a local uniform electron gas, and its contribution to the real inho-

mogeneous system was derived from fermion statistical mechanics54. The TF formulation, how-

ever, lacked the ability to accurately model molecular bonding in general, as it did not account for 

exchange-correlation interactions and treated kinetic energy locally53. To overcome this, Kohn and 

Sham reexamined the single-particle Hartree equations from the perspective of the formally exact 

HK theory. 

2.2.3. Kohn-Sham Equations 

The derivation of the Kohn-Sham (KS) equations can be done by comparison of the real 

system of interest and a fictitious non-interacting electronic system of the same charge density 

𝑛(𝑟 ). In the absence of electronic interaction, the energy functional is given by 

𝐸[𝑛] = 𝑇𝑠[𝑛] + ∫𝑣(𝑟 )𝑛(𝑟 )𝑑𝑟  (2.34) 
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where 𝑇𝑠[𝑛] is the kinetic energy functional of the non-interacting fictitious system. Varying eq. 

2.34 with respect all 𝑛(𝑟 ) constrained by eq. 2.26 yields 

𝛿𝐸[𝑛] = ∫𝛿𝑛(𝑟 ) {𝑣(𝑟 ) +
𝛿

𝛿𝑛(𝑟 )
𝑇𝑠[𝑛] − 휀} 𝑑𝑟 = 0 (2.35) 

where the Lagrange multiplier 휀 accounts for the conservation of particle number 𝑁. The Euler-

Lagrange equations are then the Hartree equations (eq. 2.12)  

{−
1

2
∇2 + 𝑣(𝑟 𝑖)}𝜓𝑖(𝑟 𝑖) = 휀𝑖𝜓𝑖(𝑟 𝑖) (2.36) 

with the mean-field potential �̂� of eq. 2.14, given here in terms of 𝑛(𝑟 ), removed 

𝑣(𝑟 ) = 𝑣𝐻(𝑟 ) − ∫
𝑛(𝑟 ′)

|𝑟 − 𝑟 ′|
𝑑𝑟 ′ (2.37) 

To construct similar single-electron Hartree-like equations, we then rewrite the energy functional 

of the real interacting system (eq 2.27) as follows 

𝐸[𝑛] = 𝑇𝑠[𝑛] + 𝑈[𝑛] + 𝐸𝑋𝐶[𝑛] + ∫𝑣(𝑟 )𝑛(𝑟 )𝑑𝑟  (2.38) 

with the kinetic energy 𝑇𝑠[𝑛] of the non-interacting system handled separately. The electron-elec-

tron interaction term �̂�𝑒𝑒 is split into its classical Coulomb repulsion part through the Hartree mean-

field approximation 

𝑈[𝑛] =
1

2
∫

𝑛(𝑟 )𝑛(𝑟 ′)

|𝑟 − 𝑟 ′|
𝑑𝑟  (2.39) 

and quantum exchange-correlation part 𝐸𝑋𝐶[𝑛] defined by eq. 2.38. Variationally minimizing eq. 

2.38 with respect to the density function then yields 

𝛿𝐸[𝑛] = ∫𝛿𝑛(𝑟 ) {𝑣𝑒𝑓𝑓(𝑟 ) +
𝛿

𝛿𝑛(𝑟 )
𝑇𝑠[𝑛] − 휀} 𝑑𝑟 = 0 (2.40) 

where the effective potential 𝑣𝑒𝑓𝑓(𝑟 ) is given by 
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𝑣𝑒𝑓𝑓(𝑟 ) = 𝑣(𝑟 ) + ∫
𝑛(𝑟 ′)

|𝑟 − 𝑟 ′|
𝑑𝑟 ′ + 𝑣𝑋𝐶(𝑟 ) (2.41) 

𝑣𝑋𝐶(𝑟 ) =
𝛿

𝛿𝑛(𝑟 )
𝐸𝑋𝐶[𝑛] (2.42) 

By comparing the kernels of eqs. 2.35 and 2.40, we obtain the Euler-Lagrange equations of the 

real interacting system 

{−
1

2
∇2 + 𝑣𝐾𝑆(𝑟 𝑖)}𝜓𝑖(𝑟 𝑖) = 휀𝑖𝜓𝑖(𝑟 𝑖) (2.43) 

with the Kohn-Sham 𝑣𝐾𝑆(𝑟 ) being that effective potential defined in eq. 2.41. As the set of equa-

tions contained in eq. 2.43, referred to as the Kohn-Sham equations, are of the form of the single-

particle Hartree equations, their solution follows a similar self-consistent cycle (fig. 2.1). 

2.2.4. Exchange-Correlation Approximations 

The Kohn-Sham procedure provides an efficient and practical algorithm for the exact HK 

theory. However, the formulation does not offer an explicit form for 𝐸𝑋𝐶[𝑛]. To proceed, one must 

select an approximation appropriate to the system at hand. In the next sections, the local density 

approximation (LDA), generalized gradient approximation (GGA), and the use of post-GGA hy-

brid functionals are discussed. 

2.2.4.1. Local Density Approximation 

In cases of slow varying density 𝑛(𝑟 ), or cases of high density where the kinetic energy 

dominates over the exchange and correlation energy, a good approximation of 𝐸𝑋𝐶[𝑛] is given by 

𝐸𝑋𝐶
𝐿𝐷𝐴[𝑛] = ∫𝑛(𝑟 )휀𝑋𝐶[𝑛(𝑟 )]𝑑𝑟  (2.44) 

where 휀𝑋𝐶[𝑛] is the exchange-correlation energy per particle of a uniform electron gas of density 

𝑛(𝑟 ) expressed as a sum of exchange 휀𝑋
𝐿𝐷𝐴[𝑛] and correlation 휀𝐶

𝐿𝐷𝐴[𝑛] terms60. Exchange energy 

is given by the Dirac exact exchange term61 
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Figure 2.1. Kohn-Sham self-consistent cycle 



21 
 
   

 

휀𝑋
𝐿𝐷𝐴[𝑛] = −

3

4
(
3

𝜋
)
1/3

∫𝑛(𝑟 )4/3𝑑𝑟 =
0.458

𝑟𝑠
  (2.45) 

where 𝑟𝑠 is the Wigner Seitz radius given by 4/3𝜋𝑟𝑠
3 = 𝑛−1. The correlation term is written with 

respect to high and low density limits as62 

휀𝐶
𝐿𝐷𝐴[𝑛] = {

Aln 𝑟𝑠 + B + 𝑟𝑠(Cln 𝑟𝑠 + D)      for 𝑟𝑠 ≪ 1

1

2
(
𝑔0

𝑟𝑠
+

𝑔1

𝑟𝑠
3/2

+
𝑔2

𝑟𝑠
2
+ ⋯)      for 𝑟𝑠 ≫ 1

} (2.46) 

where the coefficients are parameterized by fitting to quantum Monte Carlo simulations53. For a 

spin-polarized system, the local (spin) density approximation (LSDA) is given by 

𝐸𝑋𝐶
𝐿𝑆𝐷𝐴[𝑛𝛼, 𝑛𝛽] = ∫𝑛(𝑟 )휀𝑋𝐶[𝑛𝛼(𝑟 ), 𝑛𝛽(𝑟 )]𝑑𝑟  (2.47) 

with an exact and straightforward extension of the exchange term63 

휀𝑋
𝐿𝑆𝐷𝐴[𝑛𝛼, 𝑛𝛽] =

1

2
(휀𝑋[2𝑛𝛼] + 휀𝑋[2𝑛𝛽]) (2.48) 

and further approximation of the correlation term via a relative polarization function. Though most 

systems differ significantly from the slow-varying homogeneous electron gas model, LDA has 

yielded surprisingly good results. This is partially due to its tendency to overestimate 𝐸𝑥, but un-

derestimate 𝐸𝑐, resulting in partial error cancelation64. 

2.2.4.2. Generalized Gradient Approximation 

To account for (local) spatial variations in an inhomogeneous charge density that surpass 

the limits of LDA, we could apply a power-series expansion to 휀𝑋𝐶[𝑛] in terms of gradients of 

𝑛(𝑟 )65. However, gradient-expansion approximations (GEA) in general are not successful, as low-

order terms do not improve on LDA results, and higher-order terms are difficult to determine and 
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are thus not considered. Instead, in the generalized gradient approximation (GGA), one employs 

general functions of the density 𝑛(𝑟 ) and its gradients ∇𝑛(𝑟 ) 

𝐸𝑋𝐶
𝐺𝐺𝐴[𝑛𝛼, 𝑛𝛽] = ∫𝑓 (𝑛𝛼(𝑟 ), 𝑛𝛽(𝑟 ), ∇𝑛𝛼(𝑟 ), ∇𝑛𝛽(𝑟 ))𝑑𝑟  (2.49) 

where the functional forms of 𝑓(𝑛, ∇𝑛), which only considers the first-order gradient expansion, 

can be conveniently developed through parameter fitting to experimental data and consideration 

of physical constraints. In the present dissertation, all calculations employ the parameterization of 

Perdew-Burke-Ernzerhof (GGA-PBE)66, a simplified derivation of the gradient-corrected func-

tional which focuses on those features of real systems that are energetically significant. The PBE 

functional alleviates the major limitations of its predecessors. For example, the earlier PW91 GGA 

functional67, which attempted to satisfy as many properties of the exact 𝐸𝑋𝐶 as possible, had a 

tendency of performing worse than L(S)DA in homogeneous systems68–70. The PBE functional is 

less restrictive, as it only aims to capture the most significant properties of 𝐸𝑋𝐶. GGA-PBE yields 

better energies and structure geometries than L(S)DA. Nevertheless, GGA functionals in general 

tend to overestimate lattice parameters due to overcorrections with respect to L(S)DA71.   

2.2.4.3. Hybrid Functional 

It is well-known that both L(S)DA and GGA functionals underestimate the fundamental 

band gap. In KS theory, each electron feels a coulombic interaction with the mean electronic den-

sity (eq. 2.39), giving rise to self-interaction energy errors72. Such errors tend to delocalize elec-

trons and lead to poor descriptions of electron correlation effects73, especially in highly correlated 

transition metal systems. One approach to this problem, based on the adiabatic connection approx-

imation in quantum mechanics74, is to employ a hybrid functional which includes some amount of 

HF exact exchange. The hybrid functional is expressed as 
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𝐸𝑋𝐶
ℎ𝑦𝑏

= 𝛼𝐸𝑋
𝐻𝐹 + (1 − 𝛼)𝐸𝑋

𝐺𝐺𝐴 + 𝐸𝐶
𝐺𝐺𝐴 (2.50) 

where 𝛼 is a fitting parameter. The standard use of GGA exchange and correlation terms in eq. 

2.50 is due to reduced errors in atomization energies compared to L(S)DA. In appendix C, hybrid 

calculations used for comparison against GGA-PBE employ the screened coulomb potential hy-

brid functional of Heyd-Scuseria-Ernzerhof (HSE06)75. Here, the DFT portion of eq. 2.50 uses 

GGA-PBE exchange and correlation terms. Screening is achieved by splitting the functional into 

short (SR) and long range (LR) components (parameterized by 𝜔) 

𝐸𝑋𝐶
𝐻𝑆𝐸06 = 𝛼𝐸𝑋

𝐻𝐹,𝑆𝑅 + (1 − 𝛼)𝐸𝑋
𝑃𝐵𝐸,𝑆𝑅(𝜔) + 𝐸𝑋

𝑃𝐵𝐸,𝐿𝑅(𝜔) + 𝐸𝐶
𝑃𝐵𝐸 (2.50) 

neglecting the weak contributions from long-range HF and PBE terms. The inclusion of exact HF 

exchange in the hybrid functional methodology often improves the accuracy of the electronic struc-

ture for non-metals, though at the cost of significantly more computational resources. 

2.3. DFT+U 

An alternative method of handling the poor accounting of correlation energies in DFT is to 

introduce Hubbard-like on-site interaction terms that act only on those localized, highly correlated 

electrons of angular momentum 𝑙 – usually 3d or f electrons. The general functional form of 

DFT+U is written as76 

𝐸𝐷𝐹𝑇+𝑈[𝑛] = 𝐸𝐷𝐹𝑇[𝑛] + 𝐸𝐻𝑢𝑏[{𝜌𝑚𝑚′
𝑖𝜎 }] − 𝐸𝑑𝑐[{𝜌

𝑖𝜎}] (2.51) 

where 𝐸𝐷𝐹𝑇 is the DFT functional given in eq. 2.38. 𝐸𝐻𝑢𝑏 is the on-site energy obtained from the 

Hubbard Hamiltonian which treats the motion of localized electrons as a hopping mechanism bal-

anced between a bandwidth-dependent amplitude term and a Coulomb repulsion term proportional 

to the occupation number 𝜌𝑖𝜎 on the 𝑖𝑡ℎ site. The strength of the latter is determined by the Hubbard 

𝑈 parameter. 𝐸𝑑𝑐 is a double-counting term that corrects for those terms in 𝐸𝐻𝑢𝑏 already included 

in DFT. The occupation numbers 𝜌𝑚𝑚′
𝑖𝜎  of electrons of spin 𝜎 and magnetic moment 𝑚 localized 
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about the 𝑖𝑡ℎ atom are defined as projections of the occupied KS orbitals onto a localized basis set. 

In the present dissertation, the DFT+U formalism developed by Dudarev77 is considered, where 

the on-site terms 𝑈 (coulomb) and 𝐽 (exchange) are introduced as a single effective parameter 

𝑈𝑒𝑓𝑓 = 𝑈 − 𝐽. The DFT+U functional is then written as78 

𝐸𝐷𝐹𝑇+𝑈[𝑛] = 𝐸𝐷𝐹𝑇[𝑛] +
�̅� − 𝐽 ̅

2
∑[(∑𝜌𝑚

𝑖𝜎

𝑚

 ) − ( ∑ �̂�𝑚𝑚′
𝑖𝜎 �̂�𝑚′𝑚 

𝑖𝜎

𝑚,𝑚′

)]

𝜎

 (2.52) 

where the Hubbard terms �̅� and 𝐽 ̅are given as spherical averages. The second term on the right 

hand side is generally interpreted as a penalty function which drives the occupancy matrix at 𝑖𝑡ℎ 

site towards idempotency – �̂�𝑖𝜎 = �̂�𝑖𝜎�̂�𝑖𝜎. Resultant integer occupancies effectively shift the en-

ergy of occupied localized orbitals by (�̅� − 𝐽)̅/2, which leads to an increase in band gap energies.  

 In general, the DFT+U approach is computationally cheaper than the use of hybrid func-

tionals. This often allows the study of larger systems with a more accurate description of the elec-

tronic structure. The Hubbard terms can be determined from first principles calculations, though 

they are often established semi-empirically. In the present dissertation, the DFT+U methodology 

is used in chapters 5 and 6 to ensure consistency and comparability with previous theoretical re-

sults. Effective 𝑈 values are given with respect to 𝐽 = 1. 

2.4. Plane-wave Mechanics 

In solid-state calculations, it is convenient to recast the KS equations as a Fourier expansion 

in a complete plane-wave basis set. This offers formal simplicity, requires a single basis-set for all 

species, and allows for efficient calculation of Hellman-Feynman forces79–81. The periodic distri-

bution of atoms in a solid crystal gives rise to a periodic potential 𝑉(𝑟 ) that is invariant to transla-

tions of lattice vector �⃗�  
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𝑉(𝑟 + �⃗� ) = 𝑉(𝑟 ) (2.53) 

Bloch’s theorem states that single-electron solutions of a periodic Hamiltonian can be expressed 

as products of a plane wave and a periodic function82 

𝜓𝑛�⃗� 
(𝑟 ) = 𝑢𝑛(𝑟 )𝑒

𝑖�⃗�  ∙ 𝑟  (2.54) 

𝑢𝑛(𝑟 + �⃗� ) = 𝑢𝑛(𝑟 ) (2.55) 

Applying a lattice vector translation to any solution of the form of eq. 2.54 then yields 

𝜓(𝑟 + �⃗� ) = 𝑢(𝑟 + �⃗� )𝑒𝑖�⃗�  ∙ (𝑟 +�⃗� ) = [𝑢(𝑟 )𝑒𝑖�⃗�  ∙ 𝑟 ] 𝑒𝑖�⃗�  ∙ �⃗� = 𝜓(𝑟 )𝑒𝑖�⃗�  ∙ �⃗�   (2.56) 

where eq. 2.55 has been applied. The wave vector �⃗�  is limited to the primitive reciprocal space 

cell, or first Brillouin zone. Any �⃗� ′ outside of the first Brillouin zone can always be expressed as 

the sum �⃗� + 𝐺 , where 𝐺  is a reciprocal lattice vector defined through 𝐺 ∙ �⃗� = 2𝜋𝑚. The periodic 

boundary conditions force �⃗�  to be real, thus ensuring a conservation of probabilities in all repeating 

cells, where solutions may be obtained via application of eq. 2.56. Thus, all information associated 

with the electronic system is confined to the first Brillouin zone. Integrations over the infinite 

k-point set within the first Brillouin zone can be replaced with discrete summations over a finite 

“special” set due to the slow variation of the wavefunction with respect to small translations in 

reciprocal space. Present calculations make use of the scheme developed by Monkhorst and Pack83, 

where k-points are distributed uniformly within the volume of the reciprocal cell. The k-point grid 

is further reduced by removing redundant k-points using operations based on the symmetry of the 

reciprocal cell. The size of the grid is then converged against variations in total energy to ensure 

proper k-point sampling of the Brillouin zone. 

 Following the periodicity of eq. 2.55, we expand 𝑢(𝑟 ) in a Fourier series 
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𝑢𝑛(𝑟 ) = ∑𝑐𝑛,𝐺 𝑒
𝑖𝐺  ∙ 𝑟 

𝐺 

 (2.57) 

and by extension, the KS orbitals can be written as Bloch functions 

𝜓𝑛�⃗� 
(𝑟 ) = ∑𝑐𝑛,�⃗� +𝐺 𝑒

𝑖(�⃗� +𝐺 ) ∙ 𝑟 

𝐺 

 (2.58) 

Substituting eq. 2.58 into eq. 2.43 yields the plane-wave form of the KS equations 

∑[ 
1

2
|�⃗� + 𝐺 |

2
𝛿𝐺 ,𝐺 ′ + 𝑉𝑒𝑓𝑓(𝐺 − 𝐺 ′)] 𝑐𝑛,�⃗� +𝐺 = 휀𝑛𝑐𝑛,�⃗� +𝐺 

𝐺 

 (2.59) 

where 𝑉𝑒𝑓𝑓(𝐺 ) is the reciprocal space form of the KS effective potential (eq. 2.41). The problem 

is then reduced to solving self-consistently for the expansion coefficients {𝑐𝑛,�⃗� +𝐺 }. Solving eq. 

2.59 is made efficient through the use of Fast Fourier Transform (FFT) algorithms. In practice, the 

infinite series in eq. 2.59 is truncated by assigning a limit on the kinetic energy of plane-waves 

1

2
|𝐺 𝑚𝑎𝑥|

2
< 𝐸𝑐𝑢𝑡 (2.60) 

noting that terms with higher kinetic energy typically play a reduced role in modeling the KS 

orbitals. This also suggests that the quality of the basis set can be tested for convergence via a 

single parameter, namely 𝐸𝑐𝑢𝑡.  

Near nuclei, the wavefunction oscillates widely due to the strong attractive potential. To 

capture these oscillations would require a large plane-wave set, or a large value of 𝐸𝑐𝑢𝑡. Alterna-

tively, noting that core states are far less involved in chemical reactions and thus largely retain 

their atomic nature, the potential near the core of nuclei can be substituted for an approximated 

potential. This pseudopotential is norm-conserving, ensuring the correct total charge within the 

core region defined by the cutoff radius 𝑟𝑐. It is constructed in such a way that eliminates the nodal 

structure of 𝜓(𝑟) for 𝑟 < 𝑟𝑐, and is identical to the plane-wave expanded wavefunction outside of 
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the core region at 𝑟 > 𝑟𝑐. The pseudopotential then leads to a smooth function across the 𝑟 = 𝑟𝑐 

core-valence boundary and allows calculations to proceed with a far smaller basis set that is prac-

tical on modern machines. Calculations within the present dissertation make use of the Projector 

Augmented Wave (PAW) formalism84, in which the accuracy of an all-electron (AE) plane-wave 

basis set and the efficiency of the pseudopotential (PS) approximation are unified. Valence plane-

waves outside an element-specific spherical radius are mapped onto a linearly transformed Hilbert 

space via so-called projector functions |𝑝𝑖⟩, resulting in a new basis set of AE-like wavefunctions.  

2.5. Electronic Structure Determination 

In the present dissertation, several methods are used to explore the electronic structure of 

a system. These are post-processing techniques applied to the pre-converged ground state density 

obtained from the Kohn-Sham self-consistent cycle. Standard analyses of the electronic structure 

typically involve the density of states (DOS) and an 𝐸(�⃗� ) diagram. The latter is commonly referred 

to as the band structure and is a plot of the KS eigenvalues along selected paths between special 

high symmetry k-points in the first Brillouin zone. The DOS and the band structure together pro-

vide insight into the environment in which electrons move. For semiconductors, they generally 

feature a distinct gap between the occupied valence band and unoccupied conduction band. The 

density of states can be decomposed into individual orbital contributions. This partial, or projected 

density of states (PDOS) is used to better understand chemical bonding and orbital transitions. 

Furthermore, the dispersion, or curvature of bands in band structures can be used to determine the 

effective mass 𝑚∗ of charge carriers via85 

1

𝑚∗
=

1

ℏ2

𝜕2𝐸

𝜕𝑘2
 (2.61) 
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where the curvature is evaluated at band extrema using finite difference methods. The charge car-

rier mobility 𝜇 is related to the effective mass through 

𝜇 =
𝑞𝜏̅

𝑚∗
 (2.62) 

where 𝑞 is negative for electrons and positive for holes, and 𝜏̅ is the average scattering time86. The 

conductivity 𝜎 of a material is obtained from carrier mobilities through 

𝜎 = |𝑒|(𝑛𝜇𝑒 + 𝑝𝜇ℎ) (2.63) 

where 𝑛 and 𝑝 are respectively the carrier concentrations of electrons (𝑒) and holes (ℎ), and 𝑒 is 

the elementary charge. Eqs. 2.62 and 2.63 are given here for completeness. In the present disser-

tation, conductivity and mobility are not explicitly calculated. Comments regarding the transport 

properties of a material are limited to variations in the effective masses of its charge carriers, with 

lighter charge carriers considered as more mobile.  

Most electronic properties can be understood from the perspective of charge distribution 

and charge transfer. Three analytic tools are employed in the present dissertation to explore these 

properties. The first is a charge analysis developed by Bader87 that considers the solid system as 

the sum of quantum subsystems partitioned by zero-flux surfaces along which the density gradients 

vanish. Net charge is obtained for an atom by integrating over its respective region of density, or 

basin, and subtracting the result from the nuclear charge. Furthermore, oxidation states may be 

approximated by subtracting the Bader net charge from the considered number of valence electrons 

determined by the PAW definition for the atom. For example, the PAW-defined valence electron 

configuration for oxygen used in present calculations is 2s22p4 – a total of 6 electrons. Typical 

Bader net charges for oxygen may fluctuate about 7, suggesting an O-1 oxidation state. 

Another method for studying charge transfer in a system is to plot the difference of the 

total ground state density 𝑛0 and the densities 𝑛𝑥 of the constituent atoms 
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Δ𝑛 = 𝑛0 − ∑𝑛𝑥

𝑥

 (2.64) 

where 𝑛𝑥 is obtained from a separate calculation on a unit cell containing only species 𝑥 in its 

ground state coordinates. The level of theory used in these calculations matches that which ob-

tained the ground state density to ensure transferability. Δ𝑛 gives a representation of those atomic 

interactions which led to the chemical bonding observed in 𝑛0. 

Lastly, 𝑛0 may be decomposed onto various energy bands of high interest to reveal the 

various atomic orbital contributions; the band decomposed charge density plot is, in essence, an 

enhanced multidimensional picture of the DOS and is often analyzed against it to better understand 

the electronic structure. In the present dissertation, both band decomposed charge density plots 

and charge difference plots are visualized in VESTA88. 
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Chapter 3 

Crystal Symmetry and d-orbital Effects 

Introductory Comments 

 The following article explores the stibiotantalite mineral, or Sb(Ta,Nb)O4, in three com-

mon ns2-md0 crystal symmetries – tetragonal, orthorhombic, and monoclinic. In each crystal phase, 

the d-orbital character is varied through gradual Nb-in-Ta substitutions. It is shown that crystal 

phase effects and d-orbital effects are, for the most part, independent of each other. The presence 

of Nb 4d electrons primarily affects the conduction bands, downshifting the CBM and modifying 

its band dispersion. The degree of VBM upshift as a result of ns2 – O 2p hybridization is attributed 

to differences in crystal structure between the three phases. Favorable band gap and band edge 

properties are found in the less stable phases, highlighting the complexity and difficulty in match-

ing all the necessary requirements of an efficient PEC material.  
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Electronic Properties of SbTa1-xNbxO4: Phase-Related Distortions 

E. Bainglass and M. N. Huda 

Department of Physics, The University of Texas at Arlington, Arlington, TX 76019, USA 

Abstract 

We have studied the effects of structural symmetry related distortions on the band gaps and 

overall energetics of SbMO4 compounds (M = Ta, Nb). Evolution of the electronic structures was 

studied as one transitions gradually from a system of 4d bands to 5d bands, and whether this has 

any effect on the Sb oxidation state or its lone pair s electrons. From the atomic point of view, 

electronic correlation energy is higher in Ta 5d than in Nb 4d, and Nb 4d bands are higher in 

energy than Ta 5d. These were examined in terms of oxidation states in their respective solids and 

mixed alloys. We look at the effects of increasing Nb concentration on the electronic structures of 

SbTa1-xNbxO4 alloys with emphasis on polyhedral interactions and overall cell distortions. We de-

couple the effects caused by the presence of different nd cations from those caused by distortions 

and reorientation of various polyhedra. 

3.1. Introduction 

 It has been suggested that due to strong band dispersion, the ns2-md0 transition metal oxide 

group is favorable for water-splitting photocatalysis27,89. Hybridization of valence-dominating O 

2p orbitals with transition metal md0 cation orbitals suggests that these oxides are likely to form 

large-polarons which exhibit relatively high charge carrier motilities. In addition, s-p and p-d or-

bital interactions at the valence and conduction bands, respectively, strongly influence band edge 

positions, a critical factor in the water-splitting reaction90. The strength of such interactions is 

heavily governed by the crystal structure91,92. Thus, it is expected that structural distortions will 

play a crucial role in determining the electronic properties. 
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 Mixed valence Sb2O4 compounds are widely used as catalysts in oxidations of hydrocar-

bons93. Among two of its phases, orthorhombic α-Sb2O4 and monoclinic β-Sb2O4, α-Sb2O4 is more 

stable. However, when α-Sb2O4 transforms into β-Sb2O4, the latter rarely transforms back. A recent 

study proposed that this is due to the kinetic barrier rather than thermodynamics94. In earlier liter-

ature, both SbTaO4 and SbNbO4 in the orthorhombic α-Sb2O4 phase have demonstrated pure water 

splitting as photocatalysts, albeit under UV light, due to their higher band gap95. In fact, SbTaO4 

was found to be twice as more active in producing hydrogen than SbNbO4. The presence of d 

electrons has been shown to increase electron carrier concentration and reduce electronic effective 

mass96. These effects result from the lower energy of d electrons and the structural distortion they 

incur. 

 The overarching goal of our study is to design or predict materials for solar energy conver-

sion. In this pursuit, the purpose of this study is to investigate the effects of structural symmetry 

related distortions on the band gaps and overall energetics of these systems. In the current work, 

we have studied SbMO4 compounds (where M = Ta, Nb replaces the Sb5+ cation) in the ortho-

rhombic α-Sb2O4 phase, as well as in tetragonal and monoclinic phases. In the parent orthorhombic 

SbMO4, MO6 octahedra are connected to each other by sharing four corners. On the other hand, 

highly distorted SbO6 octahedra are found to be edge sharing to each other. This layer-by-layer 

M5+O6 – Sb3+O6 structure in general gives rise to the ferroelectric behavior for these class of ma-

terials due to the net dipole moment in the unit cell97–99. Photoferroelectrics100 have been shown to 

promote charge separation due to polarization-induced microscopic electric fields97.  

 Tetragonal to orthorhombic to monoclinic transitions will further distort the MO6 octahe-

dra, which affect the M nd electrons/bands (n = 4 and 5 for Nb and Ta, respectively). Therefore, 

in addition, we will study how the electronic structures evolve as one transitions from a system of 
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5d bands to 4d bands, and whether this has any effect on the Sb oxidation state or its lone pair s 

electrons.  

 The pnictogen group (VA) is generally found in a 5+ oxidation state, though Sb3+ is com-

monly observed. For example, the stibiotantalite mineral101, or SbTaO4, is formed by substituting 

Ta in the Sb5+ site of mixed-valence, orthorhombic α-Sb2O4 (fig. 3.1). The resulting Sb3+Ta5+O-2
4 

material belongs to the aforementioned ns2-md0 transition metal oxide group. An important point 

to note, ionic (5+) radii of both Ta and Nb are equal despite Ta having 32 more electrons than Nb. 

This implies that the size effect due to Ta and Nb in a crystal structure will be similar. However, 

the electronegativity of Nb is slightly higher than Ta, and the valence electrons are more bound in 

Ta than Nb, as evident from their first atomic ionization potentials. This implies that as Ta is re-

placed by Nb, the valence band will upshift in energy and will potentially reduce the band gap. 

We will examine these issues in the respective solids. Understanding this phenomenon is necessary 

to predict new alloys involving these systems with suitable band gaps and with desirable photo-

catalytic and optoelectronic properties. 

 

Figure 3.1. Ta substitution in Sb 5+ sites of α-Sb2O4. Sb shown in brown (medium); Ta shown in 

green (large); O shown in red (small). 
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3.2. Methodology 

3.2.1. Computational Methods  

 Density functional theory (DFT)56,57 is utilized in calculations of total energies, density of 

states, and band structures. Exchange-correlation effects are handled by the general gradient ap-

proximation (GGA), within the Perdew-Burke-Ernzerhof (PBE) formalism66,67. Wave functions 

are expanded in plane waves, and core electrons for Sb[Kr]{4d}, Ta[Kr]{5s,4d}, and Nb[Ar]{3d} 

are treated with the projector augmented wave (PAW) method84,102, as implemented in the Vienna 

ab initio Simulation Package (VASP 5.4.4)103,104. A Monkhorst-Pack83 k-point mesh of 7 × 7 × 3 

was used for the tetragonal and orthorhombic phases, while a mesh of 7 × 3 × 11 was used for the 

monoclinic phase. These grids are chosen in accordance with the shapes of their respective real-

space lattices. Density of states (DOS) plots are calculated at finer k-point meshes of 9 × 9 × 5 and 

9 × 5 × 13, respectively. All calculations were performed with a plane wave cutoff threshold of 

600 eV. Both the k-point grids and the cutoff value were converged within total energy differences 

of 1 meV. Geometry optimizations are performed without symmetry constraints to an ionic force 

cutoff of 0.01 eV/Å. Band structure calculation and geometry optimization are done using the 2nd 

order Methfessel-Paxton method105. Total energies and density of states are calculated using the 

tetrahedron method106.  

 We note that under this methodology, band gaps are known to be underestimated. This is 

exacerbated in d-electron systems due to an underestimation of electron correlation73,107,108.  The 

corrective DFT+U methodology is avoided at the current stage, as we focus primarily on the en-

ergetic trend among the three SbMO4 phases, rather than absolute band gap energies. Moreover, 

the DFT+U method is more pertinent to the 3d transition metal systems where partially filled d-

bands are more localized. For example, Ersoy et al.109 clearly shows that on-site Coulomb 
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interaction for 3d transition metals is significantly higher than that of 4d and 5d transition metals. 

Thus, we work under the assumption that the energetic trend should not be affected by the under-

estimation due to the similar compositions of the phases.  

 Cohesive energies are calculated as  

𝐸𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒 = 𝐸(𝑆𝑏𝑀𝑂4) − 𝑛𝐸(𝑆𝑏) − 𝑚𝐸(𝑀) −
𝑙

2
𝐸(𝑂2) (3.1) 

where n = m = 4, and l = 8, for all SbMO4 phases. These energies represent the binding of solids 

with respect to the free, lowest energy spin configuration states of their constituent atoms. Accord-

ing to this formula, more negative values imply higher stability. Unit cell and charge density vis-

ualizations  are done in VESTA88. Special Brillouin zone symmetry points are obtained from 

AFLOW110.  

 Bader charge analyses87 are performed using code provided by the Henkelman group111–

114. Bader net charges are defined as  

𝑄𝑛𝑒𝑡 = 𝑄𝑉𝐴𝑆𝑃 − 𝑄𝐵𝑎𝑑𝑒𝑟 (3.2) 

where QVASP is the valence charge considered in the calculation, and QBader the calculated Bader 

atomic charge. Net charges serve as a guide for the oxidation states of the corresponding atoms. 

Due to the approximations in the Bader charge analysis methodology, deviations from the 

Sb3+Ta5+O-2
4 states are to be expected. In addition, not all metal-oxygen bonds are purely ionic. 

However, trends in deviation magnitudes can still be of use. We consider these deviations as a 

measure of ionicity, where the Sb3+Ta5+O-2
4 ideal oxidation states represent a pure ionic limit. 

3.2.2. Symmetry Groups 

 A route of reduced-symmetry can be seen in the distortion from tetragonal to orthorhombic, 

and finally down to the monoclinic structure. Both tetragonal and orthorhombic crystal structures 

exhibit 90° angles throughout. The difference between the two systems lies in their basal planes, 
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where a = b  c for tetragonal, and a  b  c for orthorhombic. The orthorhombic system is then a 

direct distortion from the tetragonal system, in which the basal square planes are distorted towards 

rectangular planes, losing all 90° rotation symmetry115. Further distortion of a single 90° angle of 

the orthorhombic system results in a monoclinic structure, in which a  b  c and  =  = 90°;   

90°.  

 The orthorhombic phases of all SbMO4 compounds studied here, referred to as o-SbMO4, 

are modeled on the stibiotantalite mineral101 (fig. 3.2a). The tetragonal and monoclinic phases of 

BiVO4 – Scheelite116,117 and Clinobisvanite118, respectively – are used as templates for the corre-

sponding symmetry structures of the SbMO4 group, or t-SbMO4 and m-SbMO4 (fig. 3.2b & 3.2c). 

The Dreyerite119 and Pucherite120 phases of BiVO4 – tetragonal and orthorhombic, respectively – 

as well as a monoclinic polymorph of BiNbO4
121, were also calculated, but were at higher energies 

with respect to the structures of Figure 3.2. To establish motivation for the current study, we first 

briefly discuss some results on these SbMO4 compounds from the literature. 

3.3. Background 

 XRD patterns of solid-state-reaction-produced stibiotantalite compounds, or Sb(Ta,Nb)O4, 

have found the systems in the orthorhombic phase of space group Pna21, with {a, b, c} = {5.542, 

4.918, 11.823 Å} for SbTaO4, and {a, b, c} = {5.568, 4.938, 11.811 Å} for SbNbO4
95. These results 

agree well with other previous experimental efforts122,123. Estimated band gaps from UV-Vis data 

were found at 3.72 eV and 3.12 eV for SbTaO4 and SbNbO4, respectively. A subsequent DFT 

analysis showed that distortions in the orientation of TaO6 octahedra as compared to NbO6 in their 

respective cells affect the band structures of the two compounds, with a larger band gap of 4.1 eV 

found in SbTaO4 compared to 3.9 eV in SbNbO4. Both gaps were found to be indirect. As is typical 

in metal oxides29, valence bands in both compounds were found to be dominated by O 2p states. 
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A contribution from weak Sb 5s – O 2p hybridization was also observed at the top of the valence 

band. The overestimation of the calculated gaps with respect to UV-Vis estimated gaps was prob-

ably due to the implementation of higher percentage of Hartree-Fock exchange than was necessary 

as part of their hybrid functional. 

(a) 

(b) 

(c) 

Figure 3.2. Initial geometries used for SbMO4 compounds. (a) The Stibiotantalite min-

eral for o-SbMO4, (b) Scheelite BiVO4 for t-SbMO4, and (c) Clinobisvanite for 

m-SbMO4. Bonds are shown for MO polyhedra to highlight the various orientations. 

Sb shown in brown (medium); Ta shown in green (large); O shown in red (small). 
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 A previous DFT study found an indirect gap of 1.9 eV for SbTaO4
124 and references an 

experimental value of 2.28 eV125. Experimental lattice parameters of {a, b, c} = {5.540, 4.906, 

11.807 Å}122 were used for the calculation in ref. 124, though it is unclear if the unit cell was 

further relaxed under the employed GGA-PBE method. The author of ref. 95 argues that this lower 

value is caused by phase purity and surface defects. Nevertheless, the contrasting results of ref. 95 

and ref. 124 raise a question, as varying amounts of Hartree-Fock exchange contribution may lead 

to overestimated values in ref. 95; and the relaxation of the highly ionic octahedra of SbTaO4 will 

influence the gap as well. In addition, experimental results are also questionable in regard to the 

phase purity of their sample, and thus require further investigation as well. 

 Lastly, mixed SbTa1-xNbxO4 alloys have been shown to exhibit the orthorhombic stibiotan-

talite structure of the same space group126. This is to be expected due to the proximity in atomic 

radii values of Ta5+ an Nb5+. In the current study, we look at the effects of increasing Nb concen-

tration on the electronic structure of SbTa1-xNbxO4, with emphasis on polyhedral and overall cell 

distortions. We decouple the effects caused by the presence of different nd cations from those 

caused by distortions and reorientation of Sb-polyhedra. 

3.4. Results & discussion 

3.4.1. Structural Analysis 

 Final GGA relaxed structures for SbTa1-xNbxO4 (x = 0, 0.25, 0.5, 0.75, 1) are found in the 

following space groups: (i) I41/a for tetragonal; (ii) Pbn21 for orthorhombic; and (iii) C2/c for 

monoclinic (fig. 3.3). Calculated lattice constants and cell volumes are given in Table 3.1. Percent 

errors in o-SbTaO4 lattice constants are about ~2% from the experimental results of ref. 122, and 

are to be expected from GGA calculations127. For both x = 0.25 and 0.75, there exists only one 
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unique configuration. For x = 0.5, the configuration with Nb-substitutions in adjacent MO polyhe-

dra exhibits lower energy than the configuration with Nb-substitutions in opposing, disconnected 

MO polyhedra. Subsequent analyses refer to the lower energy configuration. 

Figure 3.3. Final GGA relaxed SbTaO4 unit cells. Several orientations are shown for (a) t-SbTaO4, (b) o-

SbTaO4, and (c) m-SbTaO4. Atoms are shown for Sb in brown (medium), Ta in green (large), and O in red 

(small). MO polyhedra are shown in green (light gray); SbO Polyhedra are shown in brown (dark gray). 

  

(a) 

(b) 

(c) 
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 The tetragonal phase is highly symmetric, with near-perfect MO4 tetrahedra, and SbO8 pol-

yhedra only slightly distorted from a biaugmented triangular prism. MO4 tetrahedra exhibit a single 

bond length value varying monotonically between 1.90 Å and 1.89 Å for M = Ta and Nb, respec-

tively. SbO8 polyhedra are comprised of two distinct bond lengths – 2.43 Å and 2.38 Å, which are 

unaffected by the Nb concentration. SbO8 polyhedra form edge-sharing, cross-linked chains along 

the orthogonal [100] and [010] directions (fig. 3.3a, right). MO4 tetrahedra are situated interstitially 

between the SbO8 chains and are entirely disconnected from one another. Altogether, this structure 

can be viewed as a {SbO8}8-cluster about a single MO4 tetrahedron (fig. 3.3a, left), which results 

in a highly closed packed cell with the lowest volume among the three phases.  

 Distortions towards the orthorhombic phase result in octahedral coordination in both MO 

and SbO polyhedra. The MO6 octahedra are relatively close in shape to that of an ideal octahedron, 

with an average bond length of 2.00 Å, and bond length variance of ~0.1 Å. Nb-substitutions 

Table 3.1. Lattice parameters and cell volumes for relaxed SbTa1-xNbxO4 

compounds. Lattice parameters are given in Å. Cell volumes are in Å3. 

T –tetragonal; M – monoclinic; O – orthorhombic  

x Phase 𝒂 𝒃 𝒄 𝑽𝒄𝒆𝒍𝒍  

 T 5.282 5.282 11.180 311.953 

0 O 5.018 5.624 11.977 338.014 

 M 8.167 11.276 5.744 321.830 

 T 5.280 5.280 11.176 311.597 

0.25 O 5.024 5.631 11.974 338.697 

 M 8.150 11.277 5.735 321.145 

 T 5.278 5.278 11.190 311.751 

0.5 O 5.030 5.637 11.969 339.424 

 M 8.143 11.279 5.730 320.813 

 T 5.275 5.275 11.192 311.446 

0.75 O 5.035 5.645 11.961 339.962 

 M 8.129 11.287 5.722 320.475 

 T 5.275 5.275 11.207 311.789 

1 O 5.042 5.654 11.950 340.674 

 M 8.117 11.288 5.714 319.900 
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increase the variance to ~0.2 Å. Each MO6 octahedra share four corners with adjacent MO6 octa-

hedra forming layers in the (001) plane (fig. 3.3b, left). Within a layer, the octahedra are tilted 

alternatingly in the [101] and [1̅01] directions (fig. 3.3b, right). The central M cations are slightly 

translated away from octahedral centers in the ±y-direction. Nb-substitutions within an MO-layer 

increase cation translations. These 4d electron induced distortions increase polyhedral volumes, as 

well as cell volumes. Overall, o-SbMO4 compounds exhibit the highest volumes among the three 

phases. 

 In the orthorhombic phase, MO-layers are separated by SbO-layers formed from edge-shar-

ing SbO6 octahedra. Unlike in the tetragonal phase, these SbO6 octahedra are heavily distorted, 

exhibiting three distinct bond lengths. A set of ~2.24 Å and ~2.05 Å Sb-O bonds form the edge 

connecting neighboring SbO6 octahedra, as well as corner connections to the neighboring MO-

layers. A longer ~2.86 Å bond shares a corner with two MO6 octahedra. In addition, this longer 

bond, together with the ~2.24 Å forms a shared edge with a MO6 octahedra. However, these longer 

bonds are considerably weaker in comparison to the overall bonding network. Therefore, the elec-

tronic properties of the orthorhombic phase will most likely be affected primarily by the edge-

sharing bonds. In contrast to the MO6 octahedra, no significant effects are observed in the Sb-O 

bonds due to Nb-substitutions. 

  As distortions continue towards the monoclinic phase, SbO6 octahedra tilting, and conse-

quent transitions from corner-sharing to edge-sharing in MO6 octahedra, result in a reduction in 

cell volumes with respect to the orthorhombic phase (fig. 3.3c, right). Furthermore, increasing Nb-

substitutions in the monoclinic phase monotonically decrease cell volumes. Though SbO6 octahe-

dra remain relatively similar in shape to their orthorhombic phase counterparts, the MO6 octahedra 

distort significantly away from the ideal octahedron. These distortions break the layer-by-layer 
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structure in the monoclinic phase. Instead, both octahedra form edge-sharing chains in the [101] 

and [001] directions, respectively for MO6 and SbO6 octahedra – about 110° apart (fig. 3.3c, left). 

No edge-sharing occurs between the two chains. MO6 octahedral distortions increase the average 

bond length to 2.01 Å. Sb-O bond lengths distribute as they do in the orthorhombic phase, with 

the short set slightly longer at ~2.13 Å and ~2.30 Å, and the longer bond slightly shorter at ~2.66 

Å. M-O bond lengths decrease by ~0.02 Å with Nb-substitutions. Again, Sb-O bonds remain ef-

fectively constant with respect to Nb concentrations.  

 As expected, cell distortions along the tetragonal-to-orthorhombic-to monoclinic route lead 

to internal distortions in both SbO and MO polyhedra. The orientations of the polyhedra with re-

spect to one another shape the electronic landscape, and consequently the properties of these ma-

terials. We investigate these effects in the following section.  

3.4.2. Electronic Properties 

 Calculated cohesive energies show that the overall orthorhombic phases are more stable 

than tetragonal and monoclinic, as expected from the experimental results of ref. 95, 122, and 123 

(table 3.2). To decouple the effects of Nb 4d electrons from the effects of phase-related distortions, 

we note that despite the diminishing energy differences between the three phases with increasing 

Nb concentrations, the trend in relative stability remains. Thus, the structural properties discussed 

in the previous section contribute to the stability of the systems.  

 To investigate this further, we calculate average Bader net charges on Sb, M, and O sites. 

Figure 3.4 shows that the Sb average net charge remains relatively constant with increasing Nb 

concentration, as is also evident from the above discussions regarding the negligible effects of the 

presence of Nb on Sb-O bond lengths. In contrast, the average net charge on M sites decreases 

monotonically with x, implying a decrease in ionicity of M-O bonds. The effects of Nb 4d electrons 
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are consistent among the three phases. Comparing Figure 3.4 and Table 3.2, we note that reduced 

M-O ionicity generally corresponds to a decrease in stability of the SbTa1-xNbxO4 alloy. 

 Differences in bond ionicity between the phases are relatively constant, unaffected by the 

presence of Nb. These differences correlate well with the trend in relative stability. Visualizing the 

charge densities of the three phases of SbTaO4 (fig. 3.5), we note that, in general, charge accumu-

lates about the M-O bonding network. Sb sites, on the other hand, see very little charge accumula-

tion. This is especially apparent in the tetragonal phase, where Sb is disconnected from the overall 

charge density. In the monoclinic phase, some negative charge is observed on the shorter Sb-O 

bonds. This corresponds to the hybridized anti-bonding states of Sb 5s at the top of the valence 

(discussed later in connection with the density of states). A similar, though greater charge accu-

mulation occurs in the orthorhombic phase. However, as mentioned in the previous section, the 

Table 3.2. Electronic properties of SbTa1-xNbxO4 compounds. Eground reflects calcu-

lated total energies. Cohesive energies are calculated as described in section 3.2.1. 

Edirect gap reflects minimum gap between highest occupied and lowest unoccupied 

bands at a single k-point. T –tetragonal; M – monoclinic; O – orthorhombic 

x Phase 
𝑬𝒈𝒓𝒐𝒖𝒏𝒅 

(eV) 

𝑬𝒄𝒐𝒉𝒆𝒔𝒊𝒗𝒆  

(eV) 

𝑬𝒈𝒂𝒑 

(eV) 

𝑬𝒅𝒊𝒓𝒆𝒄𝒕 𝒈𝒂𝒑 

(eV) 

 T -193.225 -94.569 2.425 2.721 

0 O -197.150 -98.494 2.979 3.074 

 M -194.705 -96.049 2.575 2.705 

 T -191.232 -92.941 2.113 2.431 

0.25 O -194.888 -96.597 2.707 2.894 

 M -192.548 -94.257 2.295 2.367 

 T -189.244 -91.317 2.005 2.343 

0.5 O -192.666 -94.739 2.597 2.805 

 M -190.398 -92.471 2.192 2.285 

 T -187.253 -89.691 1.988 2.310 

0.75 O -190.406 -92.843 2.541 2.786 

 M -188.244 -90.682 2.171 2.227 

 T -185.269 -88.072 1.982 2.303 

1 O -188.185 -90.988 2.486 2.752 

 M -186.096 -88.898 2.149 2.173 
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shorter Sb-O bonds of the orthorhombic phase are shorter than their monoclinic counterparts. Fur-

thermore, the Sb-Sb distance is shortest in the orthorhombic phase. Overall, SbO6 octahedra are 

closer to each other, as seen in Figure 3.4. This results in higher Sb-Sb polyhedral polar interactions 

and may play a role in the higher stability of the orthorhombic phase. 

 Density of states for SbTaO4 and SbNbO4 are shown in Figure 3.6. The valence bands can 

be split into three sections. From -10 eV to -7 eV, deep valence bands are dominated by the Sb 5s 

lone pair hybridized with O p orbitals, and to a lesser extent with O s and M d orbitals. Integrating 

total density of states between -10 eV and -7 eV reveals the Sb 5s lone electron pair in all SbMO4 

structures. The deep valence range is relatively narrow in the tetragonal phase – spreading from -

9.5 eV to -8.5 eV and is sharply peaked at the higher end. Nb-substitutions reduce the magnitude 

of this peak and slightly broaden the range at both ends. The deep valence region of the monoclinic 

phase is initially more spread – from -9.3 eV to -8 eV, shows far lower peaks, and exhibits similar 

Figure 3.4. Average Bader charges for SbTa1-xNbxO4 as a function of 

x. O charges are given as absolute values for plotting reasons and 

should be understood as the negative of the given values. 
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broadening with increases Nb concentration. In contrast, the orthorhombic phase spreads from -

9.2 eV down to -7 eV, is discontinuous about -8.2 eV, and exhibits an upshift of ~1 eV between x 

= 0 and x = 1. No peak broadening is observed. The spreading of the deep valence region in the 

orthorhombic phase, as well as its broadening by ~0.1 eV with Nb-substitution in the monoclinic 

and tetragonal phases, is related to the nature of 4d electrons. 

 The next valence section is loosely defined from -6 eV to -1.5 eV. For all SbMO4 com-

pounds, this region consists primarily of O 2p orbitals, with a contribution from M d, as expected 

in transition metal oxides. A weaker Sb 5p contribution is observed and is more pronounced to-

wards the tail of the section, where Sb 5p and M d weakly hybridize with O 2p. Nb-concentration 

does not affect this region significantly, as Ta 5d and Nb 4d appear to have similar features. A 

sharp drop in available states is observed at -1.5 eV in t-SbMO4. At the valence band maxima 

Figure 3.5. Charge density plots for (from left) t-SbTaO4, o-SbTaO4, and m-SbTaO4. Sb shown in brown (me-

dium); Ta shown in green (large); O shown in red (small). For a given unit cell, the density shown in the figure 

is calculated by subtracting from the total calculated density the sum of the individual densities from separate 

calculations of the same unit cell containing only a single species at a time. Positive charge shown in green (light 

gray); negative charge shown in red (dark gray) charge densities are shown with an isosurface level of 0.015 a0
-

1, where a0 is the Bohr radius. 
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(VBM), both the tetragonal and monoclinic phases exhibit a drop in O 2p concentration and an 

onset of O 2p hybridization with Sb 5s anti-bonding states. Similar results have been observed in 

Clinobisvanite29, an ns2-md0 material. These hybridized, lower energy anti-bonding states at the 

VBM positively affect carrier mobility through hole formation128,129. In t-SbMO4, Nb-substitutions 

increase the magnitude of the hybridized peak at -1 eV. The O 2p drop is less steep in the mono-

clinic phase, with no apparent discontinuity in available states. The orthorhombic phase, however, 

exhibits strong O 2p levels throughout the valence, with no significant drop until the Fermi level. 

A weaker contribution from M d orbitals is observed in all three phases. The orthorhombic and 

monoclinic phases also exhibit a weak Sb 5p contribution. 

 In summary, the division of the valence bands of SbMO4 varies from phase to phase, with 

a degree of mixed contributions from SbO and MO polyhedra corresponding to the relative stabil-

ity of the phases. In the tetragonal phase, the most symmetric and the least stable of the three, the 

Figure 3.6. Density of states (DOS) shown for SbTaO4 (top) and SbNbO4 (bottom); from left: tetragonal, orthorhombic, and 

monoclinic. The vertical axis represents number of states per energy level and is plotted up from 0 to 5 in all plots. The x-axis 

range is chosen to include the deep valence states (-10 eV to -7 eV) highlighting the Sb 5s lone pair. SbO-MO polyhedral 

interaction is measured qualitatively by the degree of separation of densities around -1.5 eV. 
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two contributions are sharply separated at about -1.4 eV. The separation blurs in the more stable 

monoclinic phase. In the orthorhombic phase, the most stable, the distinction between the lower 

valence bands of the MO polyhedra and the SbO polyhedra contribution at the VBM vanishes 

entirely. This again shows that even though the orthorhombic phase yields the largest volume of 

the three phases, its unique octahedral distribution results in close octahedral proximity and in-

creased interactions. This directly affects the electronic properties, more specifically the band gap 

energies. 

 Conduction band minima (CBM) are comprised primarily of M d states, again as expected 

for these materials. M d states in t-SbMO4 are less peaked and more spread out about the CBM. 

However, Nb 4d states are more sharply peaked than Ta 5d. Near the CBM, all three phases exhibit 

a hybridization of M d and Sb 5p states with O 2p. This contribution appears to be weaker in the 

orthorhombic phase. In the monoclinic phase, O 2p are more concentrated on the CBM edge and 

increase with Nb-substitutions. Lower-energy 4d electrons pull the conduction band down towards 

the Fermi level and decrease band gap energy monotonically with increasing Nb concentrations. 

Average bond lengths remain relatively constant, which suggests that decreasing band gap values 

within a phase result primarily from increasing 4d electron concentration.  

 Band gap energy is highest in o-SbTaO4, with a gap ~0.5 eV and ~0.4 eV greater than t-

SbTaO4 and m-SbTaO4, respectively. Its calculated band gap value of 2.979 eV is intermediate 

between those of ref. 95 and 122. As was mentioned, the value obtained in ref. 95 may be high due 

to the specific amount of Hartree-Fock exchange energy considered within the hybrid functional, 

while the value obtained in ref. 124 may be low due to improper, or a lack of cell relaxation under 

the methodology of that study. Using the methodology of the current study, and the experimental 

lattice parameters of ref. 122 without further relaxation, we calculate the band gap of o-SbTaO4 at 
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1.704 eV, relatively close to that of ref. 124. We again remind the reader that DFT-calculated band 

gaps are an underestimated and are more so in d-electron materials. Ref. 124 did not use correction 

methods – perhaps another reason for its low reported value. Ref. 95 on the other hand did use the 

hybrid functional approximation of DFT, which is known to provide the necessary band gap energy 

correction. However, the large reported band gap may have been due to an excessive contribution 

of Hartree-Fock exchange. Bader charges and electron densities show a reduction in Sb-O cova-

lency throughout the unit cell with experimental lattices in comparison to the GGA-relaxed cell. 

Comparing band gap energies against trends in Sb and M average Bader charges reveals near-

perfect linear correlations among the three phases (fig. 3.7). However, the calculated gap from the 

experimental cell is significantly deviated from the trend line.  

 Minimum direct gaps are mostly found about the VBM (fig. 3.8). Two exceptions are seen 

in t-SbMO4, in which for x = 0.5 and x = 1, the direct gap near the CBM is lower by ~0.1 eV than 

that found near the VBM. Moreover, the differences between the minimum direct gap of t-SbMO4 

and its indirect gap are largest among the three phases for all values of x, with x = 0.5 exhibiting 

Figure 3.7. Near-linear correlation of band gap energies with calcu-

lated oxidation states derived from average Bader charges. Calculated 

band gap from experimental lattice is shown for reference. 
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the largest difference. Inversely, these differences are minimal in the monoclinic phase, with 

m-SbNbO4 exhibiting a minimum direct gap of 2.173 eV, only 0.024 eV greater than its indirect 

gap. Considering that both occur at the VBM, m-SbNbO4 may be considered a direct gap material. 

Figure 3.8. Electronic band structure plotted for SbTaO4 (left) and SbNbO4 (right); 

from top: tetragonal, orthorhombic, and monoclinic. Brillouin zones and special 

symmetry points are obtained from AFLOW based on GGA relaxed geometries.   
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A similar phenomenon occurs in o-SbTaO4, in which the 3.074 eV minimum direct gap is only 

0.095 eV greater than the indirect gap and occurs closer to the VBM.  

3.5. Conclusion 

 We have studied SbTa1-xNbxO4 (x = 0, 0.25, 0.5, 0.75, 1) in the tetragonal, orthorhombic, 

and monoclinic phases. The resulting Sb3+M5+O-2
4 material is part of the ns2-md0 transition metal 

oxide group, which has showed promise towards higher photocatalytic activity. The orthorhombic 

phases were found to be most stable, with higher band gap energies. Decreasing band gap energies 

have been shown to result from increasing 4d electron concentrations and structural distortions. It 

was determined that both orbital and polar interactions of MO and SbO polyhedra are responsible 

for the relative stability of these phases.  We decoupled the two effects by studying the band gap 

variations between three phases of SbTaO4 and SbNbO4 separately. Structural distortions in both 

have been linked to the ionic bonding character of the materials. Near indirect-to-direct gap tran-

sitions were observed in m-SbNbO4 and o-SbTaO4. These results are part of a fundamental study 

of the stibiotantalite mineral in the scope of photoferroelectric materials. 

 

Acknowledgments 

 Computations were executed locally at the High Performance Computing (HPC) center at 

UTA, as well as on the Texas Advanced Computing Center (TACC). This work is supported by 

NSF grant # 1609811. 



52 
 
   

Chapter 4 

Isovalent Alloying and Lone-Pairs 

Introductory Comments 

The following manuscript explores the 5s/6s mixed lone-pair environment of Sb-alloyed 

Bi2WO6. The proximity of Sb 5s2 lone-pair electrons to O 2p is shown to upshift the VBM above 

the hybridized Bi 6s – O 2p antibonding state. The varying degree of VBM upshift is attributed to 

the different orientations of Sb 5s – O 2p antibonding states depending on the alloying scheme. 

The higher Sb 5s – O 2p VBM also exhibits reduced hole effective mass with respect to the pristine 

cell. Observed CBM upshifts are attributed to increased W 5d – O 2p hybridization in WO6 octa-

hedra due to distortions induced by the neighboring Sb 5s2 electrons. Overall, Sb alloying in 

Bi2WO6 yields favorable properties for PEC applications.  

The author of the present dissertation acknowledges Dr. Aron Walsh for his careful review 

of the manuscript and his expertise in lone-pair electron research. 
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Abstract 

The control of band energies is necessary in designing high-performance metal-oxide elec-

trodes for solar fuel generation. We investigate the behavior of lone-pair electrons in a mixed 

Sb(5s)/Bi(6s) crystal environment. Density functional theory is used to calculate the electronic 

properties of Sb-alloyed Bi2WO6 and to study the effects of introducing Sb 5s orbitals to the band 

structure. The relative stability of several BiSbWO6 configurations is determined via ab initio ther-

modynamic analysis. The band edge positions of BiSbWO6 are aligned with respect to the O 1s 

core level and compared against Bi2WO6. Bader partial charge analyses and band decomposed 

charge densities are used to explain the observed trends in relative stability and band edge shifts. 

We find that local distortions caused by Sb 5s lone-pair electrons indirectly lead to upshifts in both 

valence and conduction band edges. To isolate the role of the lone pairs, we compare the observed 

effects to those in a WO3 control model that is subject to structural deformations.  

4.1. Introduction 

 Post-transition multinary metal oxides of electronic configuration ns2-md0 have been high-

lighted as efficient photocatalysts27,89,90 due to their favorable optoelectronic properties. They can 

exhibit high hole mobility arising from ns2 – O 2p hybridization at their valence band maxima 

(VBM), which reduces O 2p localization. At their conduction band minima (CBM), np0 – md0 

hybridization increases empty d-band dispersion, which improves electron mobility. Furthermore, 

the ns2p0 configuration of the post-transition cations can lead to unique crystal distortions due to 
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the formation of stereochemically active electron lone pairs130. In such cases, the phenomenon has 

been further correlated with hybridizations of cation s, p, and anion p orbitals, which altogether 

shape the frontier orbitals and determine their energetic position131,132.  

We recently studied one such system, namely SbTa1-xNbxO4
133, in several common post-

transition metal oxide phases, and found that varying the ionic/covalent character of the structure 

as a function of crystal phase and nd orbital contributions directly affected its overall stability and 

electronic properties. The layered structure of the orthorhombic stibiotantalite phase was found to 

be most stable. Moreover, its MO6 layers (M = Ta, Nb) played a key role in determining the posi-

tion of the band edges. These properties were influenced by the behavior of Sb 5s lone-pair elec-

trons. In the present study, we clarify the effects of lone-pair electrons on the electronic structure 

of ns2-md0 materials. We show that variations in the lone-pair environment via isovalent alloying 

of the post-transition metal can shift band edge positions towards optimal values for photocatalytic 

water-splitting.  

Of the ns2-md0 class of materials, none have received greater attention than BiVO4. Re-

garded as a paradigm in photocatalytic semiconductor material research for its favorable proper-

ties, as well as its challenges29,30,34–36,134,135, it has been extensively studied both experimentally 

and theoretically and is often used as a platform for designing new photocatalysts32,37,136,137. Due 

to the localized V 3d conduction orbitals, BiVO4 charge transport properties are affected by the 

formation of small polaronic states34,35,135. Due to the poor transport properties, experimentally 

measured currents in BiVO4 under visible light have come up short with respect to theoretically 

predicted values35,36. Alternatively, one may consider materials with more delocalized conduction 

bands, such as W 5d0 compounds. Here, the probability of forming polaronic trap states may be 

reduced allowing for higher charge carrier mobilities. One such example is the russellite mineral, 
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or Bi2WO6, which itself has enjoyed a great deal of attention in photocatalysis research, though 

mostly under an experimental lens138–143. It has a suitable band gap range of 2.6-2.9 eV, with a 

VBM situated below the O2 reduction potential allowing for oxygen evolution144,145. Its CBM, 

however, is slightly short of the H2 reduction potential necessary for hydrogen evolution. Moreo-

ver, Bi2WO6 suffers from a high recombination rate, which limits its photocatalytic efficiency. 

This is often rationalized from the perspective of bulk defect states and/or surface morphologies 

that can lead to charge transfer paths longer than the carrier lifetime. Heterojunction design-

schemes have been proposed to improve charge separation and mobility in Bi2WO6
146–155.  More-

over, selective alloying has been shown to affect its band gap and band edge positions145,156–158, 

improving its photocatalytic efficiency. We aim to combine and expand on these results. 

The room-temperature γ-phase of Bi2WO6, known as the Aurivillius phase159 – space group 

P21ab (29) – is uniquely characterized by perovskite-like MO6 layers (M = W, Mo) sandwiched 

between bismuth oxide layers. Various post-transition metals have been shown to retain the Au-

rivillius layered structure when introduced to the bismuth oxide matrix160–164. Interestingly, in the 

case of antimony, bismuth layers may be entirely replaced. This has led to the discovery of  the 

Aurivillius-related phases Sb2WO6
162 and Sb2MoO6

165. Castro et al. studied the structural evolu-

tion of the Bi2-xSbxWO6 solid solutions and determined its stability up to x = 1.5, with larger values 

incurring a phase transition towards the ferroelastic triclinic phase of Sb2WO6
163. These solid so-

lutions have also been studied for lithium ion battery applications166 and photocatalysis167. To the 

best of our knowledge, the effects of isovalent Sb alloying on the electronic properties of Bi2WO6 

have yet to be studied theoretically. Furthermore, the electronic structure of a mixed environment 

of varying stereochemical activities has not been explored. Lone-pair electrons of higher period 

post-transition cations tend to be less stereochemically active for a fixed anion species. Therefore, 
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Sb 5s lone-pair electrons are expected to interact more strongly with the O environment compared 

to their Bi 6s counterpart, affecting both the crystal and electronic structures. In the present work, 

we investigate the electronic properties of BiSbWO6, limiting the alloy to the experimentally ver-

ified stable range163, with emphasis on the effects of the mixed 5s/6s lone-pair environment on the 

band gap and band edge positions. The choice of Bi2WO6 as a design candidate addresses both 

abundancy and safety concerns, while the isovalent alloying scheme is expected to allow for simple 

processing. We briefly address the viability of BiSbWO6 as a component in a proposed hetero-

junction architecture to facilitate charge transport and mobility. 

4.2. Methodology 

 We probe the crystal and electronic structures based on first-principles density functional 

theory (DFT)56,57. The Vienna ab initio Simulation Package (VASP 5.4.4)103,104 plane-wave 

implementation of DFT is employed in calculating total energies, density of states, and electronic 

band structures for Bi2WO6 and its Sb-alloyed derivatives. The generalized gradient approximation 

formalism of Perdew, Burke, and Ernzerhof (GGA-PBE)66,67 is used to approximate exchange and 

correlation contributions to the energy functional. The following valence electron configuration is 

considered: Bi{6s25d106p3}, W{5p66s25d4}, O{2s22p4}, and Sb{5s25p3}. Remaining core elec-

trons are modeled using the projector augmented wave methodology (PAW)84,102. Brillouin zone 

integrations are performed using a gaussian-like finite temperature approach168 with σ (kBT) = 

0.01. The same is done for band structure calculations along high symmetry points. The tetrahe-

dron method106 is utilized for density of states (DOS) calculations. Monkhorst-Pack83 k-space sam-

pling of the Brillouin zone is implemented for all structures. Total energies are calculated with a 

7×7×3 k-mesh. DOS calculations are performed on a finer 11×11×5 mesh. A plane wave cutoff of 

600 eV is applied in all calculations. Both the k-mesh and plane wave cutoff values were 
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systematically converged within a 1 meV difference in total energy. We apply a [𝑎𝑏𝑐] → [𝑐𝑎𝑏] 

transformation to the pristine Bi2WO6 unit cell (space group Pc21b) aligning the long lattice vector 

with the z-axis. Planes and directions are referenced with respect to this orientation. Unit cells are 

relaxed until ionic forces are less than 0.01 eV/Å. Symmetry constraints are applied in light of 

previous experimental findings163. Lastly, the known underestimation of band gaps by DFT-

GGA73,108,169 is ignored due to the comparative nature of the present study. 

4.3. Results & discussion 

 The relaxed crystal structure of Bi2WO6 is shown in Figure 4.1(a). Calculated lattice pa-

rameters (a = 5.563 Å, b = 5.605 Å, c = 16.857 Å) are in good agreement with experimental 

diffraction measurements170 considering the standard overestimation by GGA functionals127. The 

electronic structure of pristine Bi2WO6 is shown in Figure 4.2. The width, dispersion, and spherical 

distribution of Bi 6s – O 2p bonding states between -10 and -7 eV, as well as the small O 2p 

contribution to the DOS at this range, all point to the weak stereochemical activity of Bi 6s lone-

 

Figure 4.1. (a) Bi2WO6 relaxed crystallographic unit cell. Pink polyhedra (top, bottom, and center) represent 

Bi2O2 layers; oxygen atoms are represented by dark red (smallest) spheres; WO6 layers are shown in dark grey. 

(b) Bismuth lone-pair induced spatial voids are marked by dashed circles. (c) Lone-pair antibonding densities are 

drawn with an isosurface value of 0.015 Å-3 (blue). Vectors mark lone-pair projections. 
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pair electrons. Bi 6s – O 2p antibonding densities form the upper valence band (inset) and project 

out into the spatial voids observed in Figure 4.1(b) along the y-axis. Weak Bi 6s – O 2p interactions 

do not lead to high VBM band dispersion predicted in ns2-md0 materials, with a calculated hole 

effective mass of 3.5 m0 (along the Γ-Y direction). In contrast, the CBM is less dependent on lone-

pair electrons, as it is primarily comprised of W 5d – O 2p hybridized orbitals, with a calculated 

direct band gap of 2.19 eV about the Γ-point and an electron effective mass of 0.9 m0 (along the 

Γ-Y direction). Based on this analysis, the introduction of Sb 5s electrons is likely to affect the 

upper valence band primarily while retaining the high dispersive nature of the lower conduction 

band. However, structural distortions due to substitutional alloying may affect the electronic struc-

ture. As seen in Figure 4.1(c), Bi 6s – O 2p antibonding densities lead to tilting of adjacent WO6 

 

Figure 4.2. Electronic band structure and density of states (right) for Bi2WO6. Band decomposed charge densities 

(left) are drawn for Bi 6s – O 2p bonding (B) and antibonding (AB) states. Antibonding contibutions to the VBM 

are shown in the inset. 
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octahedra. MO6 octahedral tilting has been shown to affect the band gap and band edge positions 

in ns2-md0
 materials95,133. Radha et al. attributed a 0.1 eV difference in conduction band energy 

between Bi2WO6 and pyrochlore BiFeWO6 to the influence of Fe 3d electrons on nearby WO6 

octahedra145. Hence, the CBM may indirectly depend on the mixed lone-pair environment via local 

structural distortions.  

To explore the configurational space of BiSbWO6, we selected six representative input 

geometries, each designated as Sb i. In configurations Sb 1-3, dopants are placed into (001) layers 

to probe the layered nature of the Aurivillius phase. In Sb 4-6, Sb is intermixed within Bi2O2 layers. 

The relaxed BiSbWO6 structure models are shown in Figure 4.3. Their relative stability is meas-

ured through calculated formation enthalpies, Δ𝐻𝑓, obtained from45 

𝛥𝐻𝑓(𝑚) = 𝐸(𝑚) − ∑ 𝑛𝑥𝐸(𝑥)𝑏𝑢𝑙𝑘
𝑥

 (4.1) 

where 𝐸(𝑚) is the calculated total energy of configuration 𝑚, and 𝐸(𝑥)𝑏𝑢𝑙𝑘 is the total energy of 

the common bulk phase of constituent 𝑥 multiplied by the its number of sites 𝑛𝑥. Note that for 

oxygen, we consider the total energy of an oxygen dimer in the calculation. A more negative for-

mation enthalpy indicates greater relative stability. Figure 4.4 shows that calculated formation 

 

Figure 4.3. Relaxed BiSbWO6 unit cells. Oxygen sites are not shown. Sb is shown in green. WO6 octahedra are shown 

to highlight variations in octahedral tilt in the presence of Sb 5s lone-pair electrons. 
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enthalpies for the six configurations lie within a narrow ~30 meV window, on the order of 𝑘𝐵𝑇 at 

room temperature. Hence, during synthesis, BiSbWO6 may form as an ensemble of many possible 

configurations resulting in a homogeneous distribution of Sb and W. This suggestion merits an 

examination of configurational entropy in the system. An approximation of configurational en-

tropic contributions to the overall stability of a compound in the presence of substitutional impu-

rities can be obtained from171  

𝑆 =  −𝑘𝐵 ∑𝑥𝑖 log(𝑥𝑖)

𝑁

𝑖=1

 (4.2) 

where 𝑁 is the number of sites available for substitution – taking limiting factors into account such 

as the oxidation states of the relevant species and charge neutrality – 𝑥𝑖 is the relative composition 

of species 𝑖, and 𝑘𝐵 is Boltzmann’s constant. The maximum entropy occurs at equal compositions. 

For 𝑥𝐵𝑖 = 𝑥𝑆𝑏, configurational entropy lowers energies by ~8 meV at 300 K, which is not signifi-

cant enough to shift the relative stability band of Bi2-xSbxWO6 beyond its extreme configurations 

(x = 0, 2). 

 Although Bi and Sb both have the same formal oxidation state of 3+ in this system, Bader 

partial charge analysis87,111–114 gives a lower effective charge for Sb compared to Bi (fig. 4.5), 

which agrees with their relative electronegativities. Despite the small differences in formation 

 

Figure 4.4. Calculated formation enthalpies. Configurational entropy (TS) is added for BiSbWO6 via eq. 2. 

Formation enthalpies for BiSbWO6 lie within a narrow ~30 meV band marked by solid lines. 
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enthalpies, comparing Figures 4.4 and 4.5 suggests they may be correlated with the partial charge 

of Sb, as both follow a similar trend across the six selected configurations of BiSbWO6. We attrib-

ute this to the degree to which Sb 5s – O 2p orbitals overlap. The closer proximity of Sb 5s and O 

2p energy levels131 provides a path for stabilizing the given configuration through orbital hybridi-

zation. Increased proximity of Sb and O sites leads to greater orbital overlap and consequently a 

more stable system. In Figure 4.6, we measure Sb cationic shifts in BiSbWO6 via Baur distortion 

indices172 and Sb-O bond lengths. Distortion indices mirror formation enthalpies across all 

 
Figure 4.5. Partial charge of post-transition sites calculated by subtracting average Bader charges from the number of 

valence electrons per element. Sb partial charge follows the same trend as formation entahlpies in the six selected 

BiSbWO6 configurations (fig. 4.4). W and O exhibit constant partial charges of 2.87 and -1.11, respectively. 

 

Figure 4.6. Baur distortion indices (D) and selected bond lengths for a represantative Sb polyhedron across the six 

BiSbWO6 configurations. Higher distortion reflects a larger Sb cationic shift towards one end of the polyhedron.  
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configurations. We note that Sb 4 – the most stable configuration – exhibits the highest distortion, 

indicating the largest Sb cationic shift resulting in the shortest Sb-O bonds. Similar reasoning ex-

plains the poor stability of the Sb 6 configuration. The electronic structure of Sb 4 is given in 

Figure 4.7. Bi 6s – O 2p bonding states retain their spherical distribution in the mixed lone-pair 

environment. Sb 5s – O 2p bonding states, on the other hand, are asymmetric, with delocalized 

charge shifting towards the nearest O sites. The magnitude of the Sb 5s – O 2p antibonding charge 

density is significantly larger and takes over the VBM with near double the density of states (inset). 

This results in a narrower, though now indirect band gap (1.98 eV). The stronger Sb 5s – O 2p 

interaction also reduces the hole effective mass to 3.1 m0
 (X-S). W 5d – O 2p states retain their 

 

Figure 4.7. Band structure and density of states (right) for the Sb 4 configuration of BiSbWO6. Band decomposed 

charge densities (left) show the contrast between the spherically symmetric Bi 6s – O 2p and asymmetric Sb 5s – 

O 2p bonding (B) states. A significantly larger antibonding (AB) density is projected away from Sb sites and 

contributes more states near the valence band maximum (inset).  
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high dispersion, with an electron effective mass of 0.8 m0 (Γ-X). Overall, Sb-in-Bi substitution 

improves carrier mobility. 

  To compare BiSbWO6 band edge positions on an equal footing, we align the bands by 

referencing VBM/CBM levels to the deep O 1s core level. This reference state was averaged over 

all O sites and across all Bi2-xSbxWO6 configurations. The results are shown in Figure 4.8. The 

water redox potentials are shown with respect to an empirically derived CBM level for Bi2WO6
145. 

In all cases, Sb 5s – O 2p antibonding states upshift the valence band with respect to the pristine 

cell. We note that the largest upshift (0.57 eV) leaves the VBM well below the water oxidation 

potential. More interestingly, conduction band upshifts are also observed across the board and 

follow a similar trend of the distortion indices. This suggests that local structural distortions about 

Sb sites do exert an influence on the nearby WO6 layers and indirectly affect the conduction band 

energy. The largest upshift among the BiSbWO6 configurations is seen in Sb 2 (0.14 eV). We note 

that in the Sb 2 configuration, one WO6 layer is sandwiched between Sb2O2 layers (fig. 4.3), which 

 

Figure 4.8. Aligned valence (blue) and conduction (green) band energies for the Sb/Bi end member compounds and 

six alloy models (alloy symbols Sb i are defined in Figure 4.3) . A globally averaged O 1s core state is used as a 

reference. The Bi2WO6 conduction band is set to 0 eV. The water redox potentials are shown in dashed lines and are 

positioned with respect to the empirically derived conduction band edge of Bi2WO6 (see text for reference). 
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appears to decrease octahedral tilting in the WO6 layer. This configuration is effectively doubled 

in the Sb-rich Sb2WO6 case, where the CBM upshift is 0.31 eV. We showed in Figure 4.1(c) that 

WO6 octahedral tilting occurs in the presence of lone-pair antibonding densities. We investigate 

this further by comparing the charge densities of Bi2WO6, Sb 2, and Sb2WO6 antibonding states 

(fig. 4.9). Sb 5s – O 2p antibonding densities align more strongly along the z-axis and interact with 

O sites at the nearest corners of WO6 octahedra, which consequently reduces their tilt. This Sb-O-

W interaction can be seen in the DOS of Sb 4 (fig. 4.7), where Sb 5s – O 2p and W 5d – O 2p 

bonding states overlap at the bottom edge of the valence band. We later show that this overlap is 

directly proportional to the CBM upshift. 

To better understand how WO6 octahedral tilting affects the band structure, we manually 

tilt a single layer of WO6 octahedra in monoclinic WO3. The binary oxide is chosen for its similar 

W-O environment and the absence of s2 lone-pair cations. In Figure 4.10, we compare the band 

 

Figure 4.9. Band decomposed charge densities showing the dependency of WO6 octahedral tilt on the magnitude of 

neighboring ns – O 2p antibonding densities. Sb 2 refers to the mixed Sb/Bi model shown in Figure 4.3. 
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structure of three WO3 unit cells. The fully relaxed unit cell represents the control case. In the other 

two cells, we manually twist WO6 octahedra in a single layer, keeping the opposite layer in the 

relaxed geometry. In the band structure, we mark three bands of interest. The W 5d – O 2p anti-

bonding state is shown in green. The bonding state of the frozen (distorted) layer is in blue (or-

ange). Reducing the applied distortion back towards the relaxed geometry – from Figure 4.10(a) 

to Figure 4.10(c) – causes a downshift of the distorted bonding state. Its antibonding counterpart 

 

Figure 4.10. Band structures and band decomposed charge densities for monoclinic WO3 with manually applied tilting 

resulting in (a) 145° and (b) 157° W-O-W angles. The relaxed unit cell (c) exhibits a W-O-W angle of 172° and is 

used for control. Charge densities are projected onto the bonding states at the bottom of the valence band. The W 5d 

– O 2p bonding state for the distorted (fixed) layer is shown in orange (blue). The corresponding antibonding state is 

in green. 
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at the CBM near the Γ-point gradually upshifts and becomes degenerate with that of the frozen 

layer. We attribute this to bonding-antibonding splitting due to increasing W 5d – O 2p hybridiza-

tion. This is apparent both in band decomposed charge densities, as well as in average W-O bond 

lengths, with 2.006 Å at the highest distortion and 1.945 Å in the relaxed cell. Hence, reduced 

tilting of WO6 octahedra with respect to one another results in shorter W-O bond lengths and 

increased W 5d – O 2p hybridization. This in turn raises the conduction band. 

We now apply the same reasoning to the relaxed models of Bi2WO6, Sb 2, and Sb2WO6. 

In Figure 4.11, we project the charge density of each unit cell onto the bonding state of its lower 

WO6 layer. We first note that in Bi2-xSbxWO6, the natural driving force behind the twisting of WO6 

octahedra is the apparent onset of hybridization about the W-O-Sb bonding network clearly miss-

ing in the Bi2WO6 charge density. This does appear to increase hybridization within the WO6 layer. 

However, unlike in monoclinic WO3, the average W-O bond lengths do not decrease monoton-

ically – 1.977 Å in Bi2WO6 (fig. 4.11a), 1.971 Å in Sb 2 (fig. 4.11b), and 1.984 Å in Sb2WO6 (fig. 

4.11c). Similarly, the hybridization about the W-O-W bonding network increases in Sb 2 but de-

creases slightly in Sb2WO6. To explain the position of their conduction bands, we point to the 

asymmetric alloying scheme of Sb 2. The WO6 layer surrounded by Sb has a W-O-W bond angle 

of 166°, greater than the 153° angle measured in Bi2WO6. However, the WO6 layer surrounded by 

Bi exhibits a 151° angle, as well as longer average W-O bond lengths (1.990 Å). Therefore, the 

stronger hybridization in the lower WO6 layer of Sb 2 does lead to a bonding-antibonding splitting 

of W 5d – O 2p states observed in Figure 4.11(b), but the lack of Sb 5s interactions in its upper 

WO6 layer leaves the corresponding bonding and antibonding states lagging behind. This reduces 

the overall magnitude of the CBM upshift. Though Sb2WO6 exhibits reduced hybridization in the 

lower WO6 layer – resulting in a lesser bonding-antibonding splitting – the identical splitting 
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occurring in its upper WO6 layer results in both conduction bands shifting upwards. The larger 

167° W-O-W in the lower WO6 layer of Sb2WO6 compared to the 151° in the upper WO6 layer of 

Sb 2 suggests that the degenerate CBM of the former is situated above the conduction band of the 

latter. This explains its higher CBM. 

The configuration of Sb 2, in which WO6 layers are sandwiched between single-post-tran-

sition-metal species, offers an interesting opportunity for facile heterojunction design as a natural 

extension of the pristine cell. Such crystal engineering could be used to enhance both light 

 

Figure 4.11. Band structures and band decomposed charge densities for (a) Bi2WO6, (b) Sb 2, and (c) Sb2WO6. Charge 

densities are projected onto the bonding state of the lower WO6 layer. The W 5d – O 2p bonding state for the top 

(bottom) WO6 layer is shown in orange (blue). The corresponding antibonding state is in green. 
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absorption and charge carrier separation, reducing non-radiative losses and improving photocata-

lytic efficiency. We find that the Sb 2 configuration is well-suited for forming a heterostructure, 

as its in-plane lattice parameters (a = 5.558 Å; b = 5.682 Å) are within 1% of Bi2WO6 (a = 5.563 

Å; b = 5.605 Å). Although it is not the most stable configuration (within the 30 meV group), it 

may be accessible through epitaxial growth. This is a valuable direction for further study. 

4.4. Conclusion 

 In studying the configurational space of BiSbWO6, we provided new insight into the be-

havior of lone-pair electrons in mixed post-transition metal oxides. We showed that the band gap 

and band edge positions of Bi2WO6 can be controlled by manipulating the chemical interactions 

of WO6 layers via Sb-in-Bi substitutions. We found that the higher stereochemical activity of Sb 

5s lone-pair electrons led to stronger Sb 5s – O 2p hybridization, which upshifted the VBM by up 

to 0.57 eV. We also showed that local structure distortions due to Sb 5s lone-pair antibonding 

densities reduced WO6 octahedral tilting. Increased W 5d – O 2p hybridization in response to the 

alignment of WO6 octahedra resulted in greater bonding-antibonding splitting. This was shown to 

upshift the conduction band edge of BiSbWO6 by up to 0.14 eV. In the case of Sb2WO6, reduced 

octahedral tilting led to a CBM upshift of 0.31 eV. Overall, BiSbWO6 band shifts resulted in nar-

rower band gaps with respect to Bi2WO6. 

The narrow stability range observed for the six studied BiSbWO6 configurations, with a 

contribution of 8 meV due to configurational entropy stabilization, suggests a possible mixture of 

phases during synthesis, which may result in an ensemble averaging of the electronic properties. 

We suggest one candidate for heterojunction formation due to its low lattice mismatch with 

Bi2WO6. These insights may be further extended and applied to mixed post-transition metal oxides 

more generally in pursuit of new efficient solar absorbing materials.  
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Chapter 5 

Anion Doping 

Introductory Comments 

The following article investigates the viability of anion doping as a mechanism for VBM 

upshift and delocalization. S-in-O substitution is carried out in the recently synthesized, theoreti-

cally predicted quaternary metal oxide CuBiW2O8 (CBTO) to improve its low hole mobility, as 

observed in the experimental study. It is found that, at 50% concentration, the presence of S 3p 

states significantly upshift the VBM, as well as lower the CBM, and reduce carrier effective masses 

at both band edges. Hence, anion doping/allotting is determined to improve the PEC properties of 

CBTO.  

The author of the present dissertation is responsible for the abstract, sections 5.1 and 5.2, 

the introduction of section 5.4, section 5.4.2, and section 5.5. 
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Abstract 

 Materials design for next generation solar cell technologies requires an efficient and cost-

effective research approach to supplement experimental efforts. Computational research offers a 

theoretical guide by applying cutting edge methodologies to the study of electronic structures of 

newly predicted materials. In this chapter, we present a brief discussion on oxides and sulfides, 

two promising material groups for photovoltaic applications, and conduct a density functional the-

ory (DFT) study of two sulfide systems: acanthite Cu2S, and S-doped triclinic CuBiW2O8. In Cu2S, 

we investigate the effects of various cation doping in Cu sites, namely Zn, Sn, Bi, Nb, and Ta, and 

contrast their electronic structures with that of a previously studied Ag-doped Cu2S system. A 

subsequent charge analysis provides a correlation between dopant charge states and detrimental 

mid-gap trap state concentrations. We then present our best dopant choice for Cu2S-based photo-

voltaic systems. Finally, for CuBiW2O8, a new experimentally-verified DFT-predicted quaternary 

oxide, the effects of S anion doping in O sites are studied and results indicate favorable photovol-

taic properties. This highlights the potential of S anion doping as a mechanism for engineering 

suitable band gaps for solar cell applications. 

5.1. Introduction 

 Highly efficient, yet cost-effective materials suitable for solar-to-electric energy conver-

sion applications remain both elusive and in great demand, as continued dependence on fossil fuel 

risks the health of both the environment and the global population173–175, and energy independence 

becomes a necessity beyond the economic aspect. Photovoltaic technology is well-established as 



74 
 
   

one of the most viable candidates for tackling future energy demands. However, the challenge of 

designing new materials that can meet the host of properties required for efficient solar power 

conversion is a formidable one. Extensive research has been conducted over the decades in this 

pursuit, and though advances have been made, photovoltaic technology contributes less than 5% 

of the electric grid176. In part, this is due to the balance required between high efficiency and cost-

effectiveness. New materials must be stable and reliable, Earth-abundant, environmentally safe, 

and inexpensively scalable to meet global demands. To achieve  the cost requirement, device effi-

ciencies must be improved beyond the current state. Commercially available Si-based solar cells, 

for example, range from 18-22% power conversion efficiency177. Devices that surpass this effi-

ciency tend to rely either on novel designs178,179, rare components, isolated conditions, or all of the 

above, and exist outside of any commercial markets. Other designs utilize inexpensive and abun-

dant components but suffer from efficiencies too low for global scalability. Hence, additional re-

search must be conducted to obtain a better understanding of material properties in hopes of in-

creasing the utilization of solar energy. 

 Traditionally, scientific breakthroughs in material science and engineering has been 

achieved primarily through experimental efforts. However, as computational resources became 

increasingly available, a significant theoretical effort has pushed for deeper investigations of the 

physical and chemical inner workings of materials180,181. Today, computational studies are a com-

mon and often essential component of new materials research. They offer a cost-effective and 

efficient method for large scale materials design and study and have produced countless new ma-

terials, as evident in crystallographic databases such as the Inorganic Crystal Structure Database 

(ICSD), or the Materials Project121. In the following sections, we briefly discuss the history of 

oxides and sulfides, two promising material groups at the frontier of photovoltaic materials 
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research. We highlight the inherent difficulties and challenges of metal oxides in solar energy 

conversion applications and introduce sulfides as a promising alternative. Lastly, we present a 

computational investigation of the electronic properties of Cu2S, a pure metal sulfide, and a study 

of the effects of S-doping in CuBiW2O8, a recently discovered novel quaternary oxide. 

5.2. Metal Oxides 

 Many aspects of PV devices incorporate metal oxide compounds, from transparent con-

ductive layers, to transport barrier layers and photoactive light-harvesting layers. Oxides have been 

utilized in solar cells as insulators, semiconductors, and conductors due to their large range of 

conductivities182. They are non-toxic and abundant in nature due to their ability to form stable 

chemical bonds with most elements183. Many structural flavors of oxides exist including non-crys-

talline amorphous forms. This overall flexibility is highlighted in the emerging all-oxide solar cell 

field15. Of the various oxide materials, transition metal oxides are especially suited for PV appli-

cations. Their partially filled d-orbital character yields properties both unique and complex. Many 

binary transition metal oxides exhibit band gap energies larger than that of silicon (1.12 eV) and 

have thus been considered for transparent conducting layers (TCO)184–186. However, the require-

ment of both a wide gap and high conductivity is often at odds due to the band gap property. 

 For this reason, much research has gone into the effects of dopants on the properties of 

transition metal oxides in attempt to tailor suitable band gaps. Most doped oxides in solar cells are 

n-type materials, especially for TCOs187, due to intrinsic oxygen vacancies, and exhibit high elec-

tron mobilities due to strong metal-oxygen orbital overlap188. In contrast, highly electronegative O 

2p states mixed with localized 3d states at oxide valence band maxima (VBM) hinders shallow 

acceptor states required for p-type doping and tends to instead result in large hole effective 

masses189–191. In some cases, such as Cu2O, this challenge is resolved due to the proximity of Cu 
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3d and O 2p energy levels and intrinsic Cu1+ vacancies. Additionally, the ns2 electronic configu-

ration, e.g. Bi3+, has shown the presence of anti-bonding states at the VBM, which, through hy-

bridization with O 2p states, can lead to reduced effective masses and higher hole mobilities192. 

This is analogous to the chemical modulation technique193 of O 2p – Cu 3d  VBM hybridization, 

which has yielded dispersive valence bands in Cu(I) ternary oxides. The technique has since been 

extended to the chalcogen group, as Cu 3d orbitals hybridize better with S, Se, and Te p orbit-

als194,195. Cu2O has also been utilized as a light-absorbing layer due to its 1.4 – 2.2 eV band gap196 

resulting in power conversion efficiencies of ~8%197. According to the Shockley-Queisser detailed 

balance limit198, the band gap of Cu2O can, at best, reach a ~22% theoretical conversion efficiency. 

On the other hand, cuprous oxide (CuO) has a theoretical efficiency limit of ~31% owing to its 1.4 

eV band gap199. However, CuO has yielded poor efficiency thus far, which has been attributed to 

high defect concentration or interface recombination200,201. Some improvements to CuO efficien-

cies were found in the nanoscale, reaching an efficiency of 2.88%202. 

  To enhance the efficiencies of Cu-based oxides, we must pay careful attention to the chal-

lenges inherent in the oxide group. Oxides tend to be wide-gap semiconductors due to the high 

electronegativity of oxygen. Furthermore, 3d transition metal oxides suffer from greater localiza-

tion at the band edges which generally results in large carrier effective masses. Thus, a study of 

different anion species may be required. Several of these have been studied in the scope of solar 

fuel generation, including the nitride and sulfide groups, as well as Se (CIG(S,Se)) and Te (CdTe). 

Theoretically, the reduced electronegativity of these species with respect to oxygen is expected to 

upshift the VBM, thus providing a mechanism for band gap engineering. 
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5.3. Sulfides 

 Cu-chalcogenides are well-known energy harvesting materials, especially in photovoltaic 

applications. These materials are composed of Cu1+ cations and chalcogen anions such as S, Se, 

Te. Chalcogenides may also include other cations along with Cu from groups IIB, IIIA, IVA and 

VA. Such compounds include Cu(In,Ga)(S,Se)2 and Cu2ZnSn(S,Se)4, or CIG(S,Se) and 

CZT(S,Se), respectively, both regarded as prominent solar cell absorbers. Apart from these com-

plex multinary compounds, the binary Cu-chalcogenide Cu2S has also been found to be a promis-

ing solar absorber due to its suitable band gap of 1.2 eV.  Of these, a CIGS-based solar cell was 

found to be superior due to its high solar conversion efficiency of nearly 20%, which was first 

reported by NREL203. Several other materials have shown  similar efficiencies, including Si, GaAs, 

CdTe, and the perovskite group.  However, Ga, In, Cd and Te are relatively scarce and very ex-

pensive. And even though Si-based technologies are widespread around the globe, pure grade Si 

is not cost-effective, and thus unsuitable to meet the global solar energy demand. In contrast, 

CZTS- and Cu2S- based solar cells, with reported solar-to-light conversion efficiencies of 12.6%204 

and nearly 10%205, respectively, can be cost-effective alternatives in this respect due to the abun-

dance of Cu, Zn, and Sn in Earth’s crust, and their eco-friendly, non-toxic nature.  

 To meet future energy demands and replace fossil fuel with cost effective alternatives, thin 

film based solar cells are so far the best candidate since they require less material and provide a 

pathway to go beyond the established Si-based solar cell technology206,207. However, both CZTS 

and Cu2S suffer from some intrinsic drawbacks which require careful attention and proper study 

to develop the necessary solutions. Defect-free synthesis of CZTS is rather challenging. Due to the 

similar ionic radii and tetrahedral coordination of Cu and Zn, the cations may swap their lattice 

sites with relative ease. In addition, annealing multinary compounds at high temperatures during 
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synthesis results in defects to the crystal and electronic structures, which would eventually impact 

device activity208. In an earlier study, we have shown by thermodynamic consideration, that defects 

would destabilize single phase stability of CZTS45. Although Ba-substitution in Zn sites, leading 

to the chalcogenide family BaCu2SnSexS4−x (BCT(S,Se)), provides a mechanism for controlling 

the coordination environment, the resulting conversion efficiency is well below expectation209. As 

a counterpart to multinary complex chalcogens, Cu2S itself suffers from intrinsic p-type defects 

due to spontaneous Cu vacancy formations in the crystal. Hence, the performance of Cu2S-based 

thin-film solar cells degrades in air over time. Careful crystal stability and electronic structure 

studies, along with possible doping effects on this material, may shine light on the prospect of its 

photovoltaic use in the near future. 

5.4. Case Studies 

 The density functional theory (DFT) methodology shifts the quantity of interest in elec-

tronic calculations from the wavefunction, a multidimensional complex vector quantity, to the 3-

dimentional electronic density scalar. It establishes a one-to-one correlation between the two quan-

tities, and defines an energy functional of the latter, which can then be variationally minimized 

under constraint leading to the ground state density of the system. With this quantity in hand, and 

via the one-to-one correlation with the wavefunction, all properties of the system are now obtain-

able. The mathematical rigor of the theory is encapsulated in the Hohenberg-Kohn theorems56. 

Applications of it involve iterative solutions of the so-called Kohn-Sham equations57, a set of one-

electron Schrödinger-like equations describing a fictitious non-interacting system that, by con-

struction, leads to the same ground state density as the real, interacting system of interest. The 

theory has seen tremendous growth over the past 50 years and has since become a staple in the 
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study of electronic structures of materials52,210–213. One of its many success is the reproducibility 

of experimental results214. 

 In the following subsections, we discuss results from two separate DFT studies of Cu(I) 

systems with a focus on photovoltaic properties. First, we address the properties of sulfides by 

studying the effects of doping on the relatively new acanthite phase of Cu2S. Then we present a 

study of the effects of S-doping on the novel CuBiW2O8 quaternary oxide, dubbed CBTO. In both 

studies, the generalized gradient approximation of Perdew-Burke-Ernzerhof (GGA-PBE)66,67 was 

used to model exchange-correlation effects. The Kohn-Sham equations were solved in plane wave 

form, as implements in the Vienna ab initio Simulation Package (VASP 5.4.4)103,104, under the 

pseudopotential frozen-core approximation of the projector augmented wave (PAW)84,102 method. 

Plane wave kinetic energy cutoff values of 520 eV and 600 eV were used for Cu2S and CBTO, 

respectively. Reasonable convergence criteria were used for ionic relaxations (≤ 0.01 eV/Å in ionic 

forces) and electronic densities (≤ 10-6 eV in total energy). Brillouin Zone (BZ) integrations were 

performed on a 7 × 3 × 3 Γ-centered k-point mesh for Cu2S, and a 7 × 7 × 7 Monkhorst-Pack83 

mesh for CBTO. A smaller 5 × 5 × 5 mesh was deemed sufficient for S-doped CBTO via conver-

gence testing. Due to the well-known underestimation of band gap energies by pure DFT calcula-

tions, further exacerbated in localized d-electron systems73,108,169, the Hubbard U parameter was 

applied (DFT+U) on Cu 3d to enhance on-site Coulomb interactions following the methodology 

of Dudarev77. An effective U value of 7 eV was used in the case of Cu2S, while a value of 6 eV 

was used for CBTO, both adopted from previous studies49,215. The different values are due to the 

unique chemical environments of the two systems. We note that the Bader charge analysis87,111–114 

conducted on doped Cu2S was derived from a pure GGA-DFT calculation. 
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5.4.1. Cu2S 

 Of the many experimentally known phases of Cu2S
216–220, only the monoclinic low chalco-

cite structure forms below 104 °C (fig. 5.1a).  Cu2S-based thin film solar cells have previously 

shown efficiencies near 10%205,221. However, the tendency to spontaneously form Cu vacancies in 

all phases, and the consequent excessive p-type doping in the crystal, makes Cu2S behave as a 

degenerate semiconductor222,223. Hence, the efficiency of Cu2S-based solar cells degrades over rel-

atively short time periods224,225.  Recently, a new phase of Cu2S known as acanthite226 (fig. 5.1b) 

was computationally derived from a materials database search and found to be thermodynamically 

more favorable than its naturally occurring counterpart (low chalcocite). Despite the new phase 

not showing any indication that its tendency for Cu vacancy formation is any less than that of low 

chalcocite, a theoretical study did show that Ag alloying in the acanthite phase can reduce this 

tendency, as well as control the diffusion of Cu ions inside the crystal structure215. The study also 

found that the electronic band gap of the acanthite phase may be increased with Ag alloying with-

out introducing any intermediate or defect states to its band structure. This suggests the potential 

for tailoring a suitable band gap for photovoltaic applications via Ag alloying in Cu2S. 

 

Figure 5.1. The crystal structures of (a) low chalcocite and (b) acanthite phases of Cu2S. The low chalcocite has 96 

Cu and 48 S atoms. The acanthite phase is presented as a 3 x 2 x 2 supercell for comparison. The unit cell of acanthite 

has 8 Cu and 4 S atoms.   
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Experimentally reported band gaps for CuxS (1 ≤ x ≤ 2) are all within 1.1-1.2 eV. A recent study 

of silver copper sulfides comprising both experimental and theoretical efforts demonstrated prom-

ising electronic structures for AgCuS (stromeyorite) and Ag3CuS2 (jalpaite), both suitable for high 

efficiency solar cells227. Hybrid density functional theory was implemented in band gap calcula-

tions yielding 1.27 eV and 1.05 eV, respectively for AgCuS and Ag3CuS2. Hence, Ag doping of 

Cu sites, or Ag alloying in the crystal structure, offer an opportunity to tune the band gap of CuxS-

based materials for photovoltaic applications.  

 It was also reported in a separate study that favorable growth of Cu2S thin-film interfaces 

with suitable metal oxide thin-films such as TiO2 and Al2O3 could help stabilize the intrinsic Cu 

vacancy formation and minimize the Cu diffusion in the system228. As an earth abundant, non-

toxic, and relatively cost-effective alternative, this material may provide the best outcomes com-

pared to other ternary and quaternary materials currently available. However, understanding the 

fundamental characteristics of the electronic structures of the different phases of CuxS and the 

effects of various doping schemes requires more attention. For example, it is known that the low 

chalcocite phase of Cu2S has a very complex crystal structure consisting of 96 Cu and 48 S atoms 

per unit cell. The Cu atoms are distributed in 24 symmetrically inequivalent sites within the crystal 

structure. This renders computational studies highly expensive and inefficient. On the other hand, 

the acanthite phase has only two inequivalent Cu sites. Hence, defect related studies in this phase 

are far easier and become computationally feasible. Our recent investigation229 shows that doping 

Cu sites in the acanthite phase reproduces the effects of doping on the low chalcocite phase. Thus, 

the simpler acanthite phase presents a computationally feasible alternative for defect related elec-

tronic structure studies. Furthermore, the established structural correspondence allows results to 

be extrapolated to the more complex low chalcocite phase. We next present band structures and 
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corresponding density of states for Ag, Zn, Sn, Bi, Nb, and Ta doping of Cu sites in the acanthite 

phase of Cu2S. 

 Results Show that Ag doping does not introduce any intermediate or defect mid-gap states, 

as was previously shown215. (fig. 5.2). The DOS plot shows that the compositions of both the 

valence band maximum (VBM) and the conduction band minimum (CBM) are similar to those 

found in pristine acanthite and low chalcocite phases (fig. 5.2). Added Ag 4d states are found deep 

in the valence band and do not contribute to the band edges. Under Zn doping, the Fermi level 

shifts up in energy, as the higher charge state of Zn with respect to Cu causes Zn 4s electrons to 

partially occupy the CBM. This adds extra charge carriers to the system, making it an n-type sem-

iconductor. For Sn doping, a defect related, or intermediate mid-gap state is observed about the 

Fermi level. The DOS plot shows that the band is primarily composed of Sn 5p and Cu 3d. This 

kind of band is known to affect the photo-absorption of the system. A similar effect occurs in Bi 

doping, where Bi 6p shows significant contributions to both band edges. These phenomena become 

more pronounced in Nb and Ta doping, which suggests that the higher the charge states of the 

dopant, the more defect bands it introduces to the system, causing the material to tend towards a 

metallic character. We note that these effects appear to be limited to the CBM, as the shape of the 

VBM is retained in all doping scenarios. A Bader charge analysis of Cu2S (table 5.1) shows that 

Ag and Cu have near identical charge states, while Sn is almost twice that value. It is now evident 

that the coordination of a dopant in the system correlating to its charge state will have a direct 

effect on the electronic structure of the system. Thus, due to the proximity of the charge states of 

Ag and Cu, we conclude that the defect-free band gap and favorable crystal structure of Ag-doped 

acanthite Cu2S makes it the best candidate to tailor for a suitable band gap and optical absorption.  
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Table 5.1. Calculated average Bader charge states of different species in doped Cu2S. 

Average Bader charge states 

Cu Ag Zn Sn Bi Nb Ta S 

+ 0.37 + 0.30 + 0.71 + 0.66 + 0.52 + 1.23 + 1.28 - 0.74 

Figure 5.2. GGA+U calculated band structures (top) and density of states plots (bottom) for Ag, Zn, Sn, Bi, Nb, and 

Ta doping (Separately) of a single Cu site, denoted as MCu, in 2 × 2 × 2 supercells (64 Cu and 32 S atoms) of Cu2S 

acanthite. The Fermi level is set to 0 eV. The density of states (DOS) is given in arbitrary unit. Ag plots are included 

for comparison. AgCu and ZnCu introduce no intermediate or defect mid-gap states. However, the CBM in ZnCu shifts 

to a lower energy and intercepts the Fermi level. For SnCu, an intermediate band is introduced at the Fermi level, 

which is composed of both occupied and unoccupied states. Meanwhile, BiCu occupies a band from the CBM and 

moves it below the Fermi level. For NbCu and TaCu, the system shows near-metallic characteristics. 
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5.4.2. CuBiW2O8:S 

 A recent computational materials prediction study by Sarker et al. suggested a triclinic 

ground-state structure for the quaternary Cu(I)-oxide CuBiW2O849, or CBTO, for potential pho-

tovoltaic application. For the DFT-predicted structure, an indirect band gap was calculated at 1.43 

eV, well suited for absorptions in the visible range. Calculated optical absorption spectra showed 

a slightly higher optical band gap of ~1.49 eV, which was attributed to O 2p – W 5d transitions 

with O 2p situated slightly below the VBM. This is because the Cu 3d (VBM) – W 5d (CBM) 

transitions are forbidden by quantum selection rules, and Bi 6p contributions at the CBM are rel-

atively small. Analysis of the band structure of CBTO found no mid-gap Cu 3d states, as compared 

to those found in CuWO4 thought to cause its high resistivity. Furthermore, dispersive bands were 

found at the CBM, indicating low electron effective mass and high mobility. However, the top of 

the valence band was quite flat, indicating less favorable hole mobilities. The ns2-md0 electronic 

configuration, exhibited by Bi-W-O systems, has been suggested as a mechanism for reducing hole 

effective masses via the introduction of dispersive anti-bonding s orbitals at the top of the va-

lence27,89. The contrary result in CBTO may then be due to occupied and highly localized Cu 3d 

states at the VBM, which are slightly higher in energy than Bi 6s states. 

 CBTO was previously synthesized over 27 years ago230, though no data regarding its opti-

cal and electronic properties was provided in the report. However, a recent collaborative study50 

of the quaternary compound successfully yielded the predicted triclinic structure via solid state 

synthesis methods performed in a Cu-rich environment. Moreover, the study provided the first 

measurements of the optical, electrical, and photoelectrical properties of CBTO. Light absorption 

measurements yielded an indirect band gap of 1.46 eV, as compared to the 1.43 eV gap produced 

from photoluminescence spectroscopy – both in excellent agreement with the theoretical value. 
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Hall effect measurements determined CBTO to be a p-type semiconductor, as expected for 

Cu(I)-oxides, with hole majority carrier mobility of 0.32 cm2V-1s-1 and carrier lifetime of 2.12 ns. 

The diffusion length was calculated at ~42 nm, a value comparable to that of BiVO4
231, an ns2-md0 

material well known for its good light absorption and transport properties. 

 To improve hole carrier mobility, as well as the band gap energy, we look towards S-doping 

in CBTO. These improved outcomes are expected from the lower electronegativity and ionization 

potential of sulfur with respect to oxygen. Thus, as a dopant, S is expected to upshift the VBM and 

narrow the band gap. Additionally, due to the proximity of their energy states, S 3p is expected to 

hybridize with Cu 3d at the VBM. Therefore, the localized Cu 3d character of the VBM should 

give way in part to the more dispersive S 3p states, consequently reducing hole effective mass. 

The electronic properties of CBTO:S are investigated within the framework of DFT under similar 

conditions considered in the original CBTO study, as outlined earlier. However, since the publi-

cation of the original computational work, a lower ground state structure of CBTO was derived 

from CuBi2O4
232–234. Calculated XRD peaks for the new triclinic structure were found to be a better 

match with the experimental diffraction patterns. For this reason, the new CuBi2O4-derived CBTO 

structure was used in the current study (fig. 5.3). 

 The affinity of S to Cu becomes apparent at the single S-in-O site doping level, with S 

pulling Cu towards it, hybridizing its 3p orbitals with Cu 3d states at the VBM. This is due to the 

proximity of Cu 3d and S 3p electron energies, as mentioned above. Moreover, as S distorts the Bi 

octahedron, the now closer Cu 4s orbitals hybridize with Bi 6p and significantly decrease in density 

at the VBM. The linear O-Cu-O bond found in the pristine cell bends towards angles reminiscent 

of the S-Cu-S network of the low chalcocite Cu2S phase, which leads to sharper, more localized  
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Figure 5.3. Unit cells, band structures, and density of states plots for pristine CBTO (top), single S-in-O doped CBTO (center), 

and 50% S-doped CBTO (bottom). Symmetry points were obtained from AFLOW110. Densities are plotted in arbitrary units. 

Pristine CBTO contains 1 Cu, 1 Bi, 2 W, and 8 O atoms. Doping was applied to the unit cell to model high S concentrations. 

Band gap energy decreases from 1.618 eV (pristine) to 0.766 eV (50% doping) due to increasing interactions along the Cu-S-W 

network. S 3p hybridization at both VBM and CBM reduces effective masses of both charge carriers. 
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Cu 3d and W 5d densities. The top of the valence flattens, with a calculated hole effective mass of 

7.19 m0, as compared to 2.16 m0 in pristine CBTO. Electron effective mass increases slightly from 

0.68 m0 to 0.87 m0. The band gap is reduced to 1.534 eV, compared to the 1.618 eV calculated for 

the new CBTO structure. The narrowing of the gap is not due to an increase in the VBM, as ex-

pected, but rather a decrease of both band edges. This may be due to asymmetric distortions caused 

by the 1:3 ratio of S-to-O coordination about Cu atoms. The gap remains direct about the high 

symmetry Z point. The CBM character exhibits similar localization, with a slight increase in  

Cu 4s and Bi 6s contributions, though far less than the primary contributions from empty Bi 6p, O 

2p, and W 5d states. 

 The localization effect is not limited to Cu and W orbitals and is observed throughout the 

electronic landscape.  This effect intensifies with additional S-doping as the cell is transitioned to 

a 50/50 S-in-O doping level, where the lowest energy configuration is obtained with Cu fully 

bonded to the 4 S sites (fig. 3). More pronounced effects are observed at this level of doping. All 

cation-cation distances are increased as the larger S pushes atoms away from previously O-occu-

pied sites. This is true for all but neighboring Cu and W atoms, where the distance decreases 

with respect to the pristine structure. This is caused by the increased attraction of the Cu-S envi-

ronment. With the now fully coordinated CuS4 cluster, the Cu-S-W network becomes the primary 

photoactive site. This is highlighted in the density of states, in which, as expected, the VBM sees 

a primary S 3p contribution over that of Cu 3d. At the conduction band, Bi 6p and O 2p hybridize 

more strongly than at the single S-doping level. More importantly, as the S 3p density of states 

increases about the Cu-S-W network, the W-S bond length decreases by ~0.2 Å leading to greater 

W 5d – S 3p hybridization at the CBM. As a result, the CBM detaches from the rest of the con-

duction band and shifts down below 1 eV, reducing the band gap to 0.766 eV. Here, the narrow 
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gap is indeed caused by a VBM upshift of 0.461 eV, as expected, in addition to a CBM downshift 

of 0.391 eV. Despite the increased localization, both electron and hole effective masses are reduced 

with respect to the pristine cell, with 1.99 m0 for holes and 0.43 m0 for electrons, suggesting an 

overall increase in carrier mobility for CBTO:S4. Hence, S-anion-doping in CBTO may lead to 

improved electronic properties suitable for photovoltaic applications. 

5.5. Summary & Conclusions  

 In this chapter, we have outlined the benefits and effectiveness of computational studies 

applied to new materials research for photovoltaic applications. An overview of oxides was pro-

vided including the success of the material group, as well as some of the remaining difficulties it 

faces. As a viable alternative, sulfur-based solar absorbers were discussed in detail, with emphasis 

on their potential for suitable photovoltaic material properties. Two case studies were presented, 

discussing first the electronic properties of the pure sulfide compound Cu2S, and second, the ef-

fects of S-doping in the novel quaternary oxide CBTO. In Cu2S, we showed that Zn doping leads 

to partial occupation of conduction band minima by 4s electrons, increasing charge carrier con-

centrations resulting in a n-type material, while the remaining dopants introduce intermediate de-

fect states leading to metal-like characteristics. A correlation between dopant charge states and 

mid-gap defect state concentrations was suggested, with lower charge state dopants deemed favor-

able for photovoltaic applications. By comparing these results to Ag, which has previously been 

shown to minimize intrinsic Cu vacancies and diffusion, as well as increase the band gap without 

introducing detrimental mid-gap trap states, we conclude that Ag alloying is the best candidate for 

band gap engineering in Cu2S systems. For S-doped CBTO, S-in-O anion doping was shown to 

cause distortions in the pristine unit cell forming a photoactive Cu-S-W network through S 2p – 

Cu 3d and S 2p – W 5d hybridizations at the VBM and CBM, respectively. These interactions lead 
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to widespread localization of electron densities in the material. Despite the localization, S 3p hy-

bridizations reduce overall charge carrier effective masses and narrow the band gap below 1 eV. 

This suggests that anion doping may provide an additional mechanism for tailoring suitable pho-

tovoltaic material properties. 

 

Acknowledgements 

 All computations were performed on Texas Advanced Computing Center (TACC) servers. 

We acknowledge Dr. Pranab Sarker for the discovery of the new triclinic ground state of CBTO. 

This work was partially funded by NSF grant # 1609811. 

  



90 
 
   

Chapter 6 

Surface Analysis 

Introductory Comments 

As mentioned in chapter 5, low hole mobility was measured in CuBiW2O8 (CBTO). This 

was attributed to the presence of Bi2WO6 impurities on the surface of CBTO. Subsequent theoret-

ical calculations carried by the author of the present dissertation determined that the persistence of 

the impurity is a thermodynamic artifact and not related to the particular experimental setup. Ad-

ditionally, theoretical calculations of the band offset between CBTO and Bi2WO6 suggest that the 

latter may act as an electron trap and recombination site. To better understand the effects of 

Bi2WO6 on the electronic properties of CBTO, a more thorough study of their interface is war-

ranted. The following manuscript provides the preliminary surface analysis of CBTO stoichio-

metric surfaces required to develop such an interface. The study also offers a guideline for obtain-

ing accurate surface energies computationally when investigating complex oxide surfaces.  

 The theoretical contributions of the author of the present dissertation to the manuscript 

addressing the experimental synthesis of CBTO is not included in the present dissertation. The full 

author list of that manuscript is added here as a footnote1. 
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Low-Index Stoichiometric Surfaces of CuBiW2O8 

E. Bainglass and M. N. Huda 

Department of Physics, The University of Texas at Arlington, Arlington, TX 76019, USA 

Abstract 

CuBiW2O8 (CBTO), a theoretically predicted, recently synthesized novel quaternary metal 

oxide, has been identified as a promising solar light absorber. In the present paper, the surface 

properties of CBTO are studied to further examine the applicability of the material for solar energy 

applications. Surface studies via the first principles methods for quaternary oxides are rare in the 

literature. A systematic study to identify the stable surfaces and the origin of their stability is pre-

sented here. First, the emergence of the electronic properties from the interplay of the cations is 

explored within bulk CBTO. The calculated XRD is used to label the surfaces on the experimental 

XRD plot. Upon identifications of dominant low index stoichiometric surfaces, their surface bond 

strengths, cleaving energies, and surface energies are calculated via the slab model within periodic 

boundary conditions. To calculate the surface energy for the quaternary oxide, CBTO, we first 

reviewed the existing methodologies and then proposed a modified linear fit method by defining 

the lower and upper bounds of the slab thickness used in the linear fit model. Surface energies 

were then used to predict the equilibrium crystal shape via Wulff construction. 

6.1. Introduction 

 Quaternary oxides offer wide range of tunability of their electronic properties due to their 

large chemical composition space. Recently there have been efforts to predict and synthesize 

multi-cation oxides possessing electronic properties for desired applications. One such novel qua-

ternary oxide, CuBiW2O8 (CBTO) identified as a promising solar absorber, has been theoretically 

predicted49, and then recently been synthesized for the first time by Zhou et al. using a tailored Cu-
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rich solid-state synthesis method50. Light absorption measurements and the photoluminescence 

spectrum both show a direct band gap of 1.92 – 1.97 eV. Hall Effect measurements find holes as 

the majority carrier, where the p-type conductivity was explained by the spontaneous formation of 

Cu-vacancies, a known tendency of Cu1+ p-type semiconductors235–237. One of the challenges iden-

tified for CBTO as a solar absorber was its relatively lower Hall mobility of 0.32 cm2V-1s-1. The 

low mobility of CBTO is explained as a result of defect-associated trap states both in bulk and at 

the surfaces. In addition, the carrier diffusion length of CBTO was found to be shorter than its 

optical absorption depth; so to extract the charge carriers efficiently from CBTO, an approach 

would be to make it a thin film absorber. In thin-films, surface properties of CBTO will play a 

dominant role. In addition, a heterojunction of p-type CBTO with an n-type material would also 

facilitate the carrier extractions. For optimal charge injection through these p-n junction interfaces, 

the band offset between the interfacing materials need to be matched in the desired manner. In 

general, band offsets depend on the electrostatic potentials on either side of the interface, which 

are sensitive to the specific termination of each material at the interfacial surface. From a theoret-

ical and practical perspective, a low degree of lattice mismatch between the interface components 

is desired to avoid excessive surface strain. Thus, to study an interface involving CBTO would 

first require a good understanding of its surface properties, for all possible stable and cleavable 

surfaces.  

 All points to the fact that the surface properties of CBTO need to be studied, which has not 

been done thus far. Surface studies via first principle methods for quaternary oxides are rare in 

literature due to the modeling related complexity of the low index stoichiometric surface construc-

tions and their stability estimations. Estimating the stability of surfaces requires the calculations 

of surface energies of all possible stable surfaces. Computationally, with the periodic slab model, 
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the surfaces’ properties and their stability calculations for metal-oxides can be very expensive, 

especially surface energy calculations pose a big challenge for the complex quaternary oxides.  

 In the present work, we investigated a large set of CBTO stoichiometric surfaces and dis-

cussed their relative stabilities, atomic structures, and electronic properties. To perform a system-

atic study, first, the emergence of the electronic properties from the interplay of the cations octa-

hedra was explored in the bulk CBTO. The structural results thus obtained were then used to de-

velop a labeled theoretical XRD diffraction pattern and predict the crystalline shape of CBTO 

bounded by the stable surfaces. Both are compared against the recent experimental results. To 

calculate the surface energies for the surfaces of the quaternary oxide, CBTO, we first reviewed 

the existing methodologies from literature, discussed their limitations when applied to complex 

oxides and then proposed a modified strategy. A systematic and thorough study has been per-

formed to understand the trend of surface energies among the several stable stoichiometric sur-

faces. The quaternary nature of the metal-oxide, CBTO, offered multiple layers of complications 

arising from the specific nature of surface terminations. The propensity to compensate the unsatu-

rated charges of the ions on the surface drives the stability competitions among the surfaces. 

Hence, the number of broken metal-oxygen bonds at the terminated surface plays an important 

role not only to the stability of the surface, but also to the electronic signature of the surfaces. From 

the electronic structure of the surfaces, justifications for the most stable surfaces were also pro-

vided. 

6.2. Methodology 

6.2.1. Computational Details 

 Total energies are calculated using the plane wave formulation of density functional theory 

(DFT)56,57, as implemented in the Vienna ab initio Simulation Package (VASP 5.4.4)103,104. We 
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consider the following as valence electrons to start with: Cu {3d103p64s1}; Bi {6s25d106p3}; W 

{5p66s25d4}; O {2s22p4}. Core electrons are treated with the projected augmented wave (PAW) 

method84. The generalized gradient approximation formalism of Perdew, Burke, and Ernzerhof 

(GGA-PBE)66,67 is used to account for exchange and correlation effects. A DFT+U approach is 

taken to better account for d-electron localization and correct for the known underestimation of 

band gap energies by GGA functionals. Following the original predictive work of Sarker et al.49, 

we apply an effective U of 6 eV as an on-site Coulomb correlation to Cu 3d orbitals. Bulk Brillouin 

zone integrations are performed on well-converged 3×3×k3 Monkhorst-Pack83 k-point grids (< 1 

meV) utilizing gaussian finite temperature smearing with 𝜎 (kBT) = 0.01. For slab calculations, k3 

is set to 1 to account for the broken symmetry at the surface. The tetrahedron smearing method 106 

is utilized for the density of states (DOS) calculations on finer 7×7×1 k-point grids. A plane wave 

cutoff of 600 eV is used in all calculations. Band structures are calculated along special symmetry 

k-points in the B1×B2 reciprocal lattice plane. Band decomposed charge density (BDCD) plots and 

charge density difference plots are drawn with an isosurface level of ± 0.035 Å-3. The Henkelman 

group implementation111–114 of Bader charge analysis87 is used to estimate site oxidation states.   

6.2.2. Surface Bonding Strength 

 We employ a measure of surface bond strength by considering the following: (i) shorter 

bond lengths tend to indicate stronger bonds; and (ii) surfaces with higher bond density are more 

resistant to cleaving. The bond strength per unit area, 𝑆, is then given by 

S =
1

A
∑( 

n

l
 )

i
i

 (6.1) 

where 𝑛 and 𝑙 are the number and length of the 𝑖𝑡ℎ unique bond cleaved, respectively; 𝐴 is the area 

of the slab used in our surface modeling. Though this does not account for the unique properties 
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of each element, it can provide a general trend for the work involved in cleaving a surface from 

bulk. 

6.2.3. Surface Energy 

 The standard definition for the surface energy 𝜎 of a material modeled as an 𝑁-layer semi-

infinite symmetric slab is given by 

σ = lim
N→∞

1

2
(Eslab

N − NEbulk) (6.2) 

where 𝐸𝑠𝑙𝑎𝑏
𝑁  is the total energy of the slab with 𝑁 layers, and 𝐸𝑏𝑢𝑙𝑘 the energy of the bulk materials 

normalized to single slab energy. The 1/2 term accounts for the two surfaces of the slab model. In 

modeling the surfaces with slabs and periodic boundary conditions, the vacuum thickness is chosen 

such that the two surfaces do not interact across the vacuum. Similarly, the slab thickness, a func-

tion of 𝑁, is chosen such that a central region of the slab may be defined as the “bulk” and consid-

ered to be negligibly affected by the broken periodic symmetry at the surface. Though not a re-

quirement, in the current work, we choose to work with odd 𝑁 slabs. Each slab is of 𝑁 = 2𝑀 + 1 

thickness, with 𝑀 being the number of layers on either side of a single “bulk” layer. 

When surface energies are obtained from eq. 6.2 using 𝐸𝑠𝑙𝑎𝑏
𝑁  for an unrelaxed slab, they 

are representative of cleaving energy, the energy necessary to separate the two surfaces from a 

continuous bulk. The assumption behind this definition is the fact that at the instant of cleaving, 

the atomic configurations of cleaved surfaces would be like that of the bulk. When surface energies 

are not explicitly referred to as cleaving energies, they are to be understood as obtained from eq. 

6.2 using 𝐸𝑠𝑙𝑎𝑏
𝑁  from a relaxed slab. In this definition, it is then understood that the surface energy 

of a given surface represents a sum of its respective cleaving energy and energy incurred in the 

process of relaxing the surface.  
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 In calculating surface energy, during surface relaxation, the central “bulk” layer is kept 

frozen. A vacuum of 20 Å is added to all slabs along the finite axis. Slab symmetry is required to 

avoid dipole moments across the slab238, as well as to maintain the validity of the second term in 

eq. 6.2. In complex systems, achieving symmetry is often a challenge. Though CBTO is centro-

symmetric and affords some ease in this matter, we do include a dipole correction term239,240 in the 

DFT Hamiltonian for all surfaces to reduce any modeling-related dipole moments. 

 It is known that 𝜎 tends to diverge with increasing 𝑁 if 𝐸𝑏𝑢𝑙𝑘 is obtained from a separate 

bulk calculation241. Several methods have been developed to overcome this problem. Of these, the 

most often used is the linear fit method of Fiorentini and Methfessel242. Here, eq. 6.2 is first rear-

ranged as follows 

Eslab
N = lim

N→∞
(2σ + NEbulk) (6.3) 

and understood to be exact in the infinite slab limit. Using this linear relation, one can extract 𝐸𝑏𝑢𝑙𝑘 

by plotting the total energies of slabs of increasing thickness, excluding the thinnest slabs, until 

convergence in 𝐸𝑏𝑢𝑙𝑘 is achieved. The divergence problem vanishes due to the use of a single 

model in obtaining both slab and bulk energies. The only uncertainty lies in the choice of the initial 

slab thickness considered in the linear fit. Of course, there is also a significant computational cost 

attributed to the need for multiple slab calculations of increasing thickness, and the value of 𝑁 

corresponding to sufficient thickness is, in general, not easily known in advance. For this reason, 

other methods have aimed at reducing the cost by limiting the number of necessary calculations. 

 Da Silva et al.243 argued that the origin of the divergence problem lies in inconsistencies in 

levels of accuracy in energy computations between the slab and bulk models. They showed that 

the problem could be avoided by using identically high levels of accuracy in both models. Though 

their results support the argument and are limited to a single calculation per model, the 



98 
 
   

computational cost associated with the use of large k-point grids can surpass the total cost of mul-

tiple lower-level slab calculations. This was addressed in a study by Sun and Ceder244, in which 

the authors argued that the inconsistencies between the two models arise primarily from an unequal 

sampling of the Brillouin zone. Specifically, the k-point grid in the surface plane on which the 

Kohn-Sham integrals are evaluated is unequally generated in the two models due to the unique 

geometry of surface planes. To overcome the inconsistency, they suggest obtaining 𝐸𝑏𝑢𝑙𝑘 from a 

transformed bulk model matching the lattice of the slab model in the plane parallel to the surface. 

An automatically generated grid would then yield the same k1×k2 grid in the basal plane as the slab 

model. Following this approach, they show that similar accuracies may be reached as in the linear 

fit model with far smaller grids and at reasonable cost.  

 Though enticing, we note that Sun and Ceder tested their method on metallic surfaces, as 

did Da Silva et al., likely for the availability of experimental data. This raises the question: how 

well do these methods handle simple oxide systems, let alone a quaternary metal oxide such as 

CBTO? To answer the question, we calculated 𝜎 for several CBTO surfaces obtaining 𝐸𝑏𝑢𝑙𝑘 from 

appropriately transformed unit cells. We found, in all cases, a total unit cell energy of -92.202 eV 

± 3 meV on well-converged k-point grids (3×3 in the basal plane). Using the linear fit approach, 

the same k-point grids yielded 𝐸𝑏𝑢𝑙𝑘 values are ranging from -92.206 eV to -92.210 eV. In the 

latter cases, using the transformed-bulk value resulted in significant 𝜎 divergence versus 𝑁, and a 

∆𝜎 of 0.032 J/m2. Hence, we suggest that until additional studies provide a bridge between simple 

and complex systems, the linear fit methodology be used in extracting 𝐸𝑏𝑢𝑙𝑘, as it avoids discon-

nected models in its calculations and has been tested on some non-elemental systems245,246. 

 As for its challenges regarding the computation costs, we offer this: if one considers the 

thickness threshold to be one of the criteria for reliable calculations of the surface energy, the 
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aforementioned reasoning for the choice of 𝑁 may provide us with a guiding principle. If a slab is 

said to be of sufficient thickness, we argue that atomic coordinates adjacent to the “bulk” region 

will vary minimally while the surface atoms relax. Hence, the threshold can be selected by moni-

toring lattice distortions in bulk-adjacent layers of a slab. We set the thickness threshold for the 

linear fit to 𝑁 such that the distortions of atoms from their site on the bulk adjacent layers of the 

slab (central layer) are reasonably negligible while relaxing the whole slab freely. We found this 

approach to quickly converge 𝐸𝑏𝑢𝑙𝑘 when layers exhibiting atomic displacements greater than 5 

pm were removed from the dataset. Furthermore, surface relaxation diminishes relatively quickly 

along the depth, often within 2-3 layers depending on the interplanar separation distance. Hence, 

we suggest that the initial 𝑁 in the set {𝑁} covers at least these many layers, allowed to relax, then 

used as an initial guess geometry for the slab of 𝑁 + 2 layers to reduce computational resources. 

The latter process is repeated until bulk-adjacent layers remain unaffected. These guidelines sup-

plement the work of Frankcombe and Løvvik247, in which the authors suggest a so-called “bottom” 

fit to the thickest slabs in a dataset as the most reliable means of calculating 𝜎. We provide here a 

more systematic approach for determining the extrema of the linear fit, avoiding both unreliably 

thin, and costly thick slabs. 

Figure 6.1 summarizes this discussion; the figure shows the surface energies calculated for 

(101) surface for CBTO with respect to the number of layers. Both the surface energies calculated 

with bulk energy taken from the conventional bulk unit cell and from modified bulk unit cell con-

sistent with the surface cell (Ceder’s approach), show a similar trend. These two methods predict 

a declining trend of surface energies as the number of layers increases. On the other hand, the 

linear fit method predicts consistent surface energies with increasing layer number. On the right 

y-axis of Figure 6.1 the average displacement of atoms’ in the layers adjacent to the bulk layer 
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(center layer) is plotted; the circular dots on the plot in Figure 6.1 represent the average displace-

ments. It is clear from the plot that starting from 7 layers, those displacements are less than 5 pm. 

In addition, there are essentially no average displacements starting from N =11 layers. So, we can 

use N = 7 to 13 layers for the linear fit model to calculate surface energy for (101) surface. In 

summary, we propose that with the aid of this plot, it is possible to limit number (i.e., to impose 

an upper and lower bound) of layers needed for the linear fit method to calculate surface energies.  

 

Figure 6.1. Surface energies (left axis) and average ion displacements on the “bulk” adjacent layer (right axis) 

are presented here with respect to the number of layers in the slab model for (101) surface of CBTO. The “bulk” 

layer refers to the layer at the center of the slab. 
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6.3. Results & Discussion 

6.3.1. Unit cell 

 The current lowest energy phase for CBTO is shown in Figure 6.2a. Calculated lattice pa-

rameters are a = 5.094 Å, b = 6.137 Å, and c = 6.249 Å (α = 109.5°, β = 91.8°, γ = 113.2°). Though 

experimental lattice parameters are not yet available, we can still compare our results to experiment 

by superimposing our calculated XRD spectra248 onto the XRD pattern obtained from Zhou et al. 

This is shown in Figure 6.2b with (ℎ𝑘𝑙) labels corresponding to stoichiometric (green) and non-

 

Figure 6.2. (a) CBTO unit cell polyhedral view (left) and O sites (right). Atoms are represented as follows: Cu – 

brown (two sites); Bi – pink (single polyhedron); W – dark grey (remaining polyhedra); O – maroon (smallest 

spheres). (b) Theoretical (dotted black) and experimental (solid purple) CBTO XRD pattern. Persistent Bi2WO6 

impurity phase peaks are also shown. Reflection plane labels for stoichiometric (green) and non-stoichiometric 

(red) surfaces are obtained from VESTA. 
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stoichiometric (red) reflection planes. Our results are in sufficient agreement with experiment to 

confirm the current CBTO crystal structure. The overall apparent leftward shift of our data from 

the experimental XRD pattern is a consequence of the well-known tendency of GGA functionals 

to overestimate lattice parameters127. Differences in relative peak intensity are to be expected due 

to the bulk nature of our calculation, as well as to potential mechanical stress rendered during 

synthesis. The latter may have resulted in higher defect concentrations along certain directions, 

which may hinder X-ray reflection.  

 The highly triclinic crystal structure (space group 𝑃1̅ #2) exhibits inversion symmetry 

about Cu and Bi sites. Additional inversion symmetries exist about the shared edges of W octahe-

dra. Four O sites are deemed symmetrically unique. We summarize CBTO bonding and charge 

characteristics with respect to these sites in Table 6.1. Bond lengths are in good agreement with 

previous experimental and computational values132,249–251. The larger variation in W-O bond 

lengths is a result of significant off-center displacement observed in W octahedra (fig. 6.3a). This 

is a known phenomenon in perovskite-like octahedra252,253, in which the system reduces its energy 

by decreasing nearest-cationic-neighbor repulsion while increasing cation-anion orbital hybridiza-

tion. The calculated 2.840e charge on W ions is countered by two O sites with a maximum com-

bined charge of -2.232. The leftover charge repels W ions towards the unshared  O4(8) – O7(3) 

Table 6.1. CBTO unit cell bond lengths (Å) and calculated Bader charges (e) with 

respect to the four unique O sites. Symmetric O sites are given in parentheses. 

Cation Bader charges are as follows: Cu (0.744); Bi (2.065); W (2.840).  

 Cu-O Bi-O W1-O* W2-O* Charge 

O1(5) - 2.386 2.119 1.999 -1.15 

O2(6) 1.878 - 1.878   2.274  -1.08 

O3(7) - 2.364 1.808 ** -1.01 

O4(8) - 2.404 ** 1.796 -1.00 

* Bonds for W1-O1/2 are identical for W2-O5/6 

** Identical W-(O) bond as neighboring W-O 
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edges to maximize their separation. In doing so, W 5d – O 2p orbital overlap and bond covalency 

increases along those edges (fig. 6.3c). This is also reflected in the calculated Bader charges for 

the O sites, with those sites involved in the increased hybridization exhibiting charges further away 

from the O-2 ionic limit. The lack of cation displacement in Bi octahedra (fig. 6.3b) is attributed to 

the lower electronegativity of Bi (2.02) compared to W (2.36), as well as to the known weak ste-

reochemical activity of its 6s lone-pair electrons131. The latter can be seen in its on-site localized 

electron density (fig. 6.3d). Hence, W is more likely to pursue covalent bonding with its local 

anions.  

 

Figure 6.3. (a) W octahedral off-center displacement toward O4(8) – O7(3) edges shown in vectors. (b) Bi cation 

remains in its octahedral centroid due to its lower electronegativity and the weak stereochemical activity of its 6s 

lone-pair electrons. In/out-of-plane tilting is shown vectorially for O3(7) sites. (c-d) charge density difference plots 

show increased W 5d – O 2p hybridization about the O4 – O7 edge, as compared to the symmetric charge distribu-

tion about Bi octahedral O sites. The weak stereochemical activity of Bi 6s lone-pair electrons is reflected in a 

central electron density about the Bi site. In contrast, the W cation exhibits a tail electron density indicative of sp3d2 

hybridization. 
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The effects of increased W 5d – O 2p hybridization can be seen in Figure 6.4, where we 

present the electronic band structure of CBTO by comparing two scenarios: (i) W ions in their 

relaxed, equilibrium distorted position, and (ii) W ions shifted to the centroid of their respective 

octahedra to create hypothetical symmetric W-O octahedra. In CBTO, where W is at the center of 

the octahedra, the valence band maximum shows a strong contribution from O 2p, as is common 

for metal oxides. The conduction band maximum (CBM) is primarily W 5d. Hence, as W shifts 

from the center towards the edge of its octahedron, an increased W 5d – O 2p bonding-antibonding 

split widens the band gap by ~0.7 eV. Further hybridization can be seen deep in the valence band, 

with W 5d – O 2s states becoming more localized. Overall, the downshifting of O states bound the 

system and lower its energy. 

 Though Bi remains undisturbed with respect to its centroid, Bi 6s – O 2p hybridization is 

affected by the redistribution of charge in response to W displacements. The spherically symmetric 

bonding state near -10 eV is slightly downshifted to about -10.5 eV (fig. 6.4, band structure on the 

left), while the antibonding counterpart near -2 eV becomes more pronounced (inset). Unoccupied 

Bi 6p states weakly hybridize with the W 5d – O 2p CBM. We recently studied the behavior of 

lone-pair electrons in Bi2-xSbxWO6 and found a strong connection between Bi/Sb lone pair stere-

ochemical activity and WO6 octahedral distortions, contributing directly to a bonding-antibonding 

splitting of W 5d – O 2p orbital energies, consequently shaping the conduction band edge posi-

tion254. The charge density analysis for CBTO further highlights the significant role of W in shap-

ing the electronic properties of its host materials. 

 As W displacements effectively pull O 2p down from the VBM, highly localized Cu 3d 

states become the primary contributor to the VBM. The strongly correlated 3d orbitals are expected  
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Figure 6.4. DOS plots and band structures for (left) CBTO fully relaxed unit cell and (right) CBTO relaxed unit cell with W cations shifted back to their 

respective octahedral centroids (all other atoms maintained in their relaxed coordinates). W 5d – O 2p hybridization as a consequence of increased W – O 

proximity is reflected in: (i) an O 2p peak away from the VBM; (ii) narrowing of the valence band – both in -20 to -15 eV and -8 to 0 eV regions – as a result 

of increased localization of O orbitals; (iii) a CBM upshift due to W 5d – O 2p bonding-antibonding splitting. (i) and (iii) lead to a ~0.7 eV widening of the 

band gap. In the process, highly localized Cu 3d states take over the VBM and decrease its band dispersion. At far left, several band decomposed charge density 

plots are shown to highlight W 5d – O 2p hybridization, Cu 3d localization, and Bi 6s lone-pair electronic signatures – a deep, spherically symmetric, localized 

bonding state, and a weak contribution near the top of the valence band (inset DOS).   
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to reduce hole mobility. Indeed, our calculated hole effective mass is 2.24 m0 within the pristine 

CBTO. In contrast, the W 5d – O 2p hybridized CBM, with additional contribution from Bi 6p, 

gives an electron effective mass of 0.69 m0. This suggests good photoexcited electron mobility in 

CBTO. The band gap is calculated at 1.57 eV. We note, however, that, in the present study, Cu 

vacancies were not explicitly considered. In the presence of Cu vacancies, the VBM shifts to the 

acceptor state about the Γ-point, resulting in a Γ-L indirect gap of 1.70 eV50. Optical transitions 

are slightly higher, as d-d transitions are forbidden, which explains the ~1.8 eV optical gap. The 

acceptor state has a minimum effective mass of 1.74 m0 along the Γ-X path. The CBM remains 

about the L symmetry point, with an increased electron effective mass of 1.10 m0. A discussion of 

surface effects on the electronic structure is reserved for section 6.3.4. 

6.3.2. Stoichiometric Surfaces 

 Due to the low-symmetry triclinic space group, we note that a large set of symmetrically 

unique surfaces is expected. To minimize the dataset, we follow the available XRD data. The 

highest computational XRD peak is assigned to the (1̅11) plane. All intensities greater than 10% 

of this peak have been labeled within the experimental range in Figure 6.2b. In the current study, 

we focus exclusively on the stoichiometric surfaces of CBTO, avoiding at the present time the 

added complexity of handling non-stoichiometric surfaces 255–258, particularly for this quaternary 

oxide. We do note that relatively strong experimental XRD peaks approximately assigned to the 

(01̅1) and (11̅2) non-stoichiometric surfaces may play an important role in CBTO morphologies 

and warrant further investigation, as these may occur from the mixed-phase of CBTO and Bi2WO6 

as well. Calculated surface energies (eqs. 6.2 and 6.3) and surface bond strength (S) (eq. 6.1) are 

shown in Figure 6.5. Exact values and additional surface details are given in Table 6.2. The re 
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Table 6.2. Surface details for selected CBTO stoichiometric surfaces. M (2N – 1) represents the vacuum-to-bulk 

separation in number of layers used in obtaining well-converged energies; d is the interplanar separation distance; 

A is the surface area; OT is the set of O sites terminated at the surface; Surface unrelaxed (cleaving) and relaxed 

energies (σ) are obtained from eqs. 6.2 and 6.3. ∆ represents their difference, or relaxation energy; S is the surface 

bonding strength estimated using eq. 6.1. 

     σ (J/m2)  

 M d (Å) A (Å2) OT unrel. rel. Δ S (Å-3) 

(01̅2) 5 3.068 59.935 11,22,4b 0.745 0.277 0.469 0.044 

(101) 5 3.310 50.232 11,3b 0.663 0.300 0.364 0.036 

(1̅11) 5 3.354 49.572 1b,21 1.517 0.392 1.125 0.038 

(12̅1) 5 2.930 58.118 12,2c,4b 1.052 0.398 0.654 0.050 

(21̅0) 5 2.546 70.529 12,21,3b 1.616 0.408 1.208 0.041 

(012) 9 2.203 79.080 1b,11,21,31 2.292 0.700 1.592 0.050 

(111̅) 6 3.010 56.731 22,3b,42 2.038 0.930 1.109 0.050 

b Bi-O; c Cu-O; 1 W1-O; 2 W2-O 

 

 

 

Figure 6.5. Unrelaxed (cleaving) and relaxed energies for stoichiometric CBTO surfaces obtained from eqs. 6.2 

and 6.3. Unrelaxed energies (green bars) extend to 0. Their visible portion represents energies associated with the 

relaxation process. Surface bonding strength estimates (S) calculating using eq. 6.1 are also given. S values follow 

an overall linear trend, though significant fluctuations are observed and differ from those seen in cleaving energies. 

This results from the current state of eq. 6.1 lacking the capture of specific chemical bonding properties. 
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quired number of surface layers M (N/2 – 1) to achieve well-converged surface energies closely 

follows interplanar separation distances d. This suggests a relatively constant range for surface 

electrostatics. The top three layers of the five lowest energy surfaces are shown in Figure 6.6 (top 

row), with respective site displacements of each atoms types and net charges given as functions of 

slab height (plots in the bottom row).  

 From a thermodynamic perspective, the (01̅2) and (101) surfaces are equally the most 

stable. This agrees with their relative peak intensities in the experimental XRD data (fig. 6.2). 

Their comparable cleaving energies (as defined in section 6.2.3) also suggest a similar surface 

termination. The two surfaces are cleaved along a similar set of O sites (OT). The terminated Bi-O 

bond in each surface is of different length but with like-charges (Table 6.1). The (01̅2) surface 

terminates an additional W2-O2 bond. However, both the length of the bond – the longest in W 

octahedra – and the larger (01̅2) surface area weaken its overall bond-strength, which explains the 

near-identical cleaving energies for the two surfaces. The slightly higher (01̅2) cleaving energy is 

reflected in its S value. The final lower relaxed surface energy of the (01̅2) surface is attributed to 

a redistribution of surface O sites resulting in a tightly bound W2 tetrahedron. As discussed in the 

previous section, shorter W-O bonds tend to lower the energy of O 2p states at the top of the 

valence band and stabilize the system. 

 A similar analysis can be applied to the two least stable surfaces. The (012) surface termi-

nates three W-O bonds and one Bi-O bond. Though the four bonds are spread over the largest 

surface area in the dataset, the relatively higher charge on the terminated O1 and O2 sites likely 

results in significant perturbations of the surface electrostatics leading to the highest unrelaxed 

energy in Figure 6.5. The (111̅) surface does break one less W-O bond, but its smaller surface 

area raises the density of dangling bonds. This explains the identical S values and comparable 
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unrelaxed energies of these surfaces. Furthermore, the (111̅) terminates the shortest W2-O4 bond, 

significantly diminishing the energy-lowering W 5d – O 2p hybridization. Surface O site redistri-

bution in both surfaces leads to 6-fold coordinated W octahedra with relatively longer bonds. In 

the case of the (111̅) surface, self-compensation of surface charge leads to Cu displacements of 

1.806 Å in the top layer. These effects yield the higher surface energies observed for the two sur-

faces. 

 A study by Zhao et al.259 of BiVO4 stoichiometric surfaces found that the most important 

factor in determining surface stability is surface dangling bond density. However, when consider-

ing the overall bond strength trend in our dataset, it is clear that the S, though explicitly accounts 

for bond densities, does not provide a complete picture. As mentioned in section 6.2.2, and based 

on the current results, it is evident that further refinement of eq. 6.1 should account for surface 

bond chemistry. For example, within its current definition, the approximation does not differenti-

ate between W-O and Cu-O bonds of similar length, an added layer of complexity due to quater-

nary oxide CBTO. Nevertheless, S values do exhibit a positive linear trend with increasing surface 

energies, which suggests that final relaxed energies may depend in part on initial bonding 

strengths. 

 To understand the fluctuations in cleaving energies with increasing (relaxed) surface ener-

gies, a closer examination of surface relaxations is warranted. Surface site displacements are low-

est in the two most stable surfaces, and surface energies increase with greater site displacement 

(fig. 6.6). The higher cleaving energy of the (1̅11) and (21̅0) surfaces is reflected in their larger 

W and O displacements. Cu displacements at the surface are more pronounced across the dataset, 

which we attribute to Cu1+ ions tending towards their more natural Cu2+ oxidation states; this is  
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Figure 6.6. (Top) top 3 layers of relaxed slab models. Additional Cu-O4 bond forms in all surfaces (brown triangles). Reduced coordination in W polyhedra 

results in increased W 5d – O 2p hybridization, which tends to stabilize the system. (Bottom) Site displacements (solid red line) and calculated Bader net 

charges (dotted line) as a function of slab height z. Large Cu displacements are attributed to Cu1+ seeking its more natural Cu2+ oxidation state. Larger 

displacements tend to destabilize the system. 
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observed in their net charges near the surface. Consequently, Cu forms a third bond with the near-

est O4 site (fig. 6.6). The larger Cu displacement at the (12̅1) surface is then most likely due to 

the combination of terminating an O4 site and formation of a Cu-O bond. Interestingly, 3-fold 

coordinated Cu ions are most exposed and exhibit their highest oxidation state in the (01̅2) and 

(101) surfaces. With Cu 3d – O 2p hybridization occurring directly at the VBM, we determine 

that the energy-lowering effect observed in W octahedra is taking place along the newly formed 

Cu-O bonds.  

 To summarize, we note that the overall mechanism is similar across the dataset. Surface 

termination leads to unsaturated surface charge, which, to self-compensate the leftover charge, 

triggers the redistribution of surface sites along electric field lines. The electrostatics are unique to 

each surface and result from the specific O site termination, OT. To reduce surface energy, W and 

Cu displace to increase hybridization with O 2p orbitals. This is balanced against the cost of total 

displacement in determining final surface energies. The minimal displacements in the (01̅2) and 

(101) surfaces lead to improved hybridization and give the lowest surface energies. 

6.3.3. CBTO Crystal Shape (T = 0 K) 

 The crystal shape of a material can be predicted from surface energies via Wulff construc-

tion260,261. In this approach, it is understood that lower energy surfaces should constitute larger 

portions of the resultant crystal surface area. This follows from the conclusions of Gibbs regarding 

the minimum total surface energy of an equilibrium crystal262. The construction proceeds as fol-

lows: (i) the lowest energy surface is normalized to unity; (ii) all other (ℎ𝑘𝑙) surfaces of interest 

are rescaled by 

mhkl = (
σhkl

σ0
) (

dhkl

d0
) (6.4) 
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where 𝜎ℎ𝑘𝑙 (𝜎0) and 𝑑ℎ𝑘𝑙 (𝑑0) are the surface energy and interplanar separation distance of the 

(ℎ𝑘𝑙) surfaces (lowest energy surface); (iii) 𝑚ℎ𝑘𝑙, the fractional normal distance between the 

origin of the crystal and an (ℎ𝑘𝑙) surface, is then used in available visualization software to define 

the (ℎ𝑘𝑙) planes (and their symmetrically equal planes) forming the crystal shape. In the present 

work, this is done using the VESTA visualization software88. We present our results in Figure 6.7. 

The exposed surfaces correspond well to calculated surface energies, with surface area contribu-

tions of 31% for (01̅2), 32% for (101), 15% for (1̅11), 14% for (12̅1), and 8% for (21̅0). The 

(101) surface has a slightly larger surface area than the lower energy (01̅2) surface – 47.584 Å2 

compared to 47.155 Å2. This is due to the higher ℎ𝑘𝑙 index of the latter resulting in a steeper 

surface 261.   

6.3.4. Surface Electronic Structure 

 Lastly, we investigate the effects of surface relaxation on the electronic structure of the 

surfaces bounding the CBTO crystal. In Figure 6.8, we present for the five lowest energy surfaces  

 

 

Figure 6.7. CBTO equilibrium crystal shape via Wulff construction (0 K). Surface contributions are: 

(01̅2) - 31%; (101) - 32%; (1̅11) - 15%; (12̅1) 14%; (21̅0) 8%. The two most stable surfaces 

constitute nearly two-thirds of CBTO surface area. Hence, electronic structure variations due to sur-

face effects are attributed primarily to the structure of the (02̅1) and (101) surfaces.  
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Figure 6.8. Electronic structure of the 5 most stable stoichiometric CBTO surfaces. (left) orbital projected den-

sity of states plots are split into “bulk” sites defining the central three layers, and “surface” sites covering two 

layers from the top and bottom of the slab; (right) band structures are calculated in the surface-parallel Brillouin 

zone plane (B1 × B2). VBM and CBM are marked in pink dots. Band gap energies are also given. 
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orbital projected density of state (pDOS) analyses separately projected onto the central three layers 

(Bulk) and outer four layers, two top layers on the top and two bottom layers of the slab (Surface). 

Each surface pDOS plot is accompanied by its respective band structure calculated along high 

symmetry paths in a Brillouin zone plane parallel to its surface. The overall distribution of states 

is retained at the surface, though a significant localization can be observed at the VBM, with a 

large contribution from Cu 3d. The localization appears to slightly shift away from the VBM, 

following with increasing surface energies. This again highlights the primary role of Cu in the 

relaxation and resultant surface energies of the surfaces. 

 Band structures show a narrowing of the fundamental gap with respect to the bulk (fig. 6.3) 

across all surfaces, which is to be expected. An exception is observed for the (21̅0) surface, with 

a slightly wider band gap of 1.61 eV. Additionally, all but the (101) surface show a direct-to-

indirect band gap transition. The (101) surface exhibits a direct gap of 1.49 eV at the L-point. 

Interestingly, the (101) surface – the most exposed – also exhibits larger band dispersion at the 

valence band, indicating a reduced hole effective mass and improved mobility. As mentioned in 

the introduction, CBTO mobility is attributed to hole carriers (p-type) and is higher than compa-

rable oxides33. The lower energy (01̅2) exhibits a rather flat band closer to the VBM due to the 

increased surface Cu 3d localization. 

6.4. Conclusion 

 In the paper, we aimed to study the surface properties of a newly predicted and then syn-

thesized, novel quaternary oxide CBTO that has a potential application as a highly efficient solar 

energy absorber. First, we analyzed the bulk properties to facilitate surface modeling. We devel-

oped a theoretical XRD pattern for CBTO and provided labels within the standard crystallographic 

orientation. This was found to be in good agreement with recent experimental results. We 
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performed a DFT analysis of the new CBTO unit cell and discussed its crystal and electronic struc-

tures. Notably, a W 5d – O 2p increased orbital overlap due to W off-center displacement was 

within its octahedra found to play a key role in stabilizing the system and opening the band gap to 

1.57 eV.  

 Using XRD, several low index, stoichiometric surfaces were identified for further investi-

gations. To determine the relative stabilities of these surfaces, the bond strengths at the surfaces, 

cleaving energies and surface energies were calculated. Upon comparing several methodologies 

for obtaining surface energies, and the linear fit method was found to produce reliable results most 

efficiently for complex systems such as CBTO. We developed a physical criterion to establish a 

lower and upper bound to the slab thickness for the linear fit method to obtain well-converged 

surface energies by eliminating the need of unnecessary expensive computations. The general 

guideline that was delineated here for calculating surface energies may be applied to any system, 

including complex, multi-component compounds. 

 Surface energies were then used to predict the equilibrium crystal shape via Wulff con-

struction. The (02̅1) and (101) surfaces were found to be equally the most stable, each constitut-

ing about 30% of the crystal shape. Surface stability was surmised to be the result of surface elec-

trostatics and surface atoms’ displacements driven by surface charge self-compensation. Here 

again, as in bulk, W octahedra were found to play a crucial role via their internal hybridization 

mechanism. In addition, a large Cu movement was observed at the surface due to its proclivity of 

seeking Cu2+ oxidation state. With significant contribution at the VBM, it was concluded that Cu 

3d – O 2p hybridization was also contributing to the overall stability of the surfaces. 

 Overall, this study provides the necessary insight and guidelines for future surface and 

studies of CBTO or other similar multinary complex oxides.  
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Chapter 7 

Conclusions  

The aim of the present dissertation was to explore the ns2-md0 metal oxide class and assess 

its viability in producing materials of favorable properties for solar energy conversion applications, 

with emphasis on electronic properties pertaining to the photoelectrochemical (PEC) process. The 

challenge of obtaining p-type metal oxides for photoanode/photocathode PEC cell design was 

highlighted as the problem of interest. The depth of the O 2p energy level was identified as the 

leading cause of spontaneous “acceptor-killer” defect formation preventing p-type doping. In ad-

dition, the localization of O 2p orbitals in metal oxide was shown to lead to poor hole mobility and 

high recombination rates. Various alloying schemes were investigated under the general hypothe-

sis that the O 2p dominated valence band maxima (VBM) in metal oxides may be upshifted via 

orbital hybridization with d10 and/or ns2
 orbitals. Alternatively, p-orbitals of higher principal quan-

tum number may be introduced via anion doping to form higher energy VBM states. Material 

properties were investigated via first principles calculations carried out under the density func-

tional theory framework, as described in chapter 2.  

In chapter 3, the ns2-md0 class was explored from the perspective of crystal structure and 

d-orbital effects. The stibiotantalite mineral, Sb(Ta,Nb)O4, was designed in three common ns2-

md0 crystal phases – tetragonal, orthorhombic, and monoclinic – and its band gap, band dispersion, 

and band edge position properties examined. Furthermore, in each crystal phase, the d-orbital char-

acter was varied between Ta (5d) and Nb (4d) to study its effects on the crystal and electronic 

structure. The introduction of Nb 4d states gradually lowered the conduction band minima (CBM) 

of all three phases by up to 0.5 eV. Moreover, in the tetragonal and monoclinic phases, Nb 4d 

states also yielded greater band dispersion. An opposite trend was found in the orthorhombic 
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phase. Overall band dispersion in stibiotantalite was found to be lower than ns2-md0 system of m 

= 3, such as BiVO4, due to reduced orbital localization. The presence of Nb 4d electrons had no 

significant effect on the shape and position of the valence band. As such, it was concluded that the 

ns2-md0 stibiotantalite system affords a degree of freedom in CBM engineering. Regarding the 

position of the VBM, all three crystal phases yielded an upshift of the VBM by at least 1 eV 

through the formation of occupied antibonding orbitals. The greatest shift was seen in the tetrago-

nal phase, followed by the monoclinic phase, and lastly by the orthorhombic phase. The higher 

VBM states in tetragonal phases narrowed the band gap with respect to orthorhombic phases by 

about 0.6 eV, independent of the d-orbital character. Interestingly, due to the varying degree of 

ns2 – O 2p orbital hybridization, the opposite trend was found in crystal stability, with all ortho-

rhombic phases exhibiting the lowest cohesive energy. These findings highlight the complexities 

involved in designing efficient metal oxides for PEC applications. 

In chapter 4, the behavior of lone-pair electrons in the 5s/6s mixed lone-pair environment 

of Sb-alloyed Bi2WO6, or BiSbWO6, was investigated. As Sb 5s2 orbitals are higher in energy, 

their hybridization with O 2p was expected to upshift the VBM with respect to the Bi 6s – O 2p 

hybridized antibonding state. Several configurations of BiSbWO6 were studied to examine the 

effects of lone-pair projections on the crystal and electronic structure. It was found that, thermo-

dynamically, all BiSbWO6 lie within a narrow stability range. As such, configurational entropy 

was determined to further stabilize the alloy by 8 meV. It is thus assumed that when synthesized, 

BiSbWO6 would exhibit an ensemble-like mixture of electronic properties. The lowest energy 

configuration was examined further for its lone-pair influenced electronic properties. As expected, 

greater hybridization was observed between Sb 5s and O 2p orbitals yielding a VBM state 0.5 eV 

higher – with a hole effective mass 0.4 m0 lower – than its Bi 6s counterpart. Higher VBM states 
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were observed in general for BiSbWO6 with respect to Bi2WO6, resulting in narrower band gaps. 

More interestingly, CBM upshifts were also observed. These were determined to be the cause of 

W 5d – O 2p increased hybridization as a consequence of the reorientation of Sb 5s2 lone-pair 

projections, which reduced octahedral tilting in WO6 perovskite-like layers. Overall, these ob-

served band edge upshifts are favorable for the PEC application and suggest a potential route for 

stoichiometric water-splitting. 

In chapter 5, the viability of anion doping/alloying was examined via S-in-O substitutions 

in CuBiW2O8 (CBTO). The introduction of sulfur to the oxygen matrix was expected to upshift 

the VBM and improve hole mobilities due to its higher, more delocalized p-orbital and proximity 

to Cu 3d levels. However, it was found that at lower concentrations, though the band gap did 

decrease by about 0.1 eV, effective masses at both band edges increased substantially. This is 

detrimental to efficient carrier transport. Interestingly, at a S concentration of 50%, S 3p states 

overtook Cu 3d as the primary contribution at the VBM, which resulted in reduced carrier effective 

masses with respect to the pristine cell. It is worth noting, however, that at this concentration, the 

band gap narrowed below 1 eV, which may be detrimental to the PEC application. Additionally, 

high S concentrations may destabilize the system. Nevertheless, these results highlight the band 

engineering potential of anion substitution schemes.  

In chapter 6, the stoichiometric surfaces of CBTO were studied. Due to the unique com-

plexities of the quaternary oxide, the methodology involved behind obtaining accurate surface en-

ergies was discussed and a guideline for future surface energy calculations was proposed. The 

CBTO unit cell was first discussed from the perspective of polyhedral distortion and orbital hy-

bridization. A W polyhedral off-center distortion was suggested as an energy lowering path taken 

by the CBTO triclinic system, which in turn opens the band gap due to increased W 5d – O 2p 
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orbital overlap. From the CBTO unit cell, a theoretical XRD pattern was developed within the 

standard crystallographic orientation. Agreement between theoretical and experimental XRD pat-

terns confirmed the predicted triclinic unit cell for CBTO. Using the proposed methodology, sur-

face energies were obtained, and the equilibrium crystal shape was predicted. The (01̅2) and 

(101) surfaces were found to be most stable. These preliminary results serve as the first set of data 

needed in determining the effects of experimentally observed surface impurities on the electronic 

properties of CBTO. 
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Chapter 8 

Future Directions  

 The results obtained in this dissertation highlight the flexibility and viability of ns2-md0 

materials for use in solar energy applications. The various alloying schemes explored were found 

suitable in addressing the inherent shortcomings of metal oxides. As such, the following avenues 

of further research are of particular interest. 

 The stibiotantalite system showed flexibility in its electronic structure and properties across 

the three studied crystal phases. Though the more favorable properties for solar energy applications 

were observed in the tetragonal and monoclinic symmetries, these were not as energetically stable 

as the orthorhombic phase. The higher energy of the tetragonal and monoclinic phases does not, 

however, preclude their formation, as cohesive energies remain negative. Hence, one may explore 

means in which these metastable phases may be attained. The application of pressure during syn-

thesis may shift the relative stability trend in favor of the metastable phases. Hence, further com-

putational studies should explore the effects of applied pressure on the electronic properties of the 

stibiotantalite system. 

 The band edge upshifts observed in BiSbWO6 with respect to the russellite mineral are 

favorable for PEC applications. Additional calculations are needed to determine the thermody-

namic conditions for synthesizing a single phase of the alloy, free of secondary phase impurities. 

Furthermore, an interface may be constructed of the pristine and alloyed materials and studied to 

determine their band offset and potential for heterojunction design to improve charge transport. 

Also, the effects of lone pair electrons on band edges in mixed lone-pair systems should be ex-

plored in more systems. The stibiotantalite mineral shows strong lone-pair signatures and should 

be investigated further from this perspective. 
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 As for CBTO, with surface energies in hand, the CBTO-Bi2WO6 interface may be con-

structed and studied to better understand the effects of Bi2WO6 impurities on the surface of CBTO. 

Additionally, the general results given in the present dissertation regarding band edge engineering 

in ns2-md0 materials may be applied to CBTO to manipulate its properties further towards optimal 

solar energy conversion efficiency. Similar quaternary oxides may be constructed following the 

overall findings discussed here. 
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