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ABSTRACT

LONG-DISTANCE AND BROAD-BAND AERIAL COMMUNICATION USING

DIRECTIONAL ANTENNAS: THEORY, IMPLEMENTATION, AND

APPLICATIONS

Songwei Li, Ph.D.

The University of Texas at Arlington, 2019

Supervising Professor: Yan Wan

Unmanned aerial vehicles (UAV) have found broad civilian applications. How-

ever, existing commercial usages are limited to single UAVs. To facilitate commercial

multi-UAV applications, robust UAV-to-UAV communication with long-distance and

broad-band capabilities is critical. Such a communication architecture should not

rely on ground infrastructure support, and hence can be applied whenever needed in

scenarios where infrastructures are not available. It is foreseen to have extensive us-

ages in a wide spectrum of commercial UAV applications such as emergency response,

remote sensing, and nondestructive health monitoring.

A promising solution for such a communication architecture is aerial communi-

cation using directional antennas (ACDA). We developed several preliminary ACDA

solutions. This dissertation presents improvements to the ACDA system, in terms

of theory, implementation, and applications. With respect to theory, a critical com-

ponent of the ACDA system is the automatic alignment of directional antennas to

maximize communication performance. To account for an unstable global position-
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ing system GPS environment, we develop a novel stochastic optimal control solu-

tion that integrates reinforcement learning (RL), an effective uncertainty evaluation

method called multivariate probabilistic collocation method (MPCM), and an un-

scented Kalman filter (UKF) for the nonlinear random switching dynamics. Part of

this theoretical solution is implemented. With respect to implementation, we redesign

the hardware and software to improve robustness, throughput and endurance. Two

versions of the ACDA system are implemented. The first version includes a com-

plete new design of platform, communication, computing, control, middleware, and

interface components. It features a communication and control co-design to achieve

robust performance in a GPS-denied environment. The second version is upgraded

with a UAV platform, computing component, battery solution, and rotation structure

to reduce interference and improve endurance. Beyond the visual line of sight UAV

control using the ACDA system delay is also implemented. With respect to appli-

cations, built upon the ACDA system, we first develop a UAV-carried vision-based

monitoring system that allows a UAV to continuously track and monitor a mobile in-

frastructure and transmit back the monitoring information in real-time from a remote

location. We then develop a leader-follower tracking system using the ACDA system,

that enables cooperative UAV control over a long distance, which can be used in

broad multi-UAV remote sensing, monitoring, and emergency response applications.
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CHAPTER 1

Introduction

1.1 Background

UAVs have found broad commercial use in civilian applications [1,2]. UAVs have

the capability to reach dangerous zones without human access and their reachability

is not limited by terrain constraints. For instance, UAVs find many applications in

critical infrastructure monitoring, such as gas emission and oil spills on offshore oil

platforms [3] and boilers at power plants [4]. UAV-assisted emergency response has

found its significant value in reducing response time and better allocating resources.

In [5,6], UAV-based detection systems were developed for disaster search and rescue.

An on-board computing processes images from cameras and detects a target and its

location. Paper [7] developed a three-dimensional reconstruction method from UAV

images to identify collapsed buildings after earthquakes.

However, existing commercial usages are limited to single UAVs. Multi-UAV

systems are more appealing with enhanced capabilities, and are foreseen to have sub-

stantial commercial markets in the near future. Paper [8] presents a path planning

algorithm to control multiple UAVs to monitor forest fires. In [9], the author imple-

mented a tracking algorithm to control multiple UAVs to map a nuclear radiation

field. In [10], a UAV-based Internet of things (IoT) platform was developed with a

long-term evolution (LTE) network to conduct crowd surveillance using facial recogni-

tion tools. To support an increasing number of commercial multi-UAV applications,

robust UAV-to-UAV communication is critical to exchange information, main safe

maneuvering, and cooperate to achieve time-critical missions.

1



Figure 1.1. Illustration of the broadband long-distance communication infrastructure
using controllable UAV-carried directional antennas..

A promising solution for such a communication architecture is aerial communi-

cation using directional antennas (ACDA) (see Figure 1.1). Compared to the omni-

directional communication solutions, the use of directional antennas allows the energy

to focus along a certain direction, and thus offers various benefits such as extended

communication distance, reduced antenna power consumption, and reduced commu-

nication interference. We developed several preliminary ACDA solutions. Paper [11]

verifies the feasibility of long-distance and broadband UAV communication through

directional antennas using experimental studies, and developed an early version of

the ACDA system in which UAV locations are fixed. To enable a robust communi-

cation channel under UAV mobility, the autonomous alignment of antenna directions

is needed. Therefore, in [12], a proportional-integral-derivative (PID) controller was

designed to align antenna headings under wind disturbances based on the GPS sig-

2



nals transmitted through the omni control and command channel. In [13], a com-

plete ACDA system was designed and implemented, with detailed descriptions of the

UAV platform configuration, onboard autopilot, communication system, and antenna

heading control. For the antenna heading control, a linear-quadratic-gaussian (LQG)

controller was developed to minimize a quadratic GPS-based tracking error. An ini-

tial scan algorithm that achieves automatic antenna direction alignment without the

presence of GPS signals was also developed. In [14], the received signal strength indi-

cation (RSSI) was used as an additional measurement signal to compensate GPS sig-

nals for the automatic alignment of directional antennas, and a proportional-integral

(PI) controller is used for antenna control.

1.2 Overview of this Dissertation

This dissertation presents a suite of improvements to the ACDA system. We

here summarize the contributions of this dissertation, in terms of theory, implemen-

tation, and applications.

With respect to theory, a novel stochastic optimal control solution is devel-

oped that integrates reinforcement learning, a multivariate probabilistic collocation

method, and an unscented Kalman filter (UKF) for the nonlinear random switch-

ing dynamics in unstable GPS and unknown communication environments. Part of

this theoretical solution is implemented on the automatic alignment of directional

antennas to maximize communication performance.

With respect to implementation, we redesign the hardware and software to im-

prove robustness, throughput and endurance. Two new versions of the ACDA system

are implemented. The first version includes a complete new design of platform, com

munication, computing, control, middleware, and interface components. It features a

communication and control co-design to achieve robust performance in a GPS-denied

3



environment. The second version is upgraded with a UAV platform, computing com-

ponent, battery solution, and rotation structure to reduce interference and improve

endurance. Beyond visual line of sight UAV control using the ACDA system relay is

also implemented.

With respect to applications, built upon the ACDA system, we first develop a

UAV-carried vision-based monitoring system that allows a UAV to continuously track

and monitor a mobile infrastructure and transmit back the monitoring information in

real-time from a remote location. We then develop a leader-follower tracking system

using the ACDA system, that enables cooperative UAV control over long distance,

which can be used in broad multi-UAV remote sensing, monitoring, and emergency

response applications. My Ph.D. study has resulted in publications [13–22].

1.3 Organization of This Dissertation

Chapter 2 discusses the development of reinforcement learning (RL)-based on-

line directional antenna control solution for the ACDA system in uncertain and vary-

ing UAV movement patterns and unstable GPS and unknown communication environ-

ments. The solution adopts a random switching UAV mobility model to capture the

uncertain intentions of UAVs executing surveillance-like missions for better tracking.

To account for an unstable GPS environment, the control solution features a learn-

ing of communication channel models to provide additional measurement signals in

GPS-denied settings. A novel stochastic optimal control solution is developed that

integrates RL, an effective uncertainty evaluation method called multivariate proba-

bilistic collocation method (MPCM), and UKF for the nonlinear random switching

dynamics. Simulation studies are conducted to illustrate and validate the proposed

solutions. The results are documented in paper [17] accepted by the 2019 IEEE

Vehicular Technology Conference.
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Chapter 3 describes the design and implementation of a new ACDA system, in-

cluding the platform, communication, computing, control, middleware, and interface

components. The communication component features a directional-antenna equipped

UAV-to-UAV channel that shares the transmissions of the application data, control

and commands, and the autonomous directional antenna control that focuses the

energy and significantly extends the communication distance with reduced interfer-

ence. In addition, the water-resistant design supports the ACDA system to work in

the severe weather. The performance of the ACDA system is verified using simula-

tion studies, field tests, and disaster drills. The results can be found in paper [21]

published in IET Control Theory & Applications.

Chapter 4 describes development of a beyond visual line of sight (BVLOS) con-

trol solution for a remote UAV, using a local UAV relay equipped with automatically

aligned directional antennas. Many new UAV applications require BVLOS control

of UAVs. Examples include UAV-based nondestructive health monitoring of civil in-

frastructures and remote UAV-assisted emergency response. The use of a UAV relay

permits the transmission of flight control signals even if blockages exist between the

UAV and the operator. The use of directional antennas extends the UAV control

distance to kilometers with high data throughput. Built upon our previously de-

veloped ACDA system, we first upgrade the hardware and software to improve the

throughput and endurance. We then design and implement a BVLOS control solution

that includes a two-way relay communication. In one direction, low-resolution video

views from the remote UAV are transmitted through the local UAV relay to help the

UAV operator control the remote UAV. In the other direction, UAV control signals

are relayed through the local UAV and transmitted to the remote UAV for BVLOS

navigation. The results are documented in paper [19] submitted to the 2019 IEEE

GLOBECOM Workshop on Computing-Centric Drone Networks.
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Chapter 5 describes the development of a UAV-carried vision-based monitoring

system that allows a UAV to continuously track and monitor a mobile infrastructure

and transmit the monitoring information back in real-time from a remote location.

The monitoring system uses a simple UAV-mounted camera and requires only a sin-

gle feature located on the mobile infrastructure for target detection and tracking.

The computation-effective vision-based tracking solution based on a single feature is

an improvement over existing vision-based lead-follower tracking systems that either

have poor tracking performance due to the use of a single feature, or have improved

tracking performance at a cost of the usage of multiple features. In addition, a UAV-

carried aerial networking infrastructure using directional antennas is used to enable

robust real-time transmission of monitoring video streams over a long distance. Auto-

matic heading control is used to self-align headings of directional antennas to enable

robust communication in mobility. Compared to existing omni-communication sys-

tems, the directional communication solution significantly increases the operation

range of remote monitoring systems. The result can be found in paper [15] pub-

lished in 2017 SPIE on Nondestructive Characterization and Monitoring of Advanced

Materials, Aerospace, and Civil Infrastructure.

Chapter 6 discusses the development of a leader-follower tracking control system

based on the ACDA system, because cooperative multiple UAVs can improve coverage

with effiency in applications such as remote sensing and precision agriculture. The

ACDA system is first updated with the follower and leader UAVs connected to the

ACDA system using a robot operation system (ROS). Flight control messages, sensor

data, and flight status data are transmitted in the ACDA system. Then a feedback

control is developed to drive the follower UAV track the leader UAV. Simulation

studies verify the leader-follower tracking system.
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CHAPTER 2

Learning and Uncertainty-Exploited Directional Antenna Control for Robust Aerial

Networking

2.1 Introduction

Aerial networking using directional antennas is a promising solution to enable

long-distance and broad-band UAV-to-UAV communication [11–13, 23]. Through

using directional antennas that focus the transmission energy in certain direction,

ACDA significantly extends the communication distance and rejects interference,

compared to omni-drectional antenna based solutions. With ACDA, UAVs carried

communication infrastructures can be quickly deployed to deliver Wi-Fi services from

the air, through which high-rate data such as monitoring streams from remote lo-

cations can be transmitted in real-time (see Figure 1.1). The application of such a

system spans multiple fields, such as remote large-area surveillance, remote infrastruc-

ture health monitoring, and the provision of on-demand emergency communication

services [13, 15,23].

A critical component of the ACDA system is the automatic alignment of di-

rectional antennas to maximize the communication performance. Each UAV in the

ACDA system carries a rotational plate mounted with a directional antenna [13],

which is controlled to align with the directional antenna carried by the other UAV.

Robust automatic alignment of directional antennas is not easy to achieve, considering

practical issues such as the limited sensing devices due to the physical constraints of

UAV payload and power supplies, uncertain and varying UAV mobility, and unstable

GPS and unknown communication environments.
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There are two general design configurations of the ACDA system, depending on

whether the communication channel used for antennas control is omni or not. The

first configuration uses a directional antenna- equipped broad-band channel for the

transmission of application-oriented data (e.g., real-time video streams), and an addi-

tional low-rate omni-directional communication channel for controls and commands

[13]. However, the omni-directional control channel suffers from practical issues such

as interference and dissipation over a long communication distance. As such, we aim

to design using the second configuration where the high-rate application data and

low-rate controls and commands share the same channel equipped with directional

antennas.

Although more practical, this solution that removes the additional controls

and commands channel introduces more challenges to the robustness requirement

of antennas control. As the controls and commands cannot be transmitted if the

directional communication channel fails, we require the antennas control system to

be able to lock and track the other directional antennas, once the communication

channel is established initially. To do that, we develop a mobility framework that

uses random mobility models (RMMs) [24–26] to capture the uncertain intentions of

UAV maneuvers. RMMs describe the uncertain movement characteristics of mobile

agents, and play critical roles in networking studies. Please see the the survey [25] for

RMMs that are suitable for various UAV applications. RMMs are random switching

models that require new development for optimal control.

In addition, in indoor and many emergency scenarios, GPS signals may be

unstable considering the environmental disturbances and blockages. In GPS unstable

or denied environment, we need additional measurement signals for antenna control.

In [14], we adopted Received Signal Strength Indicator (RSSI), a communication

performance indicator, to compensate unstable GPS signals, under the assumption
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that the communication environment is perfect. However, in real applications, the Wi-

Fi communication channel model is strongly affected by its environment and hence less

likely to be perfect, considering the reflection, refraction and absorption by buildings,

obstacles, and interference sources. In this chapter, we develop a control solution that

learns directional Wi-Fi channel models online and provides RSSI as an alternative

measurement signal in a GPS-denied setting.

Our antenna control adopts a novel stochastic optimal control approach that

integrates Reinforcement Learning for online optimal control, Multivariate Probabilis-

tic Collocation Method for effective uncertainty evaluation, and Unscented Kalman

Filter for nonlinear state estimation. On the aspect of optimal control, studies on the

RL in optimal control problems have been developed in [27,28] with deterministic sys-

tem dynamics. Papers [29,30] developed the stochastic optimal control solution that

integrates MPCM and RL methods for systems modulated by uncertainties. In these

papers, the uncertainties are relatively simple, as compared to the more complicated

random switching RMMs considered in this chapter. On the aspect of estimation,

nonlinear system estimation methods such as Extended Kalman Filter (EKF) and

UKF have been widely used typically for known and deterministic systems corrupted

with additive noises, instead of the random switching RMMs. Due to these limita-

tions, in this chapter we develop a new stochastic optimal control solution for systems

that involve nonlinear random switching RMMs and limited measurements, by inte-

grating UKF and RL with MPCM.

This chapter is organized as follows. In Chapter 2.2, we describe the ACDA

system shown in Figure 1.1, including both system models and measurement models.

The antenna control problem is also formulated. In Chapter 2.3, we propose the RL

based stochastic optimal control solutions when 1) the RSSI model is unknown but
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the GPS signal is available, and 2) the RSSI model is learned in either GPS-available

or GPS-denied environments. In Chapter 2.4, simulation studies are conducted.

2.2 Modeling and Problem Simulation

In this section, we first describe the ACDA system model, including the UAV

RMM and directional antenna dynamics. We then describe the two measurement

models using GPS and RSSI. The antenna control problems are then formulated.

2.2.1 System Models

We consider two UAVs independently fly in a low-altitude airspace at approxi-

mately the same height to fulfill their missions such as search and rescue (see Figure

1.1). On each UAV, a tunable plate attached with a directional antenna is installed

and driven by a gear motor [13]. To establish a long-range air-to-air communication

channel to transmit both application data (e.g., surveillance videos) and controls and

commands, the communication performance of this channel needs to be maximized.

2.2.1.1 UAV Random Mobility Model

We here use the smooth turn (ST) mobility model ([24, 26]) to capture the

uncertain intentions of UAVs executing surveillance-like missions (see Figure 2.1(b)).

The random maneuvers described by a ST mobility model work as follows.

At randomly selected points T i0, T
i
1, T

i
2, · · · , where 0 = T i0 < T i1 < · · · , UAV i

selects a point in the airspace along the line perpendicular to its current heading

direction, and then circles around it until the UAV chooses another turning center.

The perpendicularity guarantees the smoothess of trajectories [24]. The time duration
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(a)

(b)

Figure 2.1. Illustration of the ST RMM: (a) UAV trajectory ensemble (red curve).
Green spots are the randomly chosen turning centers; (b) maneuver selection and
switching.
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for UAV i to maintain its current maneuver τi[T
i
j ] = T ij+1−T ij follows an exponential

distribution as motivated by its memoryless property [31].

fτ (τi[T
i
j ]) = λie

−λiτi[T ij ], (2.1)

where 1/λi is the mean of τi[T
i
j ]. The velocity vi[T

i
j ] follows a uniform distribution,

and the inverse of the turning radius 1
ri[T ij ]

follows the zero-mean Gaussian distribution

with variance σ2
i .

Denote the positions of the UAV i along x and y axes at time instant k as xi[k]

and yi[k] respectively. The dynamics of UAV i (denote as fi(.)) following the ST

uncertain maneuvering intentions is described as

xi[k + 1] = xi[k] + vi[k] cos(φi[k])δ,

yi[k + 1] = yi[k] + vi[k] sin(φi[k])δ, (2.2)

φi[k + 1] = φi[k] + ωi[k]δ,

where δ is the sampling period, φi[k] and ωi[k] are the heading angle and angular

velocity at the time instant k, and ωi[k] = vi[k]
ri[k]

.

Note that the ST RMM is a random switching model composed of two types

of random variables [32]. Type 1 random variables includes vi[k], and ri[k]. They de-

scribe the characteristics for each maneuver, and show a random switching behavior.

vi[k] =

 vi[T
i
j ], if ∃j ∈ [0, 1, 2, ..), k = T ij

vi[k − 1], if ∀j = 0, 1, 2, .., k 6= T ij

(2.3)

ri[k] =

 ri[T
i
j ], if ∃j ∈ [0, 1, 2, ..), k = T ij

ri[k − 1], if ∀j = 0, 1, 2, .., k 6= T ij

(2.4)

The maneuvers’ random switching behavior is governed by the type 2 random

variable, τi[T
i
j ], which describes how often the switching of type 1 random variables

occurs.
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The two groups of uncertain maneuvers for the UAVs (v1[T
1
j ], r1[T

1
j ], τ1[T

1
j ]) and

(v2[T
2
j ], r2[T

2
j ], τ2[T

2
j ]) are independent, as UAV mobility is application-specific, and

is not constrained from the communication mission.

2.2.1.2 Directional Antennas Dynamics

The directional antenna installed on each UAV autonomously adjust its heading

angle to establish a robust communication channel between the two UAVs. For UAV

i, the heading angle dynamics of its directional antennas is described as

θi[k + 1] = θi[k] + (ω∗i [k] + ωi[k])δ, (2.5)

where θi is the heading angle of antennas i, and ω∗i is the angular velocity of antennas

i due to its heading control. Note that the change of θi is caused by both the control

of antennas i, ω∗i , and the movement of UAV i, ωi.

2.2.2 Measurement Models

We consider two measurement signals for the ACDA system, GPS and RSSI.

2.2.2.1 GPS Measurement

Denoted the measured GPS signal for UAV i as ZG,i(k), then

ZG,i[k] = HG(k)Xi[k] +$G,i[k], (2.6)

where HG = [1, 0, 0, 0; 0, 1, 0, 0] is the measurement matrix, Xi[k] = [xi[k], yi[k], φi[k],

θi[k]]T is the system state of UAV i, and $G,i is the white Gaussian noise with zero

mean and covariance RG,i. Denote the relation between the GPS signals and system

states as hG,i, i.e., ZG,i[k] = hG,i(Xi[k]).
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2.2.2.2 RSSI Measurement

Denote the measured RSSI signal as ZR[k], then according to Friis free space

equation [33], one has

ZR[k] =Pt|dBm[k] + 20 log10(λ)− 20 log10(4π)

− 20log10(d[k]) +Gl|dBi[k] +$R[k],

(2.7)

where Pt|dBm[k] is the transmitted signal power, λ is the wavelength, and d[k] is the

distance between the two UAVs at time k. Gl|dBi[k] is the sum of gains at both the

transmitting and receiving sides [34]. The Ubiquiti NanoStation loco M5 directional

antennas [35] that we use in the ACDA system is modeled based on the filed pattern

of the end-fire array antennas [36],

Gl|dBi[k] =(Gmaxt|dBi −G
min
t|dBi)

× sin
π

2n

sin (n2 (kada(cos (γt[k]− θt[k]))− 1)− π
n)

sin (12(kada(cos (γt[k]− θt[k]))− 1)− π
n)

+ (Gmaxr|dBi −G
min
r|dBi)

× sin
π

2n

sin (n2 (kada(cos (γr[k]− θr[k]))− 1)− π
n)

sin (12(kada(cos (γr[k]− θr[k]))− 1)− π
n)

+Gmint|dBi +Gminr|dBi,

(2.8)

where Gmax
t|dBi, G

min
t|dBi, and Gmax

r|dBi, G
min
r|dBi are the maximum and minimum gains of

transmitting and receiving antennas. ka is the wave number, and ka = 2π
λ

. n and

da are design parameters of the directional antenna. θt[k] and θr[k] are the heading

angles of the transmitting and receiving antennas at time k, respectively. γt[k] and

γr[k] are the heading angles of the transmitting and receiving antennas corresponding

to the maximal Gl at time k, respectively.

The parameters Gmax
t|dBi, G

min
t|dBi,G

max
r|dBi, and Gmin

r|dBi, can be obtained from the an-

tenna’s datasheet. In ACDA, the two directional antennas are of the same type, and
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hence Gmax
t|dBi = Gmax

r|dBi, and Gmin
t|dBi = Gmin

r|dBi. In an imperfect environment (e.g., where

disturbances and interference exist), these parameters inGl|dBi[k] can be environment-

specific.

Similarly, in a perfect communication environment, γt[k] and γr[k] are achieved

when the two antennas are aligned [14]. Affected by the impact of imperfect environ-

ment, such as blockages, the desired heading angles can be captured as

γr[k] = arctan
yt[k]− yr[k]

xt[k]− xr[k]
+ θrenv (2.9)

γt[k] = arctan
yr[k]− yt[k]

xr[k]− xt[k]
+ θtenv (2.10)

where (xt[k], yt[k]) and (xr[k], yr[k]) are the positions of UAVs that carry the transmit-

ting and receiving antennas respectively, and θrenv and θtenv are environment-specific

shift angles at the receiver and transmitter sides. θrenv and θtenv are zeros in a perfect

environment.

2.2.3 Problem Formulation

We aim to design antennas’ angular velocities to maximize the expected RSSI

performance of ACDA over a look-ahead window. The RSSI model contains unknown

environment-specific parameters (Gmax
t|dB , Gmin

t|dBm, and θenv), and the UAV dynamics

contain uncertain parameters ((v1[k], r1[k], τ1[T
1
j ], v2[k], r2[k], τ2[T

2
j ])).

Here we formulate the problem as a stochastic optimal control problem. Mathe-

matically, considering the random switching system dynamics described in Equations

(2.2) and (2.5), the optimal control policy U [k] is sought to maximize the expected

value function

V (X[k]) = E{
k+N∑
l=k

αl−kZR[l](X[l], U [k])}, (2.11)

where X[k] is the global state, X[k] = [XT
1 [k], XT

2 [k]]T . U [k] is the control input,

U [k] = [U1[k], U2[k]]T , Ui[k] = [ω∗i [k]]. ZR[l] is the RSSI signal at time l, and α ∈ (0, 1]
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is a discount factor. Note that the control is decentralized, in the sense that each

antenna finds its own optimal control policy, with the assumption that the other

antenna adopts its optimal control policy.

In the rest of this article, we develop the control solution for one of the UAVs,

and denote this UAV as the local UAV, or UAV 1, and the other UAV as the remote

UAV, or UAV 2. The control solution for the other UAV is designed in the same

manner.

2.3 Reinforcement Learning Based Stochastic Optimal Control for ACDA

In this section, we develop new on-line solutions to solve the stochastic optimal

control problem for the ACDA system described in Chapter 2.2.3. Chapter 2.3.1

describes the online solution when GPS is available but the RSSI model is unknown.

Chapter 2.3.2 further develops on-line solutions in both GPS-available and GPS-

denied environments, with the learned environment-specific RSSI model.

2.3.1 Stochastic Optimal Control with Unknown RSSI

The stochastic optimal control solution includes two main steps: 1) state es-

timation, and 2) adaptive optimal controller design. GPS signal is needed in this

solution to learn the environment-specific RSSI model.

2.3.1.1 State Estimation

The states of both local and remote UAVs need to be estimated. For the re-

mote UAV that has random switching dynamics, the RMM-related maneuvers (v2[k],

r2[k], and τ2[T
2
j ]) are unknown to the local UAV, and hence the remote UAV’s states

(x2[k], y2[k], φ2[k]) can not be estimated directly using existing filtering types of meth-
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ods. We design a new estimation algorithm for the nonlinear and random switching

dynamics.

For the local UAV, the trajectory-specific maneuvers (v1[k], r1[k], and τ1[T
i
j ]) are

known locally, and hence, the self-system states (x1[k], y1[k], φ1[k]) can be estimated

utilizing UKF as described in [14, Section 3.1]. We do not repeat the process here

due to the limited space.

A critical step in the state estimation of a random switching system is to es-

timate the expected system state under random switching behaviors. This involves

uncertainty evaluation that is typically solved by the Monte Carlo method, which

is too slow to be used for on-line solutions. Here, we adopt an efficient uncertainty

sampling method, called multivariate probabilistic collocation method [37]. MPCM

permits using a very limited number of smartly selected samples to estimate the out-

put mean for a system of input-output mapping subject to uncertain input parameters

as described in the following lemma.

Lemma 1. [37, Theorem 2] Consider a system G modulated by m independent un-

certain parameters, ai, where i ∈ {1, ..m},

G(a1, ..., am) =

2n1−1∑
j1=0

2n2−1∑
j2=0

...
2nm−1∑
jm=0

ψj1,...,jm

m∏
i=1

ajii , (2.12)

where ai is an uncertain parameter with the degree up to 2ni − 1. ni is a positive

integer for any i. ψj1,...,jm ∈ R are the coefficients. Each uncertain parameter ai

follows an independent pdf fai(ai). The MPCM approximates G(a1, ...am) with the

following low-order mapping

G′(a1, ..., am) =

n1−1∑
j1=0

n2−1∑
j2=0

...
nm−1∑
jm=0

Ωj1,...,jm

m∏
i=1

ajii , (2.13)

with E[G(a1, ..., am)] = E[G′(a1, ..., am)], where Ωj1,...,jm ∈ R are coefficients. MPCM

reduces the number of simulations from 2m
∏m

i=1 ni to
∏m

i=1 ni.
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Denote the switching behavior of the remote UAV at time k as s[k]. s[k] = 1

or 0 represent the current maneuver switches at time k or not. With the two possible

switching behaviors, the expected conditional current state can be derived as

E(X2[k]|X2[k − 1])

=E(X2[k]|X2[k − 1], s[k − 1] = 0)P (s[k − 1] = 0)

+ E(X2[k]|X2[k − 1], s[k − 1] = 1)P (s[k − 1] = 1)

(2.14)

Given a previous state X2[k − 1], if UAV 2 does not change its maneuver at

time k − 1, i.e., s[k − 1] = 0, then its current state E(X2[k]|X2[k − 1], s[k − 1] = 0)

can be estimated using the previous maneuver v2[k−1] and r2[k−1] from the system

dynamics f(v2[k−1], r2[k−1], X2[k−1]). If UAV 2 switches its maneuver at time k−1,

then the current state estimation is much more complex. Define a system mapping

subject to uncertain input parameters v2[T
2
j ] and r2[T

2
j ]: G2(v2[T

2
j ], r2[T

2
j ], X2[k −

1]) = f(v2[T
2
j ], r2[T

2
j ], X2[k − 1]). When s[k − 1] = 1, the expected current state

E(X2[k]|X2[k − 1], s[k − 1] = 1) can be estimated from the mean output of the

system mapping G2(v2[T
2
j ], r2[T

2
j ], X2[k − 1]), i.e., E(X2[k]|X2[k − 1], s[k − 1] = 1) =

E[G2(v2[T
2
j ], r2[T

2
j ], X2[k − 1])], using MPCM according to Lemma 1 and paper [37].

Under the assumption that the two uncertain parameters v2[T
2
j ] and r2[T

2
j ] have a

degree up to 2n1 − 1 and 2n2 − 1 respectively, then G2(v2[T
2
j ], r2[T

2
j ], X2[k − 1]) has

the following form.

G2(v2[T
2
j ], r2[T

2
j ], X2[k − 1]) =

2n1−1∑
j1=0

2n2−1∑
j2=0

ψj1,j2(X2[k − 1])vj12 r
j2
2 (2.15)

18



Theorem 1. Given the previous state X2[k − 1] of the remote UAV 2, the expected

current state E(X2[k]|X2[k − 1]) is estimated by the local UAV 1 as

E(X2[k]|X2[k − 1])

= P2E[G′2(v2[T
2
j ], r2[T

2
j ], X2[k − 1])]

+ (1− P2)f(v2[k − 1], r2[k − 1], X2[k − 1]),

(2.16)

where P2 is the switching probability of the remote UAV’s maneuver at each time in-

stant, P2 = λ2δ. G
′
2(v2[T

2
j ], r2[T

2
j ], X2[k−1]) is a reduced-order mapping of G2(v2[T

2
j ],

r2[T
2
j ], X2[k − 1]) obtained from the MPCM procedure described in Lemma 1.

Proof. Let us first find the switching probability Pi. Since the time duration for UAV

i to maintain its current maneuver τi[T
i
j ] follows exponential distribution as described

in Equation (2.1), Pi can be approximated from its exponential distribution as

Pi = λiδ. (2.17)

With the switching probability and the defined system mappingG2(v2[T
2
j ], r2[T

2
j ], X2[k−

1]), Equation (2.14) can be further written as

E(X2[k]|X2[k − 1])

=P2E[G2(v2[T
2
j ], r2[T

2
j ], X2[k − 1])]

+ (1− P2)f(v2[k − 1], r2[k − 1], X2[k − 1])

(2.18)

From Lemma 1, one has E[G2(v2[T
2
j ], r2[T

2
j ], X2[k−1])] = E[G′2(v2[T

2
j ], r2[T

2
j ], X2[k−

1])]. As such, Theorem 1 can be derived naturally by combining Equation (2.18) and

Lemma 1.

Theorem 1 provides an approach to estimate the expected system state for

random switching systems with computational efficiency, which we will use for the

state estimation of the remove UAV from the measurement ZG,2[k]. In particular, we
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integrate MPCM and UKF for a 5-step state estimation procedure. Steps 1 and 2

select initial conditions and MPCM points to initialize Steps 3-5 ; Step 3 finds the

state estimator when the switching behavior s[k − 1] = 0; Step 4 finds the state

estimator when the switching behavior s[k− 1] = 1; Step 5 finally finds the expected

state by integrating the two estimators found in Steps 3 and 4.

Step 1: Initialize. Select initial conditions X̂2[0] and P [0] to initialize the

system.

Step 2: Select MPCM points. n1n2 MPCM simulation point pairs are

selected for the random variables v2[T
2
j ] and r2[T

2
j ] according to the MPCM procedure

[37, Section II][38]. Denote the selected MPCM point pairs as (Vj1 [T 2
j ],Rj2 [T

2
j ]),

where j1 ∈ {0, ..., n1 − 1} and j2 ∈ {0, ..., n2 − 1}).

Step 3: Estimate the state when s[k− 1] = 0. When s[k− 1] = 0, the re-

mote UAV does not change its maneuver, and hence the conditional expected current

state E(X2[k]|X̂2[k − 1], s[k − 1] = 0, ZG,2[k]) can be estimated using UKF through

the following four steps: (a) select sigma points from X̂2[k − 1]; (b) predict system

state by instantiating the sigma points through the system dynamics f2(.); (c) select

new sigma points from the predicted state, and predict measurement by instantiating

the sigma points through the measurement model hG,2; (d) update the Kalman Gain

and find the expected state E(X2[k]|X̂2[k − 1], ZG,2[k], s[k − 1] = 0) and covariance

E(P [k]|P [k− 1], ZG,2[k], s[k− 1] = 0). Please refer to [39] for the detailed procedure.

Step 4: Estimate the state when s[k− 1] = 1. When s[k − 1] = 1, the re-

mote UAV changes its maneuver according to the random variables v2[T
2
j ] and r2[T

2
j ].

With the MPCM points selected in Step 2 (Vj1 [T 2
j ],Rj2 [T

2
j ]), the expected state

E(X2[k]|X̂2[k−1], ZG,2[k], s[k−1] = 1) and covariance E(P [k]|P [k−1], ZG,2[k], s[k−

1] = 1) can be estimated using the following two sub-steps.
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(a). Estimate system state at each selected MPCM point. The system state is

estimated at each selected MPCM point (Vj1 [T 2
j ],Rj2 [T

2
j ]) by conducting the UKF

procedures shown in Step 3, (a)-(d). Denote the estimated state from UKF at each

MPCM point as X̂j1j2 [k|k − 1, ZG,2[k], s[k − 1] = 1] with the covariance Pj1j2 [k|k −

1, ZG,2[k], s[k − 1] = 1].

(b). Estimate the expected state using MPCM. With the selected MPCM points

and the derived estimated states at these points, a reduced polynomial mapping from

(v2[T
2
j ], r2[T

2
j ]) to the estimated state can be obtained according to Lemma 1

G′X(v2[T
2
j ], r2[T

2
j ]) =

n1−1∑
j1=0

n2−1∑
j2=0

ΩXj1j2
vj12 [T 2

j ]rj22 [T 2
j ],

where (v2[T
2
j ], r2[T

2
j ]) and G′X(v2[T

2
j ], r2[T

2
j ]) take the values of (Vj1 [T 2

j ],Rj2 [T
2
j ]) and

X̂jij2 [k|k − 1, ZG,2[k], s[k − 1] = 1], respectively. The coefficients ΩXj1j2
can be deter-

mined using the least squares method.

Similarly, the reduced-order polynomial mapping from (v2[T
2
j ], r2[T

2
j ]) to the

error covariance can be obtained as

G′P (v2[T
2
j ], r2[T

2
j ]) =

n1−1∑
j1=0

n2−1∑
j2=0

ΩPj1j2
vj12 [T 2

j ]rj22 [T 2
j ],

where (v2[T
2
j ], r2[T

2
j ]) and G′P (v2[T

2
j ], r2[T

2
j ]) take the values of (Vj1 [T 2

j ],Rj2 [T
2
j ]) and

Pj1j2 [k|k−1, ZG,2[k], s[k−1] = 1], respectively. ΩPj1j2
are the least squares coefficients.

With the polynomial mappings, the expected state and covariance can be

derived according to MPCM’s mean calculation procedure [37]: E(X2[k]|X̂2[k −

1], ZG,2[k], s[k − 1] = 1) = E[G′X(v2[T
2
j ], r2[T

2
j ])], and E(P [k]|P [k − 1], ZG,2[k], s[k −

1] = 1) = E[G′P (v2[T
2
j ], r2[T

2
j ])].
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Step 5: Estimate the expected system state. The estimated state and

covariance are derived according to Theorem 1.

E(X2[k]|X̂2[k − 1], ZG,2[k])

=P2E(X2[k]|X̂2[k − 1], ZG,2[k], s[k − 1] = 1])

+ (1− P2)E(X2[k]|X̂2[k − 1], ZG,2[k], s[k − 1] = 0]),

E(P [k]|P [k − 1], ZG,2[k])

=P2E(P [k]|P [k − 1], ZG,2[k], s[k − 1] = 1])

+ (1− P2)E(P [k]|P [k − 1], ZG,2[k], s[k − 1] = 0]).

As such, the estimate of X2[k] is X̂2[k] = E(X2[k]|X̂2[k−1], ZG,2[k]), and the expected

error covariance is P [k] = E(P [k]|P [k − 1], ZG,2[k]).

2.3.1.2 Adaptive Optimal Control

An on-line adaptive optimal controller is designed to maximize the expected

value function (2.11) with the estimated system state.

As the uncertain parameters are independent from the states, the value function

can be further re-written as

V (X[k]) = E[
k+N∑
l=k

αl−kZR[l](X[l], U [k])]

=E[ZR[k](X[k], U [k]) +
k+N∑
l=k+1

αl−kZR[l](X[l], U [k])].

(2.18)

The above equation can be solved backward-in-time using dynamic program-

ming, or forward-in-time using RL [27,28]. Here we use RL, in particular, the policy

iteration method, to find the optimal control policy by iteratively conducting the

two steps: policy evaluation and policy improvement. The policy evaluation step is

designed to solve the value function V (X[k]) using Equation (2.18), given the current
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control policy. The policy improvement step is designed to find the best control policy

to minimize the value function [27,28]. The two steps are conducted iteratively until

convergence.

Policy Evaluation

Vj+1(X[k]) =E[ZR[k](X[k], U [k])

+
k+N∑
l=k+1

αl−kZj,R[l](X[l], U [k])]
(2.19)

Policy Improvement

Uj+1(X[k]) = arg max
Uj [k]

E[ZR[k](X[k], U [k])

+
k+N∑
l=k+1

αl−kZj+1,R[l](X[l], U [k])]

(2.20)

where j is the iteration step index.

Note that Equation (2.19) involves three unknown parameters for the environment-

specific RSSI model (Gmax
t|dB , Gmin

t|dBm, and θenv), which need to be learned. In particular,

for each iteration j, three time steps (k, k+ 1 and k+ 2) are needed to come up with

three equations to iteratively solve for the three parameters. To calculate the value

function Vj+1(X[k]) at each time step, E[
∑k+N

l=k+1 α
l−kZj,R[l](X[l], U [k])] is approxi-

mated by the output mean of a system mapping using MPCM, GV (v2[T
2
j ], r2[T

2
j ]) =

E[
∑k+N

l=k+1 α
l−kZj,R[l](X[l], U [k])].

2.3.2 Using the Learned RSSI Model in both GPS-available and GPS-denied Envi-

ronments

With the learned RSSI model, the optimal solution can then be obtained in

both GPS-available and GPS-denied environments. In a GPS-denied environment,

the RSSI is the only measurement. In this case, the optimal control solution can be

found following a similar procedure as shown in Chapter 2.3.1, by replacing ZG,2[k]
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and hG,2 with ZR[k] and hR. In the GPS-available environment, GPS and RSSI

measurements can be fused to estimate the system states, using a fuzzy-logic based

fusion algorithm [14] to improve the reliability. The details are omitted here due to

the limited space.

2.4 Simulation Studies

In this section, we conduct simulation studies to illustrate and validate the

results and algorithms developed in this chapter. Two UAVs move in a 2-D airspace

following the ST RMM independently. Two directional antennas of the same type

are mounted on the two UAVs respectively. The total simulation time is T = 45s,

with the sampling period δ = 1s.

We first simulate the case when the GPS is available but the RSSI model is

unknown. Gaussian noise is added to the GPS measurements. Estimation for UAV

1 is based on UKF with known maneuver (v1[k] and r1[k]), while the estimation for

UAV 2 is based on the integration of UKF and MPCM as described in Chapter 2.3.1

with unknown v2[k] and r2[k]. Figures 2.2(a) and 2.2(b) show the trajectories of UAV

1 and UAV 2 respectively.

It can be seen from the figures that 1) the estimated trajectories for UAV 1

and 2 are both close to their real trajectories, indicating that the proposed state

estimation algorithm performs well in both known and unknown maneuver cases;

2) compared with UAV 2, the estimated trajectory of UAV 1 is closer to its real

trajectory as expected, indicating that the state estimation algorithm with known

maneuver guarantees a better performance.

With the estimated states, we simulate the RL-based stochastic optimal con-

trol algorithm. To simulate the long-distance communication scenario, the minimum

received signal strength is assumed to be 0, and in this case, the directional antennas’
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minimum gain (Gmin
t|dBi) can be calculated accordingly. Figures 2.3(a) and 2.3(b) show

the learned environment-specific antennas’ maximum gain (Gmax
t|dBi) and the shift an-

gle caused by the environment ( θtenv) respectively. Gaussian noises are added to the

RSSI measurements. As shown in the figures, the learned parameters are very close

to their true values, which indicates the effectiveness of the learning algorithm. The

derived optimal heading angles are very close to the true optimal angles, indicating

the good performance of the proposed RL-based stochastic optimal control algorithm.

With the learned RSSI model, we simulate the proposed stochastic optimal

control algorithm in GPS-denied and GPS-available environments respectively. Fig-

ures 2.4 and 2.5 show the estimation and control performances in GPS-denied and

GPS-available cases respectively. In the GPS-denied environment, RSSI is the only

measurement. We here allow the angle velocity ω2[k] to be transmitted through the

air-to-air communication channel. It can be seen from the figures that: 1) the esti-

mated trajectories and derived heading angles are very close to their true trajectories

and real optimal heading angles in both cases, indicating that the proposed solu-

tions work well in both GPS-available and GPS-denied environments; 2) the angle

errors in the GPS-available case are much smaller than those in the GPS-denied case,

indicating that the fusion of the GPS and RSSI promises a better performance.
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Figure 2.2. (a) Trajectories of UAV 1, and (b) Trajectories of UAV 2. The blue solid
curves are real trajectories, red dotted curves are estimated trajectories, and green
dots are GPS measurements.
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Figure 2.3. Learned environment-specific (a) maximum directional antenna gain
(Gmax

t|dBm), and (b) shift angle (θenv) in the RSSI model. The blue solid lines are
the real parameter values, and the red dotted curves are the learned parameters.
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Figure 2.4. (a) Performances of the developed (a) estimation algorithm, and (b)
controller algorithm, in GPS-denied environment. The blue solid curves are the real
trajectories (or real desired angles), and the red dotted curves are the estimated
trajectories (or derived control angles respectively).
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Figure 2.5. (a) Performances of the developed (a) estimation algorithm, and (b)
controller algorithm, in GPS-available environment. The blue solid curves are the
real trajectories (or real desired angles), and the red dotted curves are the estimated
trajectories (or derived control angles respectively).

29



CHAPTER 3

The Design and Implementation of Aerial Communication Using Directional

Antennas: Learning Control in Unknown Communication Environments

3.1 Introduction

UAV networking extends the capability of a single UAV to multiple UAVs, and

is foreseen to have broad uses in a wide spectrum of commercial UAV applications,

such as on-demand emergency [40, 41], surveillance [10], reconnaissance [42], and

remote sensing [43]. Several communication schemes for low-altitude UAV platforms

have been developed, such as omni-directional networking [44, 45] and cellular-based

communication [46]. In the past few years, we developed several solutions using UAV-

carried directional antennas to realize the on-demand broadband and long-distance

ACDA UAV-to-UAV communication system[11–13, 40, 41]. The performance of the

ACDA system was verified using both simulation studies and field tests.

In order to improve the UAV-to-UAV communication quality, communication

performance indicators can be utilized to assist with the antenna controller design.

Widely used wireless communication quality indicators include the channel capacity

[47], bit error rate (BER) [48], signal-to-noise ratio (SNR) [49], and received signal

strength indicator [50, 51]. As studied in [47–49], all of these indicators are related

to the transmitting and receiving signal powers. Our special interest here is the

RSSI, which measures the signal power received from the transmitting antenna, and

can be directly obtained from the received signal without additional measurement

equipment. With the same transmitting signal power, a stronger RSSI leads to a

higher SNR, and in turn a lower BER [48] and a larger channel capacity [47]. As
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such, we adopt the RSSI as the communication performance indicator to quantify the

performance of UAV-to-UAV wireless communication channel in ACDA.

In [14], the RSSI was used as an additional measurement signal to compensate

GPS signals for the automatic alignment of directional antennas, and a proportional-

integral (PI) controller was used for antenna control. This controller is designed based

on two assumptions: 1) the RSSI model is known ahead of time, and 2) the strongest

RSSI is achieved when two directional antennas point towards each other. These

assumptions may not hold in an imperfect communication environment, considering

the existence of reflection, refraction and absorption by buildings, obstacles, and

interference sources, which complicate the communication channel model. In this

chapter, we aim to address this issue and develop an autonomous antenna heading

alignment solution that optimizes the antennas’ headings to achieve maximal RSSI

in real imperfect environments, with the communication channel model unknown in

advance. In particular, we develop a Reinforcement Learning-based online optimal

controller that learns the environment-specific communication channel model in real

time.

The contributions of this chapter are summarized as follows.

• Combined Communication Channel for Application, Control and Command

Data. Application, control, and command data share the same directional

antenna-equipped UAV-to-UAV channel. This networking design is very differ-

ent from the previous versions which separate the high-rate directional antenna-

equipped application channel and the low-rate omni-directional antenna-equipped

control and command channel. This solution improves the robustness of the

ACDA system, as the omni-directional antenna-equipped control and command

channel is sensitive to interferences in long-distance set-ups.
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• RL-based Directional Antenna Control that Maximizes Communication Perfor-

mance in Unknown Communication Environments. A partial solution presented

in Chapter 2 is designed and implemented. In particular, an RL-based online

optimal controller is developed to find the optimal heading angles that maximize

the RSSI of directional antennas in an imperfect environment. This solution is

also coupled with an algorithm that learns an environment-specific communica-

tion channel model in an unknown communication environment. This antenna

control solution maximizes the communication performance in real settings, as

it does not require a known and perfect communication channel model assumed

in the previous versions of ACDA.

• Integrated Design and Implementation of a High-performance ACDA System.

We develop an ACDA system with an integrated design and implementation of

the communication, control, and computing components. The implementation

adopts the Robot Operating System (ROS) to facilitate communication and

data transmissions. The computing functionality is implemented using Bea-

gleBone Black, a compact low-power single-board computer suitable for UAV

applications [52]. Compared to Arduino adopted in our previous ACDA sys-

tems, BeagleBone Black features a powerful CPU, multiprocessing capability,

and ROS support.

• Application to Emergency Communication Provision with the Consideration of

Practical Needs. We apply the ACDA system in emergency scenarios, by provid-

ing an on-demand broadband communication channel to transmit both optical

and infrared monitoring videos of the disaster zone over a long distance to the

emergency management center [40, 41]. Special considerations of emergency

practices are considered in the design and implementation of the ACDA sys-

tem. In particular, we develop an interface using ROS and Qt, a cross-platform
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application framework [53]. The interface displays at ground stations the status

information of the entire system, such as GPS, antenna headings, and RSSI for

system diagnosis. It also displays video streams captured by the remote UAV.

In addition, a water-resistant enclosure is designed to protect the ACDA system

from adverse environmental conditions for practical use.

The rest of this chapter is organized as follows. In Chapter 3.2, we describe the

ACDA system design, including both hardware and software structures. In Chapter

3.3, we elaborate the RL-based on-line directional antenna control solution. Chapter

3.4 verifies the directional antenna control solution and evaluates the performance of

the ACDA system using simulation studies, field tests and disaster drills.

3.2 The ACDA System Design

In this section, we first provide an overview of the ACDA system, and then

provide the detailed description and analysis for each component, including the UAV

platform, communication, computing, antenna heading control, cameras, ROS, inter-

face, and water-resistant design.

3.2.1 Overview

The objective of the ACDA system is to provide a robust and cost-effective

long-distance and broadband UAV-to-UAV communication channel for on-demand

emergency communication, and meanwhile, to offer a user-friendly interface that sim-

plifies the operation and diagnosis procedures. The ACDA system is composed of a

pair of integrated subsystems on both the local side and the remote side. The subsys-

tem on each side includes a laptop, a UAV platform, and the onboard communication,

computing, and control components (see Figure 3.1).
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Figure 3.1. Overview of the ACDA system.

The role of the communication component is to connect modules of the ACDA

system through wired and wireless links. Three types of wireless communication

links in the ACDA system include the Air to Ground (A2G) / Ground to Air (G2A),

Air to Air (A2A), and Air to Computing module (A2C) / Computing module to

Air (C2A) links. We adopt multiple communication technologies to avoid the mutual

interference. The role of the computing component is to collect data from sensors and

the other components, process the computing and learning tasks, and then output

the motor control signal to the control component. The role of the control component

is to drive the motor that rotates the directional antennas for autonomous alignment

and form a robust long-distance communication channel.

Figure 3.2 shows the modules of each component and their connections of the

subsystem on one side. The communication component includes a directional an-

tenna, a Wi-Fi router, and a Wi-Fi adapter. The computing component is realized

on a microprocessor. The control component contains a rotating motor, a tunable

plate, a motor driver, and a compass module. The user interface installed on the
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Figure 3.2. The components of the subsystems at one side of the ACDA system .

laptop is connected to the communication component through a Wi-Fi router. The

GPS module on the UAV platform is connected to the microprocessor.

To facilitate practical use of the ACDA system in emergency scenarios, a water-

resistant enclosure is designed to protect the core components. Please refer to Figure

3.3 for photographic illustration of the ACDA prototype.

3.2.2 The UAV Platform

The UAV platform carries the ACDA system and also performs various flight

missions. Considering the performance metrics such as payload, flight time, expand-
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(a)

(b)

Figure 3.3. (a) A picture of the implemented ACDA prototype, and (b) Some internal
modules of the ACDA system.
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ability, stability, and operability, we select DJI Matrice 100, a quad-copter, as our

UAV platform (see Figure 3.3). An alternative candidate of the UAV platform is

Tarot 650, which also has good performance as we analyzed in [13]. The features of

the DJI Matrice 100 that match our application needs are summarized as follows [54].

(1) Payload and Flight Time: Matrice 100 is made of durable and lightweight

carbon fiber. The maximum takeoff weight of DJI Matrice 100 is 3.6kg, larger than

the total weight of the system (3.13kg), including the platform, the ACDA prototype,

and a TB48D battery. The TB48D, a LiPo 6S battery, can support a flight time of

about 18 minutes based on our flight tests.

(2) Expandability : The expansion bay on the top of Matrice 100 nicely installs

the onboard components. In addition, Matrice 100 provides universal power and com-

munication ports, including dual parallel CAN ports and dual UART ports. Matrice

100 is also programmable using the DJI Software Development Kit (SDK), which

supports Linux, ROS, Qt and STM32 development environments.

(3) Stability : Matrice 100 uses the N1 autopilot, which maintains a stable

flight including hovering, under up to 10m/s wind disturbances. Each of the arms

incorporates a dampening component that eliminates the vibrations generated from

the motors, to improve the stability of the system. In addition, the landing pads are

installed at the base of each arm to protect Matrice 100 during landing.

(4) Operability : Like other commercial UAVs, the DJI Matrice 100 is ready to

fly once open box. The remote controller adopts a simple design. All parameters

can be monitored and tuned via a mobile app called “DJI GO”. This app supports a

live monitoring of control parameters and real-time videos from any connected smart

phones. Some critical information including battery time and GPS signal strength

are displayed.
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We install a GPS module, Adafruit ultimate GPS breakout version 3 on the DJI

Matrice 100 frame to support the ACDA system. It is a high-quality GPS module

that can track up to 22 satellites on 66 channels with a high-sensitivity, high-speed

receiver and a built-in antenna. In addition, it has the data-logging capability that

can record up to 16 hours of data using a FLASH memory.

3.2.3 The Communication Component

The communication component is crucial for the ACDA system, which includes

both intra- and inter- device links. The communication links in the ACDA system

include the wired links between the directional antenna and the Wi-Fi router, and the

wireless links for the A2A, A2G, G2A, A2C, and C2A communications (see Figure

3.4).

Figure 3.4. Illustration of the connections among different components of the ACDA
system, with a highlight on the communication links.
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(1) A2A Link : We select Ubiquiti Nanostation Loco M5 [35] as the directional

antenna unit to establish the A2A communication link, based on an evaluation of the

performance, scalability, cost, size and weight. Utilizing the 2× 2 multiple-input and

multiple-output (MIMO) technology, Loco M5 is a small form factor unit operating

at the 5 GHz band with default antenna gain of 13 dBi. In addition, it adopts an

improved time division multiple access (TDMA) technology, enabling the unit to

connect multiple clients with low latency. The data rate is up to 150 Mbps and

the maximum transmission distance is up to 10 km. Three modes can be selected

according to application scenarios, including access point (AP) mode, client mode

and wireless distribution system (WDS) mode. In our design, both the application

data, and the command and control signals are transmitted between the local and

remote subsystems through this A2A link.

(2) Wired Link : The Wi-Fi router, Huawei WS323 [55], is connected to Loco

M5 through a Ethernet cable. Huawei WS323 supports both 2.4 GHz and 5 GHz

bands and complies with the IEEE 802.11n standard. It adopts a 2 × 2 MIMO and

delivers a wireless transmission rate of up to 300 Mbps while simultaneously providing

the multi-device access capabilities.

(3) A2G/G2A Links : Data from both the local and remote UAVs are transmit-

ted to the ground in real time using the A2G link. We use a laptop on the ground

on each side to receive the application data and diagnosis information of the system,

which are displayed on a user-friendly interface (to be described in Chapter 3.2.8).

The laptop is connected to Huawei WS323 through the wireless local area network

(WLAN). The G2A link is a reverse process of A2G. By employing the interface, user

control and command signals can be sent to the Huawei WS323 located on the corre-

sponding UAV, and then Huawei WS323 relays the information to their destinations

in the network.
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(4) A2C/C2A Links : Data are transmitted to the microprocessor for processing

through the A2C link. Beaglebone Black, the microprocessor, is responsible for all

the computing and learning tasks based on data received through a Wi-Fi adapter

from other components in the network. The C2A Link is a reverse process of the A2C

link. The microprocessor sends processing results to its destinations in the network

through the Wi-Fi adapter.

Other than the aforementioned wireless links designed for the ACDA system,

the operation of the ACDA system also relies on several other wireless links. Alto-

gether, there are five types of wireless links required for the ACDA system: 1). GPS

signal link (1575MHz) which receives the location information from GPS satellites, 2).

flight control signal link (2.4GHz) which transmits control commands of the remote

controller to the corresponding UAV, 3). A2A link (5GHz) which connects the local

and remote subsystems of the ACDA system, 4). A2G/G2A link (2.4GHz/5GHz)

connects the laptops to the ACDA network, and 5). A2C/C2A link (2.4GHz) which

connects the microprocessors to the ACDA network.

We here analyze the aforementioned wireless links and provide a configuration

strategy to effectively utilize different frequency bands to avoid the mutual interfer-

ence among the communication links. The GPS signal operates on a frequency which

doesn’t cause the interference with other links. Since BeagleBone Black supports only

2.4GHz, the A2C/C2A links can only operate on the 2.4GHz frequency band, and

hence we configure the Huawei WS323 to operate on 2.4GHz. Because the A2C/C2A

and the A2G/G2A are supported by the same Wi-Fi router, i.e., Huawei WS323,

A2G/G2A link also operates on 2.4GHz. The A2G/G2A, A2C/C2G, and the flight

control signal link share the 2.4GHz frequency band, which does not interfere with

the A2A link. Figure 3.5 shows the frequencies and bandwidths of the wireless links

in the ACDA system.
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Figure 3.5. The frequencies and bandwidths of the wireless links of the ACDA system.

To avoid the mutual interference among Huawei WS323, the flight control signal

link, and the communication environment, we develop an algorithm to automatically

select the Wi-Fi channels for Huawei WS323 and the flight control system of DJI

Matrices 100 as shown in Algorithm 1.

The communication links in the ACDA system are configured as follows.

(1). Ubiquiti Nanostation Loco M5 : The network modes of both the local

and remote Nanostation Loco M5 are set up as a bridge, which is a point-to-point

link. The wireless mode of the local Nanostation Loco M5 is chosen as a client, and

the remote Nanostation Loco M5 is chosen as an access point. The same WLAN

service set identifier (SSID) is selected for both the local and the remote sides. The

output power is set as 23 dBm. We choose the most secure option WPA2-PSK

(AES), which applies the Wi-Fi protected access II algorithm with the advanced

encryption standard. Channel width is set to 40MHz. The WLAN IP addresses for

both sides are randomly selected in the same subnet. For example, in our system, we

set the local Nanostation IP address as 192.168.33.100, and the remote IP address as

192.168.33.110.
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Algorithm 1 Wi-Fi Channel Selection Algorithm

Requirement: An ACDA system placed in a given environment.

Output:Wi-Fi channels selected for both the local and remote Huawei WS323 and

the flight control system of DJI Matrices 100.

Procedure:

1. Scan wireless signals and record their frequencies, channels, and RSSIs for the

local subsystem.

2. Find the least crowded channel with low RSSIs and select it as the channel for

local Huawei WS323.

3. Find another uncrowded channel with low RSSIs which does not overlap with

local Huawei’s channel, and select it as the channel for the local flight control of DJI

Matrices 100.

4. Repeat the procedure 1 to 3 for the remote subsystem.

(2). Huawei WS323 : Huawei WS323 is configured to operate on the 2.4GHz

frequency band. The channel width is set to 40MHz and the WLAN communica-

tion standard of 802.11n is selected. We select different SSIDs for the local Huawei

router and the remote Huawei router, which both differ from the SSID of Ubiquiti

Nanostation Loco M5. The IP addresses of them should also be in the same subnet

as the Nanostations. For example, we set the IP address of local Huawei router as

192.168.33.111, and the remote Huawei router as 192.168.33.121.

(3). Wi-Fi adapter : The IP addresses of the local and remote Wi-Fi adapters

are set under the same subnet as Nanostations and Huawei routers, i.e., 192.168.33.130

for the local Wi-Fi adapter and 192.168.33.131 for the remote Wi-Fi adapter.
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(4). Laptop: Both the local and remote laptops are set under the same subnet

as other communication modules in the ACDA system, i.e., 192.168.33.21 for the local

laptop and 192.168.33.122 for the remote laptop.

3.2.4 The Computing Component

The computing functionality is implemented on a microprocessor. We select

BeagleBone Black, a low-cost, community-supported development platform featuring

a 32-bit RISC microprocessor as the computing component [52]. It has a powerful

CPU (ARM Cortex-A8) with up to 1 GHz clock time, compared to the 16 MHz

clock time for the Arduino used in the previous version of ACDA. It has 512MB

DDR3 RAM, 4GB 8-bit eMMC onboard flash storage, 3D graphics accelerator, NEON

floating-point accelerator, and two programmable real-time unit (PRU) 32-bit micro-

controllers. The BeagleBone Black supports various ports, for example, USB, Eth-

ernet, HDMI, and 2 × 46 pin headers, making it flexible for our ACDA design. In

addition, it’s compatible with the Linux distributions Debian and Ubuntu, which serve

as the platform for ROS, an open-source and meta-operating system. It also supports

multiprocessing, which is very useful to transmit multiple sensor data streams with

devices in the network. BeagleBone Black does not have a wireless card assembled,

and hence we attach a portable Wi-Fi adapter to enable its communication with other

components of the ACDA system.

The data processing in BeagleBone Black uses three types of data from the

other components, including the GPS on the UAV platform, compass data in the

control component, and RSSI retrieved from Nanostation Loco M5 through a Wi-Fi

adapter. The output is the motor control signal to the control component.
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3.2.5 The Antenna Heading Control Component

The antenna heading control component includes a motor driver, a rotating

motor, a tunable plate, and a compass module (see Figure 3.3 (b)). The directional

antenna and the compass module are placed on a tunable plate, which is controlled by

a motor. The motor driver receives motor control signals from the microprocessor and

outputs the pulse width modulation (PWM) signals to rotate for a specified angle.

We select Adafruit TB6612 as the motor driver. The rotating motor is a micro-

gearmotor with a maximum speed of 130 revolutions per minute (RPM) and a gear

ratio of 210:1. The tunable plate is a plastic robot gear. We use MTI-3-8A7G6T

Xsens as our compass module. It has a full 3D magnetometer-enhanced attitude and

heading reference system (AHRS) with an in-run compass calibration (ICC) setting,

which can compensate for magnetic distortions. In addition, it provides an active

heading stabilization (AHS) setting, which can significantly reduce the heading drift

under magnetic disturbances. The antenna heading control algorithm to align the

directional antennas for a robust A2A channel is designed in Chapter 3.3.

3.2.6 Cameras in the ACDA system

The emergency response application requires both optical and infrared moni-

toring videos of the remote disaster zone to be transmitted to the ground station in

real-time.

On the remote side, the UAV carries a NVIDIA Jetson TX2 module that pro-

cesses data from the two video sensors OV5693 and FLIR Lepton 2 (see Figure 3.6).

As Jetson TX2 has a large development board, we developed a carried board of TX2

with weight 53g and size 88mm×65mm, suitable for UAV applications (see Figure

3.6a). OV5693 is a 1/4-inch, 5-megapixel image sensor, which delivers full 1080p high-

definition video streams at 30 frames per second (fps). FLIR Lepton 2, a complete
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Figure 3.6. (a) Carrier board design. (b) Jetson TX2 carrier board with two cameras,
i.e., the infrared camera and the optical camera.

long-wave infrared (LWIR) camera, is connected to Jetson TX2 to capture infrared

radiation and output a uniform thermal image. Jetson TX2 supports Ubuntu, and

hence can run ROS. Jetson TX2 is connected to the remote Wi-Fi router, i.e. Huawei

WS323 through WLAN with an IP address 192.168.33.133. The local ground station

receives the two video streams from the remote UAV in real time through the A2A

link.
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3.2.7 ROS and Information Flow

We adopt ROS to support data transmissions in the ACDA system. Here we

describe ROS, and the ACDA information flow built on ROS.

ROS is a widely used middleware for developing robot applications [56]. It’s

a collection of tools, libraries, and conventions that enable users to build various

applications by providing services such as low-level device control, message-passing

between processes, and package management. It works well on traditional operating

systems, such as Ubuntu in our case, and can support multi-device communication,

distributed computation, and rapid testing.

ROS is composed of packages. A ROS package is a collection of files that

serves for a specific purpose, generally including source files, executable files and

supporting files (libraries, configuration files, dataset, etc.). ROS nodes are a set

of basic independent executable units that perform various tasks. In order to share

information, all nodes must communicate with each other. The primary mechanism

that ROS nodes adopt for communication is fto send and receive messages. A message

is a simple data structure consisting of typed fields. Messages are organized into

named topics. A node shares information by publishing messages on appropriate

topics, and a node receives information by subscribing to the corresponding topics.

The nodes do not need to know whom they are communicating with, but only publish

or subscribe messages of the topics of interest [56]. ROS allows multiple publishers

and subscribers for a topic. To facilitate the communication among nodes, a ROS

master provides naming and registration services to the ROS nodes. The ROS master

tracks publishers and subscribers of topics and enables individual ROS nodes to locate

each others.

The use of ROS nodes provides several benefits to the design and implemen-

tation of the ACDA system. First, the publish/subscribe mechanism simplifies the
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data transmission among multiple components in a network. Second, the system is

fault tolerant as crashes are isolated to individual nodes. Third, code complexity is

reduced by encapsulating small tasks into nodes and assembling them in a structured

way. Forth, implementation details are hidden as the nodes expose a minimal appli-

cation programming interface (API) to the rest of the system and hence can be easily

modified or replaced.

Our ACDA system has the following ROS architecture. The ROS master runs

on the local BeagleBone Black. It has four ROS clients, including the remote Beagle-

Bone Black, the Jetson TX2 to support video processing, the local laptop, and the

remote laptop. The ROS topics published and subscribed by the ROS master and

clients are shown in Figure 3.7.

The messages in the system include GPS, RSSI, compass, and camera infor-

mation. Each message here corresponds to a specific topic. The local BeagleBone

Black publishes the local compass message, GPS message, RSSI message and heading

angle message, and subscribes the remote GPS message and remote RSSI message

to conduct the RL-based on-line directional antenna control algorithm at the local

side. The remote BeagleBone Black functions in a similar way. The remote Jetson

TX2 publishes two camera messages including the infrared video message and optical

video message, so that the videos on the remote side can be tracked at the ground

stations on the local side. The local laptop and the remote laptop subscribe all the

topics in the ACDA system and display the information on a user-friendly interface

to monitor the system performance and conduct various operations.

Figure 3.8 shows the ROS information flow. The local directional antenna

control algorithm running on a microprocessor calculates the local antenna heading

angle by using both the local and remote GPS and RSSI signals, and sends the PWM

signals to the local motor driver. The information flow on the remote side is similar.
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Figure 3.7. ROS architecture and topics in ACDA system. The orange blocks denote
the the ROS hosts, including the ROS master and ROS clients. The green blocks
denote published messages and the purple blocks denote subscribed messages.

The local and remote user interfaces receive and display all the messages in the ACDA

system.
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Figure 3.8. Information flow of the ACDA System. The red blocks denote messages
in the system. The blue blocks denote components to which these information flow.

3.2.8 Interface Design

A user-friendly interface (see Figure 3.9) is designed to automate the configu-

ration, operation, and diagnosis procedures. The interface displays the locations of

UAVs, communication quality, antenna alignment performance, and real-time videos.

In addition, control operations are included to automate the intricate configuration

processes, lowering the burden for users such as emergency staff.

The graphical user interface (GUI) is developed using Qt, a cross-platform ap-

plication framework and widget toolkit [53]. Qt supports all major desktop platforms

and most mobile or embedded platforms. Its advantages include fast and simple pro-

gramming, consistent and comprehensive APIs and libraries, and compatibility with

various compilers.
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Figure 3.9. A user-friendly interface design.

The interface of the ACDA system is composed of four parts, including the mes-

sage input and display, map, infrared and optical video display, and control panel.

The message input and display support two functions. First, it displays information

of the local and remote compasses, GPS, RSSIs and antenna headings retrieved from

the onboard ACDA system. The local antenna heading angle is marked on a compass

dial in red, and the remote antenna heading is marked on the compass dial in blue.

The GPS, RSSI and desired antenna heading angles are displayed in text boxes. In

addition, two circle indicators on the right side of the compass dials show the connec-

tion qualities of the ACDA system on the local side and the remote side respectively,

where green denotes connection established and red denotes connection lost. Second,

the text boxes of GPS and antenna heading angles can also serve as input boxes. If

GPS or desired heading angle is known in advance, users can input it directly to the

corresponding text box and pressing ”Enter”.
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The map displays the geographic information of the local and remote UAVs

using OpenStreetMap (OSM), an open source mapping toolkit. The red UAV icon

represents the location of the local UAV, and the blue UAV icon represents the lo-

cation of the remote UAV. The distance between them is displayed on the upper

left corner of the map. The video display shows the real-time infrared and optical

videos transmitted from the remote side. Some function keys can be used to adjust

the images, such as refresh, resize and rotate. The control panel consists of six con-

trol operations, each having several widgets that facilitate user operations illustrated

below:

(1) Distance Mode Selection. There are two modes: line-of-sight (LOS) and

NLOS. In the LOS mode, the local and remote ACDA subsystems are within a short

range (100-200m) and there is no obstruction between them, and hence the commu-

nication of the ACDA system can be established without alignment. In the NLOS

mode, either the distance between the UAVs is beyond the short range or the signals

of the two systems are blocked by obstructions in between. When LOS is chosen,

the antennas alignment can be completed on the ground for optimal communication

performance. When NLOS is chosen, the antenna alignment starts after UAVs are

launched to the air, because attenuation, reflection, diffraction, and penetrations do

not permit the alignment on the ground.

(2) Channel Selection. Once the ”Optimize” button is clicked, the Wi-Fi chan-

nel selection algorithm described in Algorithm 1 is implemented and the optimized

channels which avoid mutual interference selected on the local and remote sides are

displayed in the text box to the right.

(3) IMU Calibration. The IMU calibration is automated. Its purpose is to

eliminate magnetic interference of the environment. Once the ”Run” button is clicked,

the IMU calibration begins, ”Run” becomes ”Stop”, and the text box to the right
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shows ”Working”. One can stop the IMU calibration at any time by clicking the

button again. When the IMU calibration is complete, the text box to the right shows

”Done”.

(4) Initial Heading Selection. This setting is used in a GPS denied environment

such as indoors to align directional antennas by exhausting various pairs of heading

angles at the local and remote sides to find the maximum RSSI. The button has

two functions, ”Scan” and ”Stop”. The text box to the right shows three states:

”Default”, ”Working”, and ”Done”. ”Default” means that the GPS is available in

current scenario, so that the initial heading selection step can be skipped. ”Working”

and ”Done” are shown when the initial heading scan is triggered and completed,

respectively.

(5) ROS Node Operations. Similar to the button for IMU calibration, the button

of ROS nodes has two functions: ”Run” and ”Stop”, with corresponding states,

”Working” or ”Done”, displayed in the text box to the right. Once the ROS nodes are

activated, topics are created and messages are exchanged among functional modules

of the local and remote ACDA subsystems.

(6) Cameras in Use. Four check boxes are included for the infrared and optical

cameras. Once a camera is checked, the real-time video captured by this camera will

be displayed on the right. When ”Save” is checked, the video will also be stored in

the local laptop.

Figure 3.10 shows the flowchart of user operations.

3.2.9 Water-Resistant Enclosure Design

The water-resistant enclosure design of the ACDA system is included for the

emergency response operations (see Figure 3.11). The water-resistant enclosure con-

sists of two parts: the cover for the antenna which can rotate a full 360 degrees, and
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the cover for the other components, including battery, communication, computing,

and control components. It supports both static seal such as static radial seal, and

dynamic seal such as rotary seal. The enclosure is printed using a 3D printer with

Acrylonitrile Butadiene Styrene (ABS) plastic.

Figure 3.10. Flow chart of operations for the ACDA, coded in the user interface.
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Figure 3.11. Water-resistant enclosure design.

3.3 The ACDA System Model and Controller Design

In this section, we first describe the ACDA system model including the UAV

and directional antenna dynamics. We then describe the measurement models for

GPS and RSSI. The antenna control problem is then formulated and an RL-based

solution in an unknown communication environment is developed in the end.
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3.3.1 System Models

3.3.1.1 UAV Dynamics

xi[k + 1] = xi[k] + vi[k] cos(φi[k])δ,

yi[k + 1] = yi[k] + vi[k] sin(φi[k])δ, (3.1)

φi[k + 1] = φi[k] + ωi[k]δ,

where δ is the sampling period, φi[k] and ωi[k] are the heading angle and angular

velocity of UAV i at time instant k respectively.

3.3.1.2 Directional Antenna Dynamics

The directional antenna installed on each UAV adjusts its heading angle auto-

matically to establish the robust A2A communication channel. The heading angle

dynamics of its directional antenna is described as

θi[k + 1] = θi[k] + (ω∗i [k] + ωi[k])δ, (3.2)

where θi is the heading angle of antennas i, and ω∗i is the angular velocity of antennas

i due to its heading control. Note that both the control of antennas i (ω∗i ) and the

movement of UAV i (ωi) contribute to the change of θi .

3.3.2 Measurement Models

Two measurement models are included, one for GPS, and the other for RSSI.

The communication performance indicator RSSI is adopted to assist with the dis-

tributed antenna controller design.
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3.3.2.1 GPS Measurement

The measurement of the GPS signal ZG,i(k), is described as

ZG,i[k] = HG,i(k)Xi[k] +$G,i[k], (3.3)

where HG is the measurement matrix, HG,i = [1, 0, 0, 0; 0, 1, 0, 0]. Xi[k] = [xi[k], yi[k],

φi[k], θi[k]]T is the system state of UAV i, and $G,i is the white Gaussian noise with

zero mean and covariance RG,i. GPS signals can be transmitted through the A2A

communication channel to assist with the control of the directional antennas.

3.3.2.2 RSSI Measurement

RSSI measures the performance of the communication channel [50, 51]. In the

ACDA system that is equipped with two directional antennas, RSSI is affected by 1)

the relative positions of the two UAVs that carry these directional antennas, 2) the

headings of these antennas, and 3) the field radiation patterns of these antennas in a

specific communication environment. The RSSI signal ZR[k] can be derived from the

Friis free space equation as [33]:

ZR[k] =Pt|dBm[k] +Gl|dBi + 20 log10(λ)

− 20 log10(4π)− 20log10(d[k]) +$R[k],

(3.4)

where Pt|dBm[k] is the transmitted signal power, λ is the wavelength, d[k] is the dis-

tance between the two UAVs at time k, and d[k] =
√

(x1[k]− x2[k])2 + (y1[k]− y2[k])2.

$R[k] is the white Gaussian noise with zero mean, and Gl|dBi[k] is the sum of the

transmitting and receiving antenna gains [34]. For the Ubiquiti NanoStation loco M5

directional antennas [35] that we use in the ACDA system, it is modeled based on

the filed pattern of the end-fire array antennas [36]
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Gl|dBi[k] =(Gmaxt|dBi −G
min
t|dBi)

× sin
π

2n

sin (n2 (kada(cos (γt[k]− θt[k]))− 1)− π
n)

sin (12(kada(cos (γt[k]− θt[k]))− 1)− π
n)

+(Gmaxr|dBi −G
min
r|dBi)

× sin
π

2n

sin (n2 (kada(cos (γr[k]− θr[k]))− 1)− π
n)

sin (12(kada(cos (γr[k]− θr[k]))− 1)− π
n)

+Gmint|dBi +Gminr|dBi,

(3.5)

where Gmax
t|dBi, G

min
t|dBi, and Gmax

r|dBi, G
min
r|dBi are the maximum and minimum gains of

transmitting and receiving antennas. ka is the wave number, and ka = 2π
λ

. n and da

are parameters decided by the design of the antenna. θt[k] and θr[k] are the heading

angles of the transmitting and receiving antennas at time k. γt[k] and γr[k] are

the heading angles of the transmitting and receiving antennas corresponding to the

maximal Gl|dBi[k] at time k.

The parameters Gmax
t|dBi, G

min
t|dBi,G

max
r|dBi, and Gmin

r|dBi can be obtained from the an-

tenna’s data sheet in an ideal environment. In our ACDA system, Gmax
t|dBi = Gmax

r|dBi and

Gmin
t|dBi = Gmin

r|dBi hold because the two directional antennas are of the same type. In an

imperfect environment where disturbances and interference exist, these parameters

in Gl|dBi[k] can be environment-specific.

In addition, γt[k] and γr[k] can be obtained from the alignment of the two

directional antennas [14]. In an imperfect environment, such as blockages, the desired

heading angles can be captured by

γr[k] = arctan
yt[k]− yr[k]

xt[k]− xr[k]
+ θenv, (3.6)

where (xt[k], yt[k]) and (xr[k], yr[k]) are the positions of UAVs that carry the trans-

mitting and receiving antennas respectively, and θenv is an environment-specific shift

angle. θenv = 0 in a perfect environment.
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3.3.3 Problem Formulation

Our goal is to find the directional antennas’ optimal heading angle velocities to

maximize the RSSI performance over a look-ahead window, and thus, to maximize the

performance of the UAV-to-UAV communication channel. The RSSI model (as de-

scribed in Equations (3.4)-(3.6) ) contains unknown environment-specific parameters,

i.e., Gmax
t|dBi, G

min
t|dBi, and θenv.

Here we formulate the problem as an optimal control problem. Mathematically,

considering the system dynamics described in Equations (3.1) and (3.2), an optimal

control policy U [k] is sought to maximize the following value function

V (X[k]) =
k+N∑
l=k

αl−kZR[l](X[l], U [k]), (3.7)

whereX[k] is the global state, X[k] = [XT
1 [k], XT

2 [k]]T , Xi[k] = [xi[k], yi[k], φi[k], θi[k]]T .

U [k] is the control input, U [k] = [U1[k], U2[k]]T , Ui[k] = [ω∗i [k]]. α ∈ (0, 1] is a dis-

counter factor, and ZR[l] is the RSSI signal at time l. Note that the control is

decentralized. Each directional antenna finds its own optimal control policy with the

assumption that the other antenna adopts its optimal control policy.

Next we develop the control solution for one of the UAVs (denoted as the local

UAV, or UAV 1). The control solution for the other UAV (the remote UAV, or UAV

2) is designed in the same manner.

3.3.4 Reinforcement Learning Based Optimal Control for ACDA

To solve the optimal control problem formulated above, an on-line adaptive

optimal controller is developed based on reinforcement learning.
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Note that the value function (described as Equation (3.7)) can be rewritten as

V (X[k]) =ZR[k](X[k], U [k])

+
k+N∑
l=k+1

αl−kZR[l](X[l], U [k])
(3.8)

To solve the above Equation online, here we utilize the RL method, in particular,

the policy iteration (PI) algorithm [27, 28]. The PI algorithm contains two steps:

policy evaluation and policy improvement. The policy evaluation step is designed

to solve the value function V (X[k]) using Equation (3.8), given the current control

policy. The policy improvement step is to maximize the value function by finding the

optimal control policy. The two steps are conducted iteratively until convergence.

Policy Evaluation

Vj+1(X[k]) =ZR[k](X[k], U [k])

+
k+N∑
l=k+1

αl−kZj,R[l](X[l], U [k])
(3.9)

Policy Improvement

Uj+1(X[k]) = arg max
Uj [k]

ZR[k](X[k], U [k])

+
k+N∑
l=k+1

αl−kZj+1,R[l](X[l], U [k])

(3.10)

where j is the iteration step index, and Zj,R[l](X[l], U [k]) is the RSSI model with

parameters learned in the jth iteration step.

Note that three unknown parameters for the environment-specific RSSI model

(Gmax
t|dBi, G

min
t|dBi and θenv) are involved in Equation (3.9), and need to be learned. In

particular, for each iteration j, three time steps (k, k+1 and k+2) are needed to come

up with three equations to iteratively solve for the three parameters. To solve the

nonlinear equations, we utilize the Newton’s method [57]. The idea of the Newton’s
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method is described as follows. An initial guess which is reasonably close to the true

root is first given, and the function is then approximated at the given initial guess

by its tangent line. After computing the x-intercept of this tangent line, which is

typically a better approximation to the function’s root than the original guess, the

function is approximated again at the derived x-intercept until the accuracy meets

the requirement.

3.4 Experimental Results

3.4.1 Simulation Studies

In this section, we conduct simulation studies to illustrate and validate the

antenna controller design. Two UAVs are simulated to move in a 2-D airspace, each

equipped with a directional antenna. The total simulation time is T = 45s, with

the sampling period δ = 1s. The parameter N in Equation (3.7) is selected as 1

here (i.e., with the goal of maximizing the current RSSI). The transmitting power

is Pt|dBm = 23dBm, and the electromagnetic wavelength is λ = 0.052m. For the

parameters in Equation (3.5), we select the design parameters n = 8 and ka = λ
4
.

Figures 3.12 and 3.13 show the trajectories of local UAV and remote UAV respectively.

The blue solid curve and the red dotted curve are the real trajectory and the GPS

measurements respectively. Gaussian noises are added to the GPS signals.

With these randomly generated UAV trajectories, we simulate the RL-based

control algorithm. To simulate the long-distance communication scenario, the min-

imum received signal strength is assumed to be 0, and in this case, the minimum

directional antennas’ gain (Gmin
t|dBi) can be calculated accordingly. Figures 3.14 and

3.15 show the learned environment-specific antennas’ maximum gain (Gmax
t|dBi) and the

shift angle caused by the environment (θenv) respectively. Gaussian noises are added
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to the RSSI measurements. As shown in the figures, the learned parameters are very

close to their true values, which indicates the effectiveness of the learning algorithm.

Figures 3.16 and 3.17 show the derived optimal heading angles of the local directional

antenna and the angle errors between the derived optimal heading angle and the true

optimal heading angles. The derived optimal heading angles are very close to the true

optimal angles, indicating the good performance of the RL-based control algorithm.
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Figure 3.12. Trajectory of UAV 1.
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Figure 3.13. Trajectory of UAV 2.
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Figure 3.14. Learned environment-related — maximum directional antenna gain.

62



0 10 20 30 40 50

Time(sec)

0

0.1

0.2

0.3

0.4

S
h

if
t 

a
n

g
le

 (
ra

d
)

Learned shift angle

True shift angle

Figure 3.15. Learned environment-related — shift angle.

0 10 20 30 40 50

Time(sec)

-0.5

0

0.5

1

H
e

a
d

in
g

 a
n

g
le

 (
ra

d
) Derived optimal angle

True optimal anglee

Figure 3.16. Derived optimal heading angles.

63



0 10 20 30 40 50

Time(sec)

-0.5

0

0.5

1

H
e

a
d

in
g

 a
n

g
le

 (
ra

d
) Derived optimal angle

True optimal anglee

Figure 3.17. Heading angle errors between the derived angles and the true optimal
angles.

3.4.2 Field Tests

We conducted two field tests to verify the proposed ACDA solution. The first

is to verify the RSSI model, and the second is to test the performance of the antenna

control algorithm through a comparative study with the sole GPS-based control al-

gorithm described in [13].

3.4.2.1 Testing of the RSSI Model

We first test the RSSI model for a pair of directional antennas, as described

in Equations (3.4) and (3.5). The distance between the two directional antennas is

43m, the transmitting power is 23dBm, and the electromagnetic wave frequency is

5.8GHz. With the same environment and test settings, we conduct two tests to check

the properties of the two directional antennas. In the first test, the remote antenna

points towards the local antenna and keeps a fixed heading angle throughout the test.
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The local antenna initially points towards the remote antenna and then rotates 15◦

per 90s until 360◦. The RSSI is collected by the local antenna and is averaged during

each 90s. In the second test, the heading angle of the local antenna is fixed, and

points towards the remote antenna. The remote antenna initially points towards the

local antenna and rotate 15 degrees per 90 seconds until 360◦. The RSSI collected

by the remote antenna is also averaged in the second test. Parameters in the RSSI

model are estimated from the measured data: n = 8, da = λ
4
, Gmax

1 = 11.5dBi,

Gmin
1 = −8.5dBi for the local antenna, and Gmax

2 = 9dBi, Gmin
2 = −8dBi for the

remote antenna. Figures 3.18(a) and 3.18(b) show the test results. The tested RSSI

mappings match reasonably with the proposed model.

3.4.2.2 Testing of the Control Algorithm

We also test the proposed RL-based control algorithm. In this preliminary

testing, the local directional antenna is at a fixed location, and the remote antenna

changes its location every 90s. Each antenna finds its own optimal heading angle

at each location according to the distributed RL-based control algorithm described

in Chapter 3.3 to optimize the RSSI performance. The RSSI is measured at both

antennas with the derived heading angles. To provide a comparison, we also test

the GPS alignment-based control algorithm proposed in [13], in which each antenna

points toward the GPS location of the other controller, and RSSI is not used as a

measurement signal. The testing results are summarized in Table 1. At each location,

two control algorithms are tested. ”RL” in Table 1 represents the RL-based control

algorithm, and ”GPS” means the GPS alignment-based control algorithm.

The proposed RL-based algorithm demonstrates a better RSSI, as compared to

the GPS alignment-based algorithm, in all five locations. The testing results verifies
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Figure 3.18. RSSI mapping in (a) the first test, and (b) the second test. The red dots
are the measured RSSI signal, and the blue curves pictures the relation between the
RSSI signal and the rotation angle according to Equations (3.4) and (3.5).
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Table 3.1. Comparative Field Testing Results

Local antenna Remote antenna

Position Control RSSI Heading RSSI Heading

1
RL -37dBm 194.1◦ -41dBm 16.4◦

GPS -45dBm 170.6◦ -45dBm 35.5◦

2
RL -37dBm 197.3◦ -39dBm 15.1◦

GPS -39dBm 176.2◦ -42dBm 357.8◦

3
RL -39dBm 191.1◦ -44dBm 13.2◦

GPS -41dBm 182.6◦ -44dBm 6.2◦

4
RL -35dBm 196◦ -39dBm 15.2◦

GPS -38dBm 195.8◦ -39dBm 16.2◦

5
RL -35dBm 194.9◦ -39dBm 15.4◦

GPS -37dBm 186.1◦ -39dBm 7.5◦

that the proposed RL-based control algorithm outperforms the GPS alignment-based

algorithm.

3.4.2.3 Emergency Drill

We tested the performance of our ACDA system through participating in a

full-scale emergency drill of the City of Denton, TX. On a raining day in May 2018,

a full-scale disaster drill on a train-involved accident was conducted with the lead of

the Denton Fire Department. An incident occurred on the Union Pacific rail line and

passengers on the Denton county transportation authority (DCTA) A-Train piled out

of the train with a great panic, and caused injuries and fatalities. Our ACDA system

successfully responded to the emergency and sent back real-time monitoring videos

of the emergency zone to the emergency management center for condition accessment

(see Figure 3.19).
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(a)

(b)

Figure 3.19. Emergency drill with Denton Fire Department. (a) The room of the
emergency management center and the screen where the remote infrared and optical
monitoring videos are transmitted and displayed. (b) The map of this disaster drill.
The distance between the local and the remote UAVs is about 270m, beyond the
nominal Wi-Fi range.
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CHAPTER 4

Beyond Visual Line of Sight UAV Control for Remote Monitoring using

Autonomously Aligned Directional Antennas

4.1 Introduction

UAVs have found broad commercial use in civilian applications. For instance,

UAV-assisted nondestructive health monitoring has been used to monitor bridge in-

frastructures to avoid catastrophic accidents [58–61]. Traditional infrastructure in-

spections are often performed through a manual visual-based procedure, which are

expensive, time-consuming, and even unsafe for some structural parts, e.g., the sides

and underneath parts of bridges. Paper [58] studied the feasibility of using UAVs for

fatigue crack detection in bridges and demonstrated the field performance using three

different UAV types. In [59], the authors analyzed different UAV types based on their

weights, flight type, payload and flight time, and selected a rotary-wing typed drone

for crack detection of bridges. Paper [60] used an on-board high definition (HD) cam-

era to collect images of bridges and stored the images in a storage card for further

processing and crack detection. Paper [61] used a UAV for concrete crack identifica-

tion. The UAV communicated images, distance information and control signals with

a human operator through a Wi-Fi module.

In all existing UAV applications, UAVs are controlled within the visual line of

sight. This restriction limits the flexibility and applicability of UAVs. Many UAV

applications require the beyond BVLOS control. For instance, in emergency response,

UAV operators often cannot get close to emergency zones because of broken roads,

debris, or remaining dangers in the zones [8, 9]. The standard communication range,
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such as Wi-Fi, is not sufficiently long for UAV control. Similarly, in nondestructive

health monitoring, an operator may not always be able to keep the UAV within

visual sight due to various structural constraints [62]. Blockages should not limit

UAV operations.

To address the aforementioned issues, we here aim to develop a BVLOS control

solution for UAVs, which extends the operation range to kilometers, and is not limited

by blockages between an operator and a UAV. Designing BVLOS UAV control is

challenging, considering difficulties such as UAV situation awareness and wireless

communication robustness. The research on BVLOS control is limited [63]. Paper

[63] describes a transportation system for UAV BVLOS applications based on LTE.

The solution is expensive and requires the existence of LTE support. There is a

need to implement UAV BVLOS control using a communication system that is cost-

effective and can be quickly deployed without ground infrastructure support.

Figure 4.1. Illustration of the teleoperation of the remote UAV based on the ACDA
system .

The BVLOS UAV control solution we design in this chapter is shown in Figure

4.1. The solution is based on the long-distance and broadband ACDA system that
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we developed previously [11–13, 20, 21, 40, 41]. In [13], we designed and implemented

the complete ACDA system, which is composed of two UAV platforms (one for the

local side, and the other for the remote side), on-board autopilot, communication

component, and autonomous antenna heading alignment. The local UAV platform

serves as the network relay and the remote UAV platform is used for monitoring. The

two UAVs are dispatched to the air to establish communication, and then the local

UAV communicates with the local ground device through an UAV-ground communi-

cation channel. The ACDA system does not rely on ground infrastructure support,

and hence can be applied to scenarios where fixed communications infrastructures

are not available. With the use of directional antennas and an automatic align-

ment algorithm, the ACDA system features long-range communication and board

throughput. In [21], we improved the ACDA system with a unified communication

and control channel, integrated design and implementation of communication, control

and computing components, and a user-friendly interface. Moreover, we designed a

reinforcement learning-based directional antenna control algorithm that maximizes

communication performance in unknown communication environments.

The aforementioned works still do not realize BVLOS UAV control for the fol-

lowing reasons. First, in the ACDA system, each UAV is controlled locally by a UAV

operator. UAV control is within line of sight. In this chapter, we transmit the re-

mote UAV’s control signal through the ACDA system to enable BVLOS operations.

Second, according to our experimental studies, the ACDA system has some perfor-

mance limitations in terms of interference and endurance. In this chapter, we redesign

the ACDA system to overcome these performance limitations. Our contributions are

summarized as follows.

The first contribution is the design of BVLOS UAV control, using the ACDA

system with a local UAV relay. The use of UAV relay permits the transmission of
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flight control signals even if blockages exist between the UAV and the operator. The

use of directional antennas extends the UAV control distance to kilometers with high

data throughput. The BVLOS control solution includes a two-way relay communi-

cation. In one direction, low-resolution videos from the remote UAV is transmitted

through the local UAV relay to help UAV the operator navigate the remote UAV. The

low resolution videos are for navigation. They provide situation awareness to UAV

operators and allow operator to locate targets of interest, such as structural defects

in health monitoring and victims in emergency response. In the other direction, UAV

control signals are relayed through the local UAV and transmitted to the remote UAV

for BVLOS navigation. High-resolution videos from the remote UAV can be stored in

a storage card for further processing. We design a remote control solution to operate

the remote UAV using a keyboard at the local side of the ACDA system.

The second contribution lies in the ACDA redesign to enhance its performance.

In particular, the microprocessor is changed form BeagleBone Black [52] to NAVDIA

Jetson TX2 Module [64] (TX2) which has a better computing capability for BLOVS

operation. In addition, the UAV platform is changed from Matrix 100 to Tarot 650

[65] with the open source flight controller Pixhawk [66] to remove the interference

between the UAV platform (and in particular carbon fiber propellers) and the com-

munication system. The redesign also includes the rotational structure of directional

antennas to improve its endurance with 360-degree rotation capability. Finally, the

propellers and the motors are reconfigured to enable 25 minutes of flight time.

The rest of this chapter is organized as follows. Chapter 4.2 describes the up-

graded ACDA system design in terms of both hardware and software design. Chapter

4.3 describes the BVLOS UAV control using a keyboard through the ACDA relay and

includes the verification studies using simulation studies and field tests.
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4.2 ACDA System Design

This section introduces the ACDA system and describes the design of the up-

graded ACDA system in detail.

Figure 4.2. The Previous ACDA system.

4.2.1 Overview of the ACDA System

In [21], we designed and implemented an ACDA system. The ACDA system

is composed of a pair of subsystems on both the local and the remote side. The
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Figure 4.3. The new ACDA system.

subsystem on each side is composed of four parts: UAV platform, control, computing

component, and communication component (shown in Fig 4.2). The communication

component is critical for the ACDA system. It includes a Wi-Fi adapter, a Wi-Fi

router and a directional antenna as shown in Fig 4.4. The types of links include:

A2G/G2A, A2A, and A2C/C2A. The control component rotates the directional an-

tennas automatically using an alignment algorithm so that the system can achieve its

best communication capacity. The computing component is responsible for collect-

ing data, processing the computing and learning tasks, and exporting motor control

signal to the control component. With an user-friendly interface installed on the
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local laptop, the ACDA system configuration and system information (the locations

of UAVs, distance, communication quality, antenna alignment performance and real-

time videos) can be displayed distinctly.

This chapter describes the upgrade to the ACDA system for BVLOS operation

(see Figure 4.3). To increase the stability and improve communication performance,

we change the UAV platform to Tarot 650 with Pixhawk. To improve the computing

capability, we use a TX2 for the computing component instead of the BeagleBone

Black. To achieve better control performance, we adopt a lazy susan bearing com-

ponent and an ATmega2560 chip for the control component. In addition, a new

battery is assembled to expand the working time of the ACDA system. The following

subsections discuss each improvement in detail.

Figure 4.4. Illustration of the connections among different components in the ACDA
system.
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Figure 4.5. Tarot 650 with ACDA system.

4.2.2 Upgraded ACDA System Design

4.2.2.1 The UAV Platform

Considering the performance of UAVs such as payload, flight time, expandabil-

ity, stability, and operability, Matrice 100 [21] and Tarot 650 with Pixhawk [13] (see

Figure 4.5) are two good options. The flight control signal at 2.4GHz and carbon

fiber propellers of Matrice 100 can potentially interfere with the WiFi router, which

also operates at 2.4GHz, and this interference can cut in half the throughput of the

communication capacity. To avoid this interference, we choose Tarot 650 with plas-

tic propellers (13inch) as the UAV platform for the new ACDA system. The flight

control signal link of Pixhawk operates at 72MHz, which does not overlap with the

Wi-Fi router. The battery for Tarot 650 is a LiPo battery of 10000mAh. In addition,

the Pixhawk’s TELEM2 (a serial port) is connected with a universal serial bus (USB)

port of TX2 for communication between these two devices.
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4.2.2.2 Communication System

The TX2 module has a built-in WiFi unit, and hence no external WiFi adapter

is needed. The ACDA system has A2G/G2A, A2A, A2C/C2A communication links as

shown in Figure 4.4. Two directional antennas form an A2A link, with an A2G/G2A

link on each side using a WiFi router. The WiFi router also forms an A2C/C2A link

with the WiFi module in TX2. Using these three types of wireless communication

links, TX2s collect data from sensors and Pixhawks and publish the data to the

ACDA system using the ROS.

4.2.2.3 Computing Component

The function of the computing component is to obtain data from the sensors

and Pixhawk, publish obtained data to ROS, calculate the desired heading of anten-

nas and send the motor’s rotation direction and speed to the control component of

the ACDA system. The computing component is implemented using TX2. We use

TX2 instead of the Beaglebone Black used in [21] because of its better computing

capability. The TX2’s CPU includes a dual-core NVIDIA Denver2 (2GHz) and a

quad-core ARM Cortex-A57 (2GHz). Its GPU is 256-core Pascal. Its CSI2 supports

2.5Gbps/Lane. Meanwhile, it has 8GB 128bit LPDDR4 memory and 32GB eMMC

onboard flash storage. Because the original NVIDIA carrier board of TX2 is too

heavy for the UAV platform, we design a customized carrier board for TX2 with a

size of 88mm× 65mm and a weight of 53g (see Figure 4.6).
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Figure 4.6. TX2 customized carried board.

4.2.2.4 Antenna Heading Control Component

The control components rotate the geared motors to align the two directional

antennas. The control component consists of a ATmega2560 chip [67], an H-bridge

motor driver, a geared DC motor, a magnetometer and a rotatable plate with a lazy

susan turntable (see Figure 4.5). The ATmega2560 reads the location from the local

GPS module and RSSI data from a directional antenna and then sends data to the

local TX2. The ATmega2560 receives motor control signals from TX2 and outputs

stable PWM signals to the motor driver to rotate the motor. The ATmega2560 and

the motor driver are integrated on a TX2 carrier board to save space and reduce wires

between components (see Figure 4.6). Furthermore, ATmega2560 can output stable

PWM signals whereas TX2 cannot output and expand I2C, UART, and SPI ports for

TX2. TX2 connects ATmega2560 via USB ports. We select a lazy susan turntable

to connect the rotational parts to non-rotational parts of the system and use a slip

ring to connect TX2 with a directional antenna and a compass. Compared with the
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previous rotational design in [21], this new design guarantees the coaxiality of the

tuning plate to avoid shaking. The design has a more stable and smoother antenna

rotation than the previous design.

4.2.2.5 Autonomous Antenna Alignment

Because of the mobility of UAVs, it is necessary to automatically align two

antennas to maintain the robust communication and achieve the best communication

capacity. This is achieved through an antenna heading control algorithm. Antenna

heading control aims to autonomously diminish the difference between the desired

and currently the measured headings. The desired heading is calculated from local

GPS and remote GPS locations of both UAVs for antenna alignment. The current

heading is a direct output of compass. The difference is sent to the heading control

algorithm [13], which is a linear quadratic gaussian controller consisting of a Kalman

filter and a linear quadratic regulator. The Kalman filter is used to estimate the

system states x̂. The lease-quadratic regulator is a state feedback controller. The

LQG is to minimize the quadratic GPS-based tracking error. The LQG controller

can be described as p∗ = −Kcx̂, where Kc is the gain matrix of the optimal controller

and is sent to the control part to rotate the directional antenna assembly.

4.2.2.6 Battery Design

The space and payload of the UAV platform restrict the components’ size and

weight. Therefore, a small-size, lightweight and high-capacity battery is desired for

the ACDA system. Because We can not find batteries in the marketplace with the

shape and size suitable for the ACDA system. We design a new rechargeable battery

using three Panasonic Li-ion MH12210 and a charge protection circuit board (see

Figure 4.7). The output voltage is 12.6V and the total capacity is 3250mAh. The
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(a) (b)

Figure 4.7. (a) battery box. and (b) three cascaded batteries with a rechargeable
protective circuit.

battery can support the ACDA system to work for up to 2 hours, and enhances the

durability of the system.

4.2.2.7 Information Flow in ROS

ROS is used to transmit messages between multiple devices in the ACDA system

(see Figure 4.8). TX2 communicates with MEGA2560 using the Rosserial package

[68] and with Pixhawk using the MAVROS package [69]. TX2 directly reads the direc-

tional antenna heading from a compass module. TX2 subscribes GPS and RSSI ROS

topics from ATmega2560 and publishes motor PMW control signals to ATmega2560.

In addition, one optical camera (OmniVision OV5693) and one infrared camera (FLIR

LEPTON 3) are connected to the remote TX2 via a camera serial interface (CSI).

The remote TX2 first launches a ROS video node to obtain a high resolution (up to

2592× 1944) image from OV5693. Furthermore it saves the high resolution image at

the remote TX2. Meanwhile, it converts the high resolution image to a low resolution
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image (640×480) which is subscribed and displayed at the interface on a local laptop.

The low resolution images are used for BVLOS UAV control.

For BVLOS UAV control, MAVROS must be executed in the remote TX2 to

convert MAVLink messages of Pixhawk to ROS messages. In addition, Pixhawk also

subscribes control signals from the remote TX2. The remote TX2 collects videos from

a optical camera and an infrared camera and converts videos to ROS image topics.

All ROS topics are published in a ROS network. The local Laptop subscribes all the

messages and displays them on the user-friendly interface that was introduced in [21].

The local laptop also publishes the control ROS topic to the remote UAV.

4.3 BVLOS UAV Control

This section describes the development of a BVLOS solution to control the

remote UAV from the local side using a keyboard.

4.3.1 System Design and Implementation

4.3.1.1 Pixhawk Setup

To enable communication between TX2 and Pixhawk, MAVLink, a message

protocol, needs to be enabled on a configurable serial port of Pixhawk. The TELEM

2 (serial port) port is selected to link with a USB port of TX2. Nevertheless, the

default setting of TELEM 2 port is disabled in Pixhawk’s open source flight control

software PX4 (V1.9.0). Therefore, we first need to enable the TELEM 2 port using

PX4 ground station QGoundControl (QGC), which provides full flight control and

can modify all configurable parameters in PX4. After setting up MAV 1 CONFIG=

TELEM2, MAV 1 MODE = Onboard and SER TEL2 BAUD =921600, MAVLink is

available on the TELEM 2 port. However, we still need to set up TX2 to convert
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Figure 4.8. ROS architecture and topics in the ACDA system..
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MAVLink messages to ROS messages so that a local laptop can completely control

the remote UAV.

4.3.1.2 TX2 Setup

By utilizing ROS, we don’t need to build a custom communication link between

a local laptop and the remote Pixhawk. We only need to convert MAVLink messages

to ROS topics. In fact, we can use MAVROS ROS package to build a bridge between

MAVLink messages and ROS topics (see Figure 4.9). MAVROS publishes messages,

such as the IMU state, local position in the North-East-Down (NED) coordinate,

global position information, and system status, to the ACDA system. MAVROS

subscribes the following ROS topics to control UAVs. ROS topic ’setpoint raw/local’

controls the local position, velocity and acceleration of a UAV in the local coordinate.

ROS topic ’setpoint raw/attitude’ controls the attitude, angular rate and thrust of

a UAV. In addition, MAVROS includes some services to control the UAV, such as

waypoint service to set up waypoints, param service to access the parameters of PX4,

and command services to send arm, takeoff, land commands to Pixhawk, and check

UAV status.

After MAVROS is installed on TX2, run the command ’roslaunch MAVROS

px4.launch fcu url:=/dev/ttyUSB0:921600’ in a terminal window of TX2. px4.launch

is to execute ROS PX4 note to convert MAVLink messages to ROS topics. /dev/ttyUS

B0 is the linked port of Pixhawk in TX2, and 921000 is the baud rate to communicate

between TX2 and Pixhawk. The above command connects Pixhawk with the ACDA

system.
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Figure 4.9. The process from MAVLink message to ROS Topics.

4.3.1.3 Teleoperation

In the MAVLink protocol, off-board control of PX4 flight can use two com-

mands, SET POSITION TARGET LOCAL NED and SET ATTITUDE TARGET.

Correspondingly in MAVROS, we can select the ROS topic ’setpoint raw/local’ and

’setpoint raw/ attitude’ for off-board control. In this chapter, we only use ’setpoint-

raw/local’ for the BVLOS control of the remote UAV. The message type of ’set-

poin raw/local’ is the mavros msgs/PositionTarget which includes flight control pa-

rameters coordinate (NED or body coordinate), position, velocity, acceleration, yaw

and yaw rate. We control the UAV with the velocity (V X, V Y, V Z) and yaw raw in

the body coordinate of the UAV. We first select the body coordinate to do off-board

control, and then assign ignore flag to position, acceleration and yaw parameters. As

shown in Fig 4.10, the body coordinate in MAVROS is Right Forward Up (RFU). The

body coordinate in MAVLink is Forward Right Up (FRU). Therefore, the velocity of

’setpoint raw/local’ shall be (V Y, V X, V Z).

The keys w,x,a,d,q,e,z,and c in a standard keyboard are used to control the

UAV’s flight. The w and x control the UAV to move forward and backward. a and
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Figure 4.10. The Body Coordinate of the UAV in MAVROS and MAVLink.

d control the UAV to move left and right. The q and e control the UAV to ascend

and descend. The z and c control the UAV to rotate clockwise and anticlockwise.

The s lets velocities and yaw rate of the UAV be zero and hence control the UAV to

hover in the air. In addition, if the time between two offboard commands exceeds

0.5 second, the flight mode of the PX4 will go out of the offboard model and restore

the last mode of the Pixhawk. As such, the frequency of sending offboard commands

must be larger than 2Hz.

4.3.2 Simulation Studies

4.3.2.1 Simulation Environment

Before testing offboard control on a real UAV, it is useful to first simulate

and debug. PX4 provides such a capability. According to [70], PX4 supports the

Hardware In the Loop (HITL) simulation with the Gazebo simulator [71], which is a

powerful simulation tool that is compatible with ROS. In order to simulate PX4 in

Gazebo, PX4 firmware must be installed in the ROS work space on a laptop with the
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Ubuntu operating system. PX4 Firmware in the Gazebo environment does not only

simulate a UAV but also simulate multiple UAVs. In addition, they also simulate

the data from all the sensors, including IMU, GPS, camera and barometer modules.

They can even simulate the wind environment for the simulated UAVs and create

noise to corrupt GPS signals.

4.3.2.2 BVLOS UAV Control Simulation with Gazebo

The following procedures are involved. First, run the command ’make px4 sitl

gazebo’ in the PX4 firmware folder in a terminal window to create a Quadcopter in

the Gazebo simulator. Second, to connect the simulated Quadcopter with ROS via

MAVROS, execute the command ’roslanch MAVROS px4.launch fcu rul:=”udp://:14

540@127.0.0.1:14557”’. Becuase we simulate our offboard program on one laptop, the

IP address of the laptop is the locallhost. An offboard API transmits message with

PX4 using port 14540, which is for ROS initial connection. Third, open the QGC to

monitor the Quadcopter movement and status. Finally, execute BVLOS UAV control.

In this simulation, we make the Quadcopter move a ’Z’ trajectory. The simualation

result is shown in the Fig 4.11.

4.3.3 Field Tests

To test performance of the ACDA system, we let the local and remote UAVs

fly at the same altitude, and then we measure the end-to-end communication perfor-

mance between the local laptop and remote laptop by Iperf [72]. The throughput of

the ACDA system is measured with the different distances as

Distance 1000 m 2000 m 4000 m

Throughput 45 Mbps 40 Mbps 20 Mbps

86



Figure 4.11. BVLOS UAV Control in Gazebo using ROS .

Figure 4.12. Test of the teleoperation in the ACDA system.
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Figure 4.13. View from the remote UAV displayed in the interface of the ACDA
system.

Figure 4.14. Illustration of the offboard flight commands.
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CHAPTER 5

Design and Implementation of a Remote UAV-based Mobile Health Monitoring

System

5.1 Introduction

Unmanned aerial vehicles as an easy-to-operate and cost-effective carrier of

sensors have played increasing roles in nondestructive health monitoring [73,74]. For

instance, a UAV platform equipped with camera has been developed for bridge in-

spection [75]. A UAV carried laser scan sensing system has been used to check power

lines [76]. In all existing UAV health monitoring applications, infrastructures of in-

terest always have fixed geolocations, and hence the design focus of UAS monitoring

system has been mostly on UAV stability and signal processing of monitoring data.

With growing mobility in modern Internet-of-Things (IoT) applications, the

health monitoring of mobile infrastructures becomes an emerging need. UAVs, with

their nice mobility features, provide a natural means to address this new health

monitoring problem. Health monitoring for mobile infrastructures introduces two

additional challenges. First, precise tracking of mobile infrastructures is needed in

unfriendly outdoor environment. Many precise UAV tracking systems built for in-

door environment were equipped with several cameras or lasers for precise positioning

[77–79]. In outdoor environment where such positioning equipment does not exist,

GPS signal is not stable, and disturbances (such as strong winds) disrupt UAV oper-

ations, a precise UAV tracking system becomes challenging. As such, a precise UAV

tracking becomes challenging. Second, monitoring data may need to be transmit-

ted over a long distance due to the movement of mobile infrastructures. However,
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existing commercial UAV communication systems only support the transmission of

pictures/videos within a short distance, and do not meet the long-range operation

need for mobile infrastructure health monitoring. In this chapter, we develop and

prototype an outdoor and long-range mobile infrastructure health monitoring sys-

tem, with novel tracking and communication system designs to address these new

challenges. Next, we review related works on outdoor UAV tracking and UAV com-

munication solution to motivate our design.

A tracking solution was developed to have a UAV locate a mobile target on

the ground through the control of a fix-wing UAV’s turn rate and gimbal’s pan rate

[80,81]. The algorithm views the target as a point object, and relies on GPS and al-

titude measurement to maintain relative distance to the target. In order to maintain

correct relative position without GPS measurement, paper [82] uses a set of features

on the moving target for relevant position measurement. This tracking solution re-

quires the UAV to be equipped with a high-precision camera and be very close to

the target to differentiate these features. In paper [83], a UAV tracks a target based

on a 2-dimensional picture using a fixed front camera, and hence does not estimate

the depth nor maintain relative attitude. Different from the above works, we here

develop a UAV tracking solution of the following features: 1) correct maintenance

of relative position in three dimensions, 2) large view coverage to deal with sharp

target trajectory changes, and 3) robust operation in GPS-denied environment, and

4) cost-effective solution that does not require high-performance cameras nor high-

performance computing devices.

Along the direction of monitoring video stream transmission, existing health

monitoring system solutions either store monitoring videos on-board and processes

them later [80–83], or use standard Wi-Fi links for real-time data transmission. How-

ever, a typical Wi-Fi link only covers 100 − 200 meters, which are not sufficient
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for remote monitoring of mobile infrastructures. To extend the communication dis-

tance, aerial networks can be used. Omni-directional aerial network-based solutions

have been developed [84–86], which require multiple UAVs to be deployed for re-

lay purposes. We have been developing directional antenna-based solutions to ex-

tend communication distance with a minimal number of UAVs deployed in the area

[11,12,14,19,20,63], which we adopt in this study.

In this chapter, we develop an effective UAV-carried vision-based infrastructure

health monitoring system that allows a UAV to continuously track and monitor a mo-

bile infrastructure and transmit back the monitoring information in real-time from

a remote location. Based on a novel vision-based leader-follower tracking algorithm,

the monitoring system uses a simple UAV-mounted and cost-effective camera and

requires only a single feature on the mobile infrastructure and light computation for

robust target detection and tracking. In addition, a UAV-carried aerial networking

infrastructure using directional antennas is used to enable robust real-time transmis-

sion of monitoring video streams over a long distance. Automatic heading control is

used to self-align headings of directional antennas to enable robust communication in

mobility.

The rest of this chapter is organized as follows. Chapter 5.2 describes the system

design with an emphasis on hardware components for tracking control and directional

communication systems. Chapter 5.3 details a tracking control solution using one

camera and one feature on the mobile infrastructure. Chapter 5.4 demonstrates the

simulation and implementation results.

5.2 System Design

In this section, we first describe the overall architecture of the Remote UAV-

based Mobile Health Monitoring System (RUMHMS). We then describe the main
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hardware components for both vision-based tracking and directional antenna heading

control. Notations used in this chapter are summerized in the following table.

Notations used in this chapter are summerized in the following table.

XiYiZi Inertial frame of a UAV XbYbZb Body frame of a UAV

XcYcZc Camera frame Oi Origin in XiYiZi

φ, θ, ψ Roll, pitch, yaw angles

in XbYbZb

Oc Center of a camera

δ Pan angle of a camera’s

gimbal

η Tilt angle of a camera’s

gimbal

µν Image plane r Radius of a sphere-

shaped target

Oµν Center of image coordi-

nates

(m0, n0) Position of Oµν in µν

P Projection of the sphere-

shaped target on µν

A Area of P

OB Center of the target in

XiYiZi

OBµν Projection of OB on µν

(mB, nB) Position of OBµν in µν xcB, ycB, zcB Position of OB inXcYcZc

(xiB, yiB, ziB) Position of OB in XiYiZi xbB, ybB, zbB Position of OB in XbYbZb

(xc, yc, zc) A point in XcYcZc (m,n) Projection of (x, y, z) on

µν

f Focal length of a camera αµ Pixel dimensions at the

µ axis

αν Pixel dimensions at the

ν axis

fy f/αµ
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fy f/αν ξ Bearing angle between

Xz and OcOB∑
F The external forces on

UAVs

m The total mass of a UAV

ω The UAV’s angular ve-

locity in XbYbZb

V The translational veloc-

ity in XbYbZb∑
T The external moments of

a UAV

I The diagonal inertial

matrix of a UAV

(exi, eyi, ezi) The position errors of a

target in XiYiZi

exb, eyb The position errors at

Xb and Yb axises in

XbYbZb

Thr The throttle size Kp,φ, Kd,φ,

Ki,φ

The proportional gain,

derivative gain, and inte-

gral gain in the roll con-

trol

Kp,θ, Kd,θ,

Ki,θ

The proportional gain,

derivative gain, and in-

tegral gain in the pitch

control

Kp,Thr ,

Kd,Thr , Ki,Thr

The proportional gain,

derivative gain, and inte-

gral gain in the throttle

control

δmax The largest angle of δ eAub The error between direc-

tions of UAV and the

target

(em, en) The target’s position er-

rors in the image plane

δ̇ , η̇ Rates of the pan and tilt

angles
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Kp,δ The proportional gain in

the pan control

Kp,η The proportional gain in

the tilt control

Kp,ψ, Kd,ψ,

Ki,ψ

The proportional gain,

derivative gain, and inte-

gral gain in the yaw con-

trol

φd, φd, θd The control outputs in

the roll, pitch and throt-

tle control

ψd The control output in

the yaw control

Table 5.1: Notations

5.2.1 An Overview of RUMHMS

As shown in Figure 5.1, RUMHMS consists of platforms on two sites: one on

the remote site over the mobile infrastructure (Platform A on the left) and one at the

control center (Platform B on the right). Functionalities of Platform A are three-folds.

• Image processing and relative position estimation. A UAV-carried camera cap-

tures real-time videos of the mobile infrastructure (with a sphere-shaped object

placed on top) and sends the video steam to a on-board microprocessor. The

sphere-shaped target is one of key ideas of RUMHMS that allows using one

feature to fulfill the tracking task. The microprocessor parses the video data to

identify and locate the sphere-shaped target using color and shape identification

functions in the openCV library. The parsed data including the location and

area of the sphere in the image plane are used to estimate relative position of

the target to the UAV [87].
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(a)

(b)

Figure 5.1. The overall architecture of RUMHMS: (a) the architecture of UAV plat-
form on the remote site over the mobile infrastructure, and (b) the UAV platform on
the site of control center.

• UAV and gimbal tracking control. The microprocessor controls the UAV’s pitch,

roll and yaw angles and throttle to minimize the distance error between the

desired and estimated relative positions for robust tracking under environmental
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disturbances. The attitude commands are then sent to the on-board autopilot

for motor control. Meanwhile, the microprocessor controls the gimbal’s pan and

tilt servos to keep the target in the middle of the camera view.

• Directional video data transmission. The monitoring video of the mobile in-

frastructure is sent to a control center via a directional wireless communication

system to enable long-range communication. This directional communication

system is enabled by two automatically aligned directional antennas on two

UAVs, one at the site of mobile infrastructure and one at the control center.

The alignment of directional antennas on two UAVs is enabled by the heading

control system [11,12,14,20]. To facilitate the microprocessor and ground users

to access RUMHMS without additional devices, we add a Wi-Fi access point

on the UAV platform.

.

Platform B at the site of control center similarly consists of a Wi-Fi access point,

directional antenna, and heading control system for directional communication. Ex-

perimental studies suggest that the throughput of directional air-to-air (A2A) com-

munication link can reach 48Mbps at a distance of 300m and 2Mbps at a distance

5000m at 5Ghz [13]. An air to ground (A2G) is established in Platform B for the

control center to access the remote monitoring video stream.

5.2.2 The Main Components of RUMHMS

In the section, we describe the hardware components that we choose for RUMHMS

in our implementation. The prototype system is shown in Figure 5.2.
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(a)

(b)

Figure 5.2. Hardware implementation: (a) the main components of the RUMHMS,
and (b) the ground mobile infrastructure testbed with a sphere-shaped target for
testing and validation purposes.
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5.2.2.1 UAV Platform

UAV is a vital component for RUMHMS, because it carries the flight control sys-

tem, camera, communication system, heading control system, batteries, and all other

necessary devices. We consider the following factors when selecting a UAV platform:

frame weight, takeoff weight, battery life, lift force, flexbility of software development

kit (SDK), and stability in strong winds. With such considerations, we select DJI

Matrice 100 carbon fiber quadcopter frame as our UAV platform[54], as shown in

Figure 5.2(a). It weighs 2431g with batteries. Its takeoff weight achieves up to 3.6

kg. Two 5700 mAh lipo batteries can offer the power for over 40-minute flight time.

Matrice 100 communicates with many operational systems, such as windows, linux

and embedded systems, using a universal asynchronous receiver/transmitter(UART)

interface. In addition, Matrice 100 offers a flexible onboard SDK, which allows mi-

crocontrollers to easily access and control UAV attitude and set way-points.

5.2.2.2 Microprocessor

We choose Raspberry Pi 3 (RP3)[88] as the microprocessor for image processing,

and UAV and gimbal tracking control. This microprocessor has a 1.2GHz 64-bit quad-

core ARMv8, 802.11n Wireless LAN, and is also cost-effective and light in weight. It

can communicate with the autopilot of Matrice 100 via a UART port to control the

UAV attitude. It can access the RUMHMS system with its built-in Wi-Fi dongle. In

addition, RP3 has a pulse-width modulation (PWM) pinout for gimbal control.

5.2.2.3 Camera

We choose Raspberry pi camera module [89] for both vision-based tracking and

health monitoring. Although this camera has a small board size (25mm × 25mm ×
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25mm), it supports 1080p30, 720p60 and 640x480p 60/90 video records. With Rasp-

berry pi 3 module connected to the network, videos from the Raspberry Pi camera

can be sent to computers and mobile devices which are in the same network.

5.2.2.4 Wireless Routers and Antennas

Wireless routers with directional antennas play a critical role for A2A commu-

nication in RUMHMS. Two directional antennas transmit video streams over a long

distance. We choose Ubiquiti Nanostation LocoM5 for this purpose [90]. Its wire-

less router supports standard Wi-Fi access. Two paired Nanostation LocoM5s have

a proprietary protocol. Messages can be transmitted through this protocol using

directional antennas. Wireless access point supports ground to air and A2G com-

munication, and all on-board devices (e.g., camera) to access RUMHMS. We select

Huawei WS322 mini router to support 2.4/5Ghz Wi-Fi signals. It has low weight

(19.6g) and compact size (67mm× 65mm× 10mm).

5.2.2.5 Heading Control

The heading control system aligns two directional antennas to enable high-

throughput A2A communication. Components of this system include GPS, E-compass,

Wi-Fi module, motor and microprocessor, as shown in Figure 5.3. The GPS module

locates antenna position. E-Compass measures current antenna heading. A micro-

processor Beaglebone Black (BBB) connects with GPS, E-compass and Wi-Fi module

to control the antenna heading and send the GPS data to the other UAV platform

through the directional communication system. The Wi-Fi module provides micro-

processor the access to RUMHMS. Received signal strength indicator from the other

directional antenna’s Wi-Fi router is used for heading control in denied GPS environ-

ment [14,20].
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Figure 5.3. The heading control module.

5.3 UAV and Gimbal Tracking Control

In this section, we first present a method to estimate a sphere-shaped target’s

relative location in the UAV’s inertial frame using a single camera carried by the UAV.

We then present an overview of UAV’s kinematic model. In the end, a vision-based

control law is developed for the UAV and gimbal to together track the mobile target.

5.3.1 Relative Target Location Estimation using a Single Camera

To find the sphere-shaped target’s relative location in the UAV inertial frame

XiYiZi (North-West-Up), we first locate the target in the camera frame, and then

transfer it to the body frame and finally the inertial frame. As shown in Figure 5.4,

a sphere with radium r projects an ellipse P with center OBµν onto the image plane

µν.

We first locate the sphere’s position in the camera frame XcYcZc using A and

the position (mB, nB) of OBµν measured on the image plane and also the sphere’s
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Figure 5.4. Coordinates for location.

radius r. We use (xcB, ycB, zcB) to denote the sphere’s position in XcYcZc. According

to the camera projection model[91], we have

m = fy
yc
xc

+m0

n = fz
yc
xc

+ n0

(5.1)

where (xc, yc, zc) is an arbitrary point in XcYcZc, (m0, n0) is the center of the image

plane, (m,n) is the projection of (xc, yc, zc) on the image plane µν, fy = f/αµ,

fz = f/αν , f is the focal length of a camera, αµ is the pixel dimensions at the µ axis,

and αν is the pixel dimensions at the ν axis. The projected location relationship of

the sphere in the camera frame and the image plane can be described as

ycB
xcB

= mB−n0

fy

zcB
xcB

= nB−n0

fz

(5.2)

In addition, xcB and angle ξ, the bearing angle between Xc axis and the line

OcOBµν can be described as [87]

xcB = r
√
π/(Acosξ) (5.3)
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ξ = arctan

√
y2cB
x2cB

+
z2cB
x2cB

(5.4)

We then calculate ycB and zcB using the following equations

ycB = xcB(mB−n0

fy
)

zcB = xcB(nB−n0

fz
)

(5.5)

To locate the sphere’s location in XiYiZi, we need to transfer the sphere’s position

(xcB, ycB, zcB) from the camera frame XcYcZc to the body frame XbYbZb and then

to the inertial frame XiYiZi. We assume the gimbal’s frame is same as the camera’s

frame. In addition, we assume Xc is the optical axis of the camera. The rotation

matrix Rb
c from the camera frame to the body frame can be described as

Rb
c =


cos δ sin δ 0

− sin δ cos δ 0

0 0 1




cos η 0 − sin η

0 1 0

sin η 0 cos η

 (5.6)

where δ is a pan angle of a camera’s gimbal, η is a tilt angle of a camera’s gimbal.

The rotation matrix Ri
b from the body frame to the inertial frame is described as

Ri
b =


cosψ sinψ 0

− sinψ cosψ 0

0 0 1




cos θ 0 − sin θ

0 1 0

sin θ 0 cos θ




1 0 0

0 cosφ sinφ

0 − sinφ cosφ

 (5.7)

where φ, θ, ψ are roll angle, pitch angle and yaw angle in the body frame. In our

experimental set-up, the camera (with gimbal) is installed under the central bottom

of a UAV, and hence the origin Oi in the inertial frame and the camera’s center Oc

are assumed to be the same point. Therefore, the position (xiB, yiB, ziB) of OB in the

inertial frame XiYiZi can be described as[
xiB yiB ziB

]T
= Ri

bR
b
c

[
xcB ycB zcB

]T
(5.8)
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Figure 5.5. Control diagram for UAV and gimbal.

5.3.2 UAV Kinematics

We use Matlab simulink [92] for the model of UAV kinematics. Briefly, the

UAVs’ dynamical equations are described as follows according to the Newton-Euler

formalism [93] ∑
F = mV̇ + ω × V∑
T = Iω̇ + ω × Iω

(5.9)

where the term
∑
F represents the external forces on UAVs, m is the total mass

of a UAV, ω is the UAV’s angular velocity in XbYbZb, V is the UAV’s translational

velocity in XbYbZb,
∑
T is the external moments of a UAV, and I is the diagonal

inertial matrix of a UAV. More details can be found in the book[93] .

5.3.3 Control Laws for UAV and Gimbal

We build control laws for the UAV and gimbal to ensure a UAV to follow a

sphere-shaped target on the mobile infrastructure (see Figure 5.5). In particular, the
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goal of control is to minimize the relative errors (exi, eyi, ezi) between the desired target

position (xid, yid, zid) and the current target position (xiB, yiB, ziB) in the inertial

frame XiYiZi as follows:

exi = xid − xiB

eyi = yid − yiB

ezi = zid − ziB

(5.10)

To control a UAV’s velocities at Xb-axis and Yb-axis, the errors exi and eyi need to be

transferred from the inertial frame to the body frame using following equationsexb
eyb

 =

 cosψ sinψ

− sinψ cosψ


exi
eyi

 (5.11)

where exb and eyb are position errors at Xb-axis and Yb-axis in XbYbZb. We build P

controllers to control the velocities along Xb-axis and Yb-axis. The position controllers

can be described as

Vxd = Kp,Xbexb

Vyd = Kp,Ybexb

(5.12)

where Vxd and Vyd are desired velocities along Xb-axis and Yb-axis, Kp,Xb and Kp,Yb

are the proportional gains. Denoting the current velocities along Xb-axis and Yb-axis

as Vxb and Vyb, the velocity errors are

eVxb = Vxd − Vxb

eVyb = Vyd − Vyb
(5.13)

We built PID controllers to control the roll angle φd, pitch angle θd and throttle size

Thr as follows

φd = Kp,φeVyb +Kd,φ ˙eVyb +Ki,φ

∫
eVybdt

θd = Kp,θeVxb +Kd,θ ˙eVxb +Ki,θ

∫
eVxbdt

Thr = Kp,Threzi +Kd,Thr ˙ezi +Ki,Thr

∫
ezidt

(5.14)
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where φd, θd, Thr are the control outputs, Kp,φ, Kd,φ, and Ki,φ are the proportional

gain, derivative gain, and integral gain in the roll control; Kp,θ, Kd,θ, and Ki,θ are the

proportional gain, derivative gain, and integral gain in the pitch control; and Kp,Thr ,

Kd,Thr , and Ki,Thr are the proportional gain, derivative gain, and integral gain in the

throttle control.

In this leader-follower tracking system, the relative position between the UAV

and sphere is measured by the camera. As the camera’s view is limited, we build pan

and tilt controls for the gimbal to keep the sphere in the middle of the camera view.

We build gimbal and yaw controls using the sphere’s position errors (em, en) in the

image plane to have the camera track the mobile sphere. More specifically, em and

en are described as

em = m0 −mB

en = nB − n0

(5.15)

We use P controllers to control the gimbal’s movement along the pan and tilt direc-

tions. The gimbal controllers are

δ̇ = Kp,δem

η̇ = Kp,ηen

(5.16)

where δ̇ and η̇ are rates of the pan and tilt angles, Kp,δ is the proportional gain for the

pan control, and Kp,η is the proportional gain for the tilt control. These controllers

aim to keep the sphere in the center of the camera view.

As the movement of gimbal is limited in the pan and tilt directions, we also

develop the yaw control. To simplify the yaw controller design, we assume here that

the desired position of the sphere is (xid, 0, zid). The yaw control is

ψd = Kp,ψδ +Kd,ψ δ̇ +Ki,ψ

∫
δdt (5.17)
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where ψd is the control output, and Kp,ψ, Kd,ψ, and Ki,ψ are the proportional gain,

derivative gain, and integral gain for the yaw control. We note that in this case the

pan angle δ is the error between the desired and current yaw angles.

5.4 System Performance Evaluation

This section shows some of the simulation and testbed implementation results of

RUMHMS. Initial testing and evaluation studies of RUMHMS successfully validated

the design.

5.4.1 Target Detection Performance

Target detection is implemented using color and shape identification tools in the

OpenCV library. First, Raspberry Pi 3 module (RP3) receives the detected target’s

image from the Raspberry pi camera. This color space of the image is transformed

from the RGB (red, green, blue) cylindrical coordinates to HSV (hue, saturation,

value) cylindrical coordinates. We use “red” in this implementation and its HSV

range is from [105, 65, 65] to [125, 255, 255].

After color identification, the color image is transformed to a black-and-white

image. The detected targets of the designated color are marked in white (Figure 5.6).

The edges of white blocks are irregular as shown in Figure 5.6. To reduce the effect

of noise on the measurement of positions and areas of detected targets, we apply

Median Filtering in the OpenCV library to smoothen edges of these blocks as shown

in Figure 5.7(a).

Finally, the contours of the white blocks are extracted to identify the detected

shapes in the OpenCV library. We use sphere in this implementation. For each of de-

tected contours, their dissimilarity ratios with a circle are calculated. A dissimilarity

ratio of 0.01 is used to distinguish a sphere from other shapes of objects, as shown
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in Figure 5.7(b). Using the algorithm of image moments in the OpenCV library, the

position and area of a detected contour are calculated and sent to Equations (2) and

(3).

(a) (b)

Figure 5.6. Illustration of color detection: (a) original objects, and (b) detected
targets of the designated color.

(a) (b)

Figure 5.7. Illustration of shape detection: (a) smoothed edges of detected blocks,
(b) contour extraction and shape recognition.
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5.4.2 Tracking Performance

In simulation studies, we assume that the desired target’s relative position

(xid, yid, zid) is (1.5, 0,−1, 5). A UAV hovers at the initial position (0, 0, 3) with the

yaw angle 0 in XiYiZi. A sphere’s initial position (xiB, yiB, ziB) is (2, 2, 3). The fol-

lowing parameters are used: Kp,Xb = 1.25, Kp,Yb = 1.25, Kp,φ = 3.0, Kd,φ = 1.2,

Ki,φ = 1.5, Kp,θ = 3.5, Kd,θ = 1.8, Ki,θ = 2.5, Kp,Thr = 3, Kd,Thr = 4, Ki,Thr = 1.5,

m0 = 420.7956, n0 = 291.6529, Kp,δ = 0.5, Kp,η = 0.2, Kp,ψ = 4, Kd,ψ = 3.5,

Ki,ψ = 0.5, σ ∈ [−2/3π, 2/3π], and η ∈ [−π/2, π/6]. To mimic the movement of

a target, its trajectory is generated from the smooth-turn mobility model [24] with

total simulation time 100s and sampling time 1/350s. A camera installed on the UAV

provides measurement data to calculate relative position of the target in the inertial

frame using Equations (1)-(8). The UAV controls its attitude using controllers (see

Equations (12), (14), and (17)). Meanwhile, the camera controls its attitude to track

the target using the controller in Equation (16).

The trajectories of the UAV and target are shown in the Figure 5.8. Figure

5.8(a) illustrates the trajectories of the UAV and target in three dimensions. Figure

5.8(b) illustrates the trajectories of the UAV and target in the XiYi plane. Figure 5.9

illustrates the relative distances between the UAV and target in the inertial frame.

The target’s position is very close to the center of the image plane as shown in Figure

5.10. Simulation studies illustrate that the UAV can track the target at a desired

relative position and keep the target at the center of the camera view. Implementation

studies also show that the UAV can track a slowly moving vehicle well with tuned

control parameters. More advanced adaptive controller designs and image processing

techniques will be explored in the future works to improve the tracking performance.
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(a)

(b)

Figure 5.8. Trajectories of the UAV and target: (a) in three dimensions, and (b) in
the XiYi plane.
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(a)

(b)

Figure 5.9. Relative distances between the UAV and target: (a) at Xi-axis, (b) at
Yi-axis, and (c) at Zi-axis.
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(a)

(b)

Figure 5.10. Positions of the target in the image plane: (a) at ν-axis, and (b) at
µ-axis.
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CHAPTER 6

Leader-follower Tracking Based on the Directional Antennas System

6.1 Introduction

Recently, more and more attention is being given to the applications of coop-

erative multi-UAVs. Some applications of cooperative multi-UAVs are implemented.

For example, multi-UAV systems have been designed for agriculture [94, 95], remote

sensing [8, 9], and monitoring [10, 96, 97] applications. Compared to single UAV ap-

plications [98–100], multi-UAVs are more effective in fulfilling time-critical missions

that require a large area coverage. The control algorithms of flight formation have

been well studied. Paper [101] presents a consensus-based cooperative control so-

lution to enable multi-UAVs fly in formation with a leader-follower structure. The

authors apply a collision-avoidance strategy based on an artificial potential approach

for formation. Paper [102] proposes a sliding mode control for multi-UAV formation.

In [103], a proportional-derivative (PD) control is implemented for the leader-follower

formation. Paper [104] designs a multi-UAV formation using nonlinear model predic-

tive control. In [105], the multi-UAV formation is implemented based on an artificial

bee colony algorithm.

For flight formation, robust UAV-to-UAV communication is vital to transmit

cooperative control signals, sensor data, and application-oriented video streams be-

tween multiple UAVs or UAVs and ground station. In [85, 102, 103, 106, 107], the

communication system is built using omni-directional antennas or Wi-Fi routers. The

aerial communication distance is only a few hundred meters, which is not sufficient
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for many practical UAVs applications. The above communication solutions limit the

flexibility and applicability of multi-UAV formation.

To address this issue, we implement flight formation with a leader-follower

structure using the ACDA communication system developed in [11, 12, 19–21]. The

ACDA system supports long-distance and broadband robust communication. The

aerial link of the ACDA system is established using directional antennas carried on

UAVs. Several automatic alignment algorithms of directional antennas have been

developed for robust communication performance. The local subsystem of the ACDA

system works as a relay note to extend the communication distance between ground

station and the remote UAV to kilometers. The Wi-Fi routers in the ACDA system

provides wireless access so that ground devices can connect to the ACDA system

without ground infrastructure support.

In this study, we develop a leader-follower tracking system for flight formation

using the ACDA system. We first upgrade the ACDA system upon the version of the

ACDA system in Chapter 4. Two flight control modules are connected to the ACDA

system. The sensor data and flight status of two UAVs are converted to ROS topics

using MAVROS with TX2. Meanwhile, two UAVs can subscribe to flight control

commands from their companion computer TX2. Then, we develop and implement a

cooperative multi-UAV system with a leader-follower pattern. A sliding mode control

is adopted to automatically drive the local UAV to achieve at the desired position

with respect to the remote UAV.

The rest of this chapter is organized as followers. In Chapter 6.2, we illus-

trate the upgraded ACDA system. Chapter 6.3 describes the leader-follower tracking

controller design. Chapter 6.4 verifies the tracking control system using simulation

studies.
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6.2 Upgraded ACDA System Design

In this section, we first summarize the ACDA system we use for this study.

Then we illustrate improvements on the ACDA system for leader-follower tracking.

6.2.1 Overview of the ACDA System

The ACDA system was designed and upgraded as described in [11], [20], Chap-

ter 3 and Chapter 4 to enhance the performance. As shown in Figure 4.3, the sub-

system of the ACDA system is composed of four parts, including computing, control,

communication, and UAV platform. The computing component is realized using a mi-

croprocessor TX2, which runs ROS nodes to obtain sensors data, communicates with

Pixhawk, and calculates the control signals of the directional antenna motor using a

LQG controller for robust UAV-to-UAV communication. The control signals are sent

to the control part for the automatic alignment of the directional antennas. The con-

trol part contains a rotating motor, a turnable plate, a motor driver, an ATmega2560,

and a compass module. In addition, a lazy susan bearing is adopted in the turnable

plate to enhance the rotational performance of the directional assembly. Based on the

desired control signals, the ATmega2560 outputs stable PWM signals to the motor

driver to rotate the directional antenna assembly. The communication component

includes a directional antenna, a Wi-Fi router, and a Wi-Fi adapter on the TX2.

This part is used to establish communication among the local system, remote system,

and ground laptops. As shown in Figure 4.4, the air-to-air link is built using two

directional antennas Nanostation Loco M5. The air-to-ground or ground-to-air link

is built using Wi-Fi router Huawei WS323 with user devices. The air-to-computing

or computing-to-Air link is built between the Wi-Fi router and the Wi-Fi adapter.

The UAV platform is a Tarot 650 with a flight control module Pixhawk. The flight

control signal of the Pixhawk works on 72Mhz which avoids the mutual inference
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with the Wi-Fi router (2.4Ghz). In addition, we can use a local laptop to subscribe

to all ROS topics and monitor the status of the ACDA system.

6.2.2 The New ACDA System Design

For the leader-follower tracking system, it is necessary for the follower UAV

to obtain the sensor data and status of the leader UAV. Since each of the local

and remote UAVs is a leader UAV in the ACDA system, we need to connect two

UAVs to the ACDA system. In Chapter 4, the remote flight controller module is

connected into the ACDA system. The TELEM2 port of Pixhawk links with a USB

port of TX2. Meanwhile, TX2 launches MAVROS to convert the MAVLink messages

of the Pixhawk to ROS topics. Then, these ROS topics are published to the ROS

network using TX2. The local Pixhawk is connected to the ACDA system using the

same procedure with the remote Pixhawk. Compared to Figure 4.8, we connect the

local flight controller module into the ACDA system (see Figure 6.1). The remote

TX2 obtains the altitude, GPS, speed and yaw messages of the remote Pixhawk

and publishes them to the ROS network. The local TX2 also obtains the same

messages from the local Pixhawk. In the leader-follower tracking system, the TX2 in

the follower UAV subscribes to ROS topics of the leader UAV and publishes the ROS

topic ’setpoint raw/local’ to control the Pixhawk in the follower UAV. The ROS topic

’setpoint raw/local’ can control position, velocity, acceleration, yaw, and yaw rate of

a UAV. In this work, we only control the velocities of ’setpoint raw/local’ in the local

body North-East-Up (NEU) coordinate to achieve the leader-follower tracking.

6.3 Leader-follower Tracking Controller Design

We have designed and implemented the new ACDA system for the application

of the leader-follower tracking system following [102]. In this subsection, we intro-
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Figure 6.1. The ROS architecture and topics in the leader-follower ACDA system.
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Figure 6.2. Illustration of the locations of leader and follower UAVs.

duce the controller design for the leader-follower tracking system. In particular, we

introduce the formation and control algorithm, which include the position, yaw, and

altitude controls.

6.3.1 Problem Formation

The formation of the leader and follower UAVs in the XY plane is shown in

Figure 6.2. (Xi, Yi) is the UAV’s location. (vix, viy) is the velocities of the UAV. ϕi

and wi are the yaw and yaw rate of the UAV. i can be l (leader UAV), f (follower
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UAV) and d (virtual desired follower UAV). (xd, yd) is the desired location from the

leader UAV location. xd and yd are calculated as

xd = Xl + λd cos(ϕd)

yd = Yl + λd sin(ϕd)
(6.1)

where ϕd and λd are the desired heading and the desired distance with respect to the

leader UAV in the XY coordinate. (xd, yd) is a virtual point where the follower UAV

has the same velocity and yaw with the leader UAV. The state space functions of the

UAVs can be described as

Ẋi = vixcos(ϕi)− viysin(ϕi)

Ẏi = vixsin(ϕi) + viysin(ϕi)

ϕ̇i = wi

(6.2)

The location of the follower UAV in the coordinate of the virtual follower UAV can

be calculated as

λx = −(xd −Xf )cos(ϕd)− (yd − Yf )sin(ϕd)

λy = (xd −Xf )sin(ϕd)− (yd − Yf )cos(ϕd)
(6.3)

Differentiating Equation (6.3) with respect to time and submitting Equation (6.2)

into the result, we can obtain

λ̇x = λywd + vfxcos(eϕ)− vfysin(eϕ)− vdx

λ̇y = −λxwd + vfxsin(eϕ) + vfycos(eϕ)− vdy
(6.4)

where eϕ = ϕf − ϕd. Since we would like to design a sliding mode control system

[102] for the follower UAV to arrive at the desired location (xd, yd) in the XY plane,

the desired distances λdx and λdy are equal to 0. The tracking errors are defined as

ex = λdx − λx = −λx

ey = λdy − λy = −λy

eϕ = ϕf − ϕd

(6.5)
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Differentiating of Equation (6.5) with time and using Equation (6.4), we have

ėx = eywd − vfxcos(eϕ) + vfysin(eϕ) + vdx

ėy = −exwd − vfxsin(eϕ)− vfycos(eϕ) + vdy

ėϕ = wf − wd

(6.6)

Equation (6.6) can be rewritten as

ė = F +Gu (6.7)

where ė = [ex, ey, eϕ]T , input u = [vfx, vfy, wf ]
T ,

F =


eywd + vdx

−exwd + vdy

−wd

 (6.8)

G =


−cos(eϕ) sin(eϕ) 0

−sin(eϕ) −cos(eϕ) 0

0 0 1

 (6.9)

6.3.2 Position and Yaw Control Design

We define a sliding surface as

s = e+Kf

∫
edt (6.10)

where Kf is a constant matrix. When ṡ = 0, we can obtain

ṡ = ė+Kfe = F +Gu+Kfe = 0 (6.11)

So that the position and yaw control input can be designed as

u = G−1(−F −Kfe− L Sgn(s)) (6.12)
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where L is a positive control parameter. Now we need to decide the range of L.

We consider the measured data from sensors that have uncertainty errors δF so that

Equation (6.7) can be rewritten as

ė = F + δF +Gu (6.13)

where ||δF || < L1, L1 is a position constant. Consider the Lyapunov’s function

candidate as

V = 1/2sT s (6.14)

Differentiating (6.14) with respect to time, we have

V̇ = sT ṡ

= sT (F + δF +Kfe+Gu)

= sT (δF − L Sgn(s))

≤ L1||s|| − L||s||

(6.15)

When V̇ <= 0, we can obtain L > L1.

6.3.3 Altitude Control Design

For the leader-follower tracking system, the desired altitude zd of the follower

UAV is the same as the altitude Zl of the leader UAV. The altitude control is designed

as

vfz = kpz(zd − Zf ) (6.16)

where vfz is the velocity of the follower UAV at Z axis, kpz is the proportional gain,

and Zf is the altitude of the follower UAV. Hence, the control input of the leader-

follower tracking system is (vfx, vfy, vfz, wf )
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6.4 Simulation Studies

In this section, the leader-follower tracking system is verified using Matlab and

the HITL of Pixhawk with its control software PX4(V1.9.0) in the ROS Gazebo

simulator.

6.4.1 Simulation in Matlab

In this simulation, we assume λd = 20, ϕd = −2.618, L = 0.2, Kf = 0.2, and

kpz = 15. The simulation time is 100s with sampling time of 0.1s. To simulate the

movement of the leader UAV, we use the smooth-turn mobility model [24] to generate

the trajectory of the leader UAV in the XY plane. Meanwhile, the trajectory of the

leader UAV is generated using the function Zl = 15 + 3sin(t/50), where t is time.

The trajectories of the leader, follower and desired follower UAVs in XY Z coordinate

and in XY plane are shown in Figure 6.3 and Figure 6.4, respectively. The follower

UAV tracks the leader UAV at the desired positions. The relative distance between

the follower UAV and the desired position at X axis, Y axis, and Z axis are shown

in Figure 6.5, 6.6, and 6.7, respectively. Figure 6.8 shows the heading differences

between the follower and leader UAVs.

6.4.2 Simulation in Gazebo

After setting up the simulation environment of PX4 in the ROS introduced

in Chapter 4, we first generate multiple UAVs in the ROS Gazebo simulator us-

ing the command ’roslaunch px4 multi uav mavros sitl.launch’ in the PX4 firmware

folder. Second, we launch the PX4 MAVROS node to convert the MAVLine mes-

sages of simulated PX4s to ROS topics using the commands ’roslanch MAVROS

px4.launch fcu rul:=udp://:14540@127.0.0.1:14557’. Third, we open the ground sta-

tion Qgroundcontrol of PX4 to simulate the UAVs’ movements on a Google map
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Figure 6.3. Trajectories of the UAVs in the XY Z coordinate.

Figure 6.4. Trajectories of the UAVs in the XY plane.
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Figure 6.5. Relative distance between the follower UAV and desired position at X
axis.

Figure 6.6. Relative distance between the follower UAV and desired position at Y
axis.

123



Figure 6.7. Relative distance between the follower UAV and desired position at Z
axis.

Figure 6.8. The yaw error between the follower UAV and desired position.
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Figure 6.9. Simulation of leader-follower tracking system in ROS Gazebo.

with faked GPS sensors. Then, we plan a scan trajectory for the leader UAV. Fi-

nally, the leader-follower tracking controller is executed on the follower UAV, which

subscribes to the leader UAV’s ROS topics. The follower Pixhawk is controlled using

’/remote/setpoint raw/local’ to control its velocities. The simulation result is shown

in Figure 6.9.
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CHAPTER 7

Conclusions and Future Work

7.1 Conclusions

This dissertation presented improvements made to the ACDA system, in terms

of theory, implmentation, and applications. First, we developed a RL-based on-

line directional antenna control solution for the ACDA system to establish a robust

long-distance air-to-air communication channel using pure directional antennas. In

particular, to capture the uncertain intentions of UAVs executing surveillance-like

missions for better tracking, we adopted a UAV ST RMM. With this nonlinear random

switching mobility model, a new state estimation algorithm that integrates MPCM

and UKF was developed. To account for an unstable GPS environment and provide

online optimal control solution, we developed a novel stochastic optimal controller by

integrating RL and MPCM, which features a learning of communication RSSI models.

With the learned RSSI model, the optimal solutions in both GPS-available and GPS-

denied environments were developed. The learning and uncertainty-exploited decision

framework is generally applicable to distributed decision-making of nonlinear multi-

agent systems that are governed by random intentions in an uncertain environment.

Second, a new long-range broadband ACDA system which seamlessly integrates

the communication, control and computing components was designed, implemented

and tested. The communication component features a directional-antenna equipped

UAV-to-UAV channel that shares the transmissions of the application data, control

and commands, and the autonomous directional antenna control that focuses the en-

ergy and significantly extends the communication distance with reduced interference.
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The computing and control components feature the use of RSSI, a communication

performance indicator to assist with the antenna control to achieve optimal communi-

cation performance, and a RL-based control algorithm that learns the communication

model in an unknown environment. We adopted ROS and BBB for the implemen-

tation of ACDA, and considered practical issues such as channel selection, interface

design, application-oriented sensors and waster-resistant design for the practical use

of the ACDA system in emergency response operations. The simulation studies, field

tests, and disaster drills verified the performance of the system. The ACDA sys-

tem can be broadly used to provide on-demand broad-band and long-distance UAV-

to-UAV communication and service to the ground in places where communication

infrastructures do not exit.

Third, we redesigned the ACDA system to improve the throughput and en-

durance. We also implemented BVLOS control of the remote UAV using ACDA. In

particular, We changed the UAV platform to reduce interference, upgraded the com-

puting component of ACDA with TX2 to enhance computing capability, designed a

battery solution to extend flight time, and improved the rotation structure of the di-

rectional antenna to enhance the mechanical endurance of the tuning plate. We also

connected the flight controller Pixhawk in the ACDA system to control the remote

UAV via MAVROS. We implemented the BVLOS UAV control using a local laptop

and verified it using simulation and initial sets of field test studies.

Then, we designed and implemented a remote UAV-based Mobile Health Mon-

itoring System that supports long-distance communication and continuous tracking

and monitoring. Our studies suggest that the use of a single camera and a single

ball-shaped target fixed on the mobile infrastructure can find the relative position

of the mobile target in the UAV’s inertial frame. Based on the identified relative
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position, controllers are designed for the UAV’s attitude and gimbal’s pan and tilt

rates for precise tracking.

Finally, we implemented a leader-follower tracking system based on the ACDA

system. We first upgraded the ACDA system. Two UAV flight controller modules

were connected the ACDA system. Then, we designed a control system to implement

the leader-follower tracking.

7.2 Future Works

In the future work, we will extend the ACDA system to multi-UAV communi-

cation, by using phase-array-based electronically controlled directional antennas that

have multiple controllable narrow beams. We will also build upon the ACDA sys-

tem with distributed computing capabilities. In addition, we will also work with

application domain experts on testing the system prototypes for practical uses.
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