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ABSTRACT

Utilizing the State of Art Technologies to Assess and Address Urban

Flooding

Dongfeng Li, PhD
The University of Texas at Arlington, 2019

Supervising Advisor: Dr. Nick Z. Fang

Today, 55% of the world’s population lives in urban area, a proportion that is expected
to increase to 60% by 2050. Projections show that urbanization, the gradual shift in residence
of the human population from rural to urban areas, combined with the overall growth of the
world’s population could add another 2.5 billion people to urban areas by 2050. With growing
opportunities, there are great challenges. One of the challenges that urban communities are
facing is the increasing flood risks. In U.S., over the past decade, extreme storm events have
wreaked havoc on many urban areas. Aging and inadequate infrastructure, coupled with rapid
land development, increased the amount of storm runoff to already stressed drainage systems,
creating pockets of flooding in poorly equipped and vulnerable neighborhoods. However,
with many new technology developments happening every second, it is our mission to
understand how we can utilize these resources to assess and address urban flooding. In this
dissertation, the urban flooding issues were investigated through three perspective: 1). To

find a proper method to capture the rapid change of the land development and surface, and
vii



further contribute to hydrologic modeling or digital elevation model generation; 2). To
conduct a flood inundation analysis for a highly urbanized watershed and evaluate a flood
relief project effect using extreme rainfall coupled with storm surge; 3). To review the
evolvement of an operational flood warning system in Houston and its performance during
serval major storms, especially Hurricane Harvey.

In the first phase, the unmanned aerial vehicles (UAVs) was utilized to derive digital
elevation models (DEM) for an urban landscape through Structure-from-Motion (SfM)
photogrammetry method. The accuracy of this method is impacted by many variables. One
of the most important aspects is the ground control points (GCPs). The density and spatial
distribution pattern were further evaluated in this study and the resulted DEMs are compared
against the traditional survey and LIDAR DEM.

In the second phase, the flood inundation modeling was conducted for a highly
urbanized watershed in Harris County, Texas, which is one of the most flood prone areas in
the world. The analysis was to evaluate the flood mitigation and relief project after Tropical
Storm Allison. Extreme rainfall events (100-year and 500-year) was applied to test the pre
and post construction effect. Storm surge levels was also considered and coupled with the
design storm criteria.

In the third phase, the performance of the Flood Alert System (FAS) 4" Generation
was recapitulated and reviewed through three major storms since 2015 with a focus of its
performance during Hurricane Harvey.

This dissertation culminates with a longitudinal assessment of the different state of
art technologies to assess and help to solve urban flooding issues. Utilizing the methods
presented in this dissertation, a comprehensive view of assessing or solving urban floods
should be complete, including: data acquisition (DEM with UAVSs), method and modeling

viii



(flood mitigation project and flood inundation modeling), and applications (flood warning

system, its long time development and its performance during extreme storms).
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CHAPTER 1: INTRODUCITON

1.1  Background

Today, 55% of the world’s population lives in urban area, a proportion that is expected
to increase to 60% by 2050. Projections show that urbanization, the gradual shift in residence
of the human population from rural to urban areas, combined with the overall growth of the
world’s population could add another 2.5 billion people to urban areas by 2050. While
riverine and coastal floods continue to pose a major threat to communities across the globe,
causing tens of billions of dollars of losses each year. Increasing rainfall intensity, combined
with rapid land use change and development, has amplified the adverse effect of urban
flooding.

In U.S., over the past decade, major hurricanes and extreme storm events have
wreaked havoc on many urban areas throughout the United States. While the major storms of
2017 and 2018 (Florence, Harvey, Maria, and Irma) will be remembered as hurricanes, in
many cases it was intense rainfall that brought urban areas to a standstill, overwhelming
homes and transportation arteries with flood water.

Between 2007 and 2011, urban flooding in Cook County, Illinois resulted in over
176,00 claims or flood losses, at a cost of $660 million dollars. In 2016, the city of Baton
Rouge was inundated by an estimated 1,000-yaer rainfall event that flooded 48,000 structures
and created over $1 billion in property damages. City officials pointed to the need to expand
the community stormwater capacity (University of Maryland, 2018).

Urban flooding occurs not just in major cities but in the majority of U.S. communities,
large or small. For smaller communities, the impact is more sever because they frequently
lack the resources to deal with significant rainfall events and associated damages, and,

because of their size, do no rise to the level of losses and voices associated with federal
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supported disaster assistance. In May 2015, Wimberley, Texas was hit by a record rainfall,
estimated of a return period of 320 year, caused eight lives. In June 2018, eight inches of
rainfall fell in four hours on Ankeny, lowa, flooding over 2,00 homes, leaving a damage of
$16 million in public infrastructure.

The changes in land use associated with urban development affect flooding in many
ways. Removing vegetation and soil, grading the land surface, and construction drainage
network increase runoff to stream form rainfall and snowmelt. The missing capability of
capturing these rapid land surface changes have hindered us to better model or understand
the impact of land surface change contribution to urban flooding. The rapid land development
has amplified the adverse effect of urban flooding. The topographic information is not always
ready for the researcher to carry out a proper analysis. Among many topographic information,
digital elevation model (DEMS) is a critical dataset for analyzing urban flooding inundation
and risk or any hydrologic, hydraulic simulation for any area. With the recent advance in
UAYV and computer power, the UAV photogrammetry has shown a great potential of delivery
a high-quality digital elevation models (DEMS) in a near ‘real-time’ fashion, compared with
the traditional survey methods. However, systematic evaluation for UAV photogrammetry
accuracy or the impact of control variables on the accuracy have not been widely discussed
in the research communities yet.

In order to further understanding urban flooding and associated risks and impacts,
flood inundation modeling has been used around the world and is one of the main tools to
investigate such problems. This method is a comprehensive effort from accurate DEMs,
hydrologic and hydraulic simulation, and is usually to simulate the flood extend for urban
watershed. In urban watershed, many flood mitigation construction projects have been
finished with a purpose of relieving the stress for the urban drainage system, however, not
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many studies have been conducted to evaluate the effects of these projects. In Houston,
Texas, the Project Bayous, which is a joint effort by U.S. Army Corps of Engineers and serval
local entities to relieve the stress of drainage system, have been partially finished. But it has
not been studied yet from a flood inundation perspective. In Houston, not only the extreme
rainfall events are a sort of common conditions that cause local pluvial flooding happen
frequently, but also, the flooding is impacted by the storm surge effect. These two unknowns:
1). the benefits storm relief projects and 2). the joint impact of extreme rainfall and storm
surge needs to be answered by a systematic analysis.

Apart from flood inundation modeling for urban area, flood warning systems are in
great demand for the communities. Either from the help of real time water level monitoring
or a proper forecasting tool, a proper response could be made for the first responders to
prevent loss and damage that could be avoided. There are many flood warning systems
developed over the world. While the flood forecasting and warning service had undergone
significant improvements at the local and regional level, the system needs a systematic review

for their performance, especially under the test of the extreme events.

1.2 Literature Review

1.2.1 Urban DEMs acquisition

A digital elevation model (DEM) is a digital representation of terrain elevations. The
most common forms are a regular grid (usually in raster format) or a triangular irregular
network (TIN) of triangle facets (vector format). DEMs can be created by manual collection
(see preceding section) of height points, breaklines, and contours and subsequent application
of interpolation algorithms or Delaunay triangulation, which convert these data to regular
grids or TINs (Li et al., 2005). With the advent of digital photogrammetry, however, it has

3



become possible to extract elevation information automatically from stereo models using
stereo-correlation or image-matching techniques (Aber et al., 2010).

Traditionally, topographic research focused upon constructing digital elevation
models (DEMS) using photogrammetric (e.g. Lane et al., 1994; Barker et al., 1997; Chandler,
1999; Lane, 2000; Westaway et al., 2000; Bennett et al., 2012) and differential global
positioning system (dGPS) (e.g. Fix and Burt, 1995; Brasington et al., 2000) data.
Photogrammetry is nearly as old as photography itself. Since its development approximately
150 years ago, photogrammetry has moved from a purely analog, optical-mechanical
technique to analytical methods based on computer-aided solution of mathematical
algorithms and finally to digital or softcopy photogrammetry based on digital imagery and
computer vision, which is devoid of any opto-mechanical hardware. Photogrammetry is
primarily concerned with making precise measurements of three-dimensional objects and
terrain features from two-dimensional photographs. Applications include the measuring of
coordinates; the quantification of distances, heights, areas, and volumes; the preparation of
topographic maps; and the generation of digital elevation models and orthophotographs.

Two general types of photogrammetry exist: aerial (with the camera in the air) and
terrestrial (with the camera handheld or on a tripod). Terrestrial photogrammetry dealing with
object distances up to 200 m is also termed close-range photogrammetry. Small-format aerial
photogrammetry in a way takes place between these two types, combining the aerial vantage
point with close object distances and high image detail.

Shortly after the invention of the laser, the Hughes Aircraft Company introduced the
first LIDAR-like system in 1961. Intended for satellite tracking, this system combining laser-
focused imaging with the ability to calculate distance by measuring the time for a single to
return using appropriate sensors and data acquisition electronics. Lidar's first applications

4



came in meteorology, where the National Center for Atmospheric Research used it to measure
clouds and pollution (Goyer et al, 1963). The general public became aware of the accuracy
and usefulness of lidar systems in 1971 during the Apollo 15 mission, when astronauts used
a laser altimeter to map the surface of the moon. Airborne lidar (also airborne laser scanning)
is when a laser scanner, while attached to an aircraft during flight, creates a 3-D point cloud
model of the landscape. This is currently the most detailed and accurate method of creating
digital elevation models, replacing photogrammetry (Wikipedia). One major advantage in
comparison with photogrammetry is the ability to filter out reflections from vegetation from
the point cloud model to create a digital terrain model which represents ground surfaces such
as rivers, paths, cultural heritage sites, etc., which are concealed by trees. Within the category
of airborne lidar, there is sometimes a distinction made between high-altitude and low-
altitude applications, but the main difference is a reduction in both accuracy and point density
of data acquired at higher altitudes. Airborne lidar can also be used to create bathymetric
models in shallow water. The main constituents of airborne lidar include digital elevation
models DEM and DSM. The points and ground points are the vectors of discrete points while
DEM and DSM are interpolated raster grids of discrete points. The process also involves
capturing of digital aerial photographs. In order to interpret deep-seated landslides for
example, under the cover of vegetation, scarps, tension cracks or tipped trees airborne lidar
is used. Airborne lidar digital elevation models can see through the canopy of forest cover,
perform detailed measurements of scarps, erosion and tilting of electric poles.

More recently, both airborne and terrestrial laser scanner have been widely employed
to collect very high-quality and high-resolution data (Heritage and Hetherington, 2007; Alho
etal., 2009; Hodge et al., 2009a, 2009b; Schaefer and Inkpen, 2010). However, most of these
techniques still require expensive equipment and specialized user expertise to process data

5



and improve its quality.

In contrast, the Structure-from-Motion Photogrammetry is able to provide a relatively
accurate DEM dataset while keep the required resource more manageable and the cost more
economic. It is significantly different from traditional photogrammetry. The main difference
between the two is the use of new image matching algorithms, such as the scale invariant
feature transform (SIFT) algorithm of Lowe, 1999 that allow for unstructured image
acquisition (Fonstad et al., 2013). SfM uses images acquired from multiple camera
perspectives in order to resolve 3D geometry of objects and surfaces (Fonstad et al., 2013).
It is a computer vision technique heavily based on the principles of photogrammetry wherein
a significant number of photographs taken from different, overlapping perspectives are
combined to recreate a point cloud environment (Mathews, Jensen, 2013). While traditional
photogrammetry utilizes kernel-based image correlation approaches calculated with image
convolution operators, algorithms such as SIFT utilize multiscale image brightness and color
gradients in order to identify points in images that can be identified as conjugate (Lowe,
2004). SfM incorporates multi-view stereopsis techniques (Furukawa and Ponce, 2010),
which derive the 3D structure from overlapping photography acquired from multiple
locations and angles. As the UAV scans over a survey site, it is continuously taking pictures
of the layout. These images are used in the processing step to generate a 3D image of the
survey site. These 3D renders are what we consider the data set for UAV imaging. The 3D
render is used to generate a DEM with a proper ground control points (GCPs) set. And with
a proper UAV platform, collected aerial datasets show promise for improving on accuracy

and resolution of DEM that gave traditional survey methods issue.

1.2.2 Flood Inundation Analysis

since the 1970s, systematic efforts within the research community have greatly
6



improved the capability of flood inundation modelling, which are widely used in flood risk
mapping (Apel et al., 2006, Dutta et al., 2006), flood damage assessment (Bhuiyan and Dultta,
2012, Merz et al., 2010), real-time flood forecasting (Arduino et al., 2005), flood related
engineering (Gallegos et al., 2009), and water resources planning (Vaze et al., 2013), as well
as having served as an important prerequisite for investigating river bank erosion and
floodplain sediment transport (Marriott, 1992, Pizzuto, 1987), contaminant transport,
floodplain ecology (Karim et al., 2015), river system hydrology (Dutta et al., 2013) and
catchment hydrology (Abbott et al., 1986, Beven, 1989). Combined with climate models,
hydrological models, and river models, the application of flood modelling has been extended
to modelling that aims to formulate risk mitigation strategies and climate adaptation (Teng et
al., 2017).

Traditionally, the application purpose of any modelling requires contextual attention
to the output variables of predictive interest and their time and space scales, the level of
accuracy required, and computational efficiency demands. Flood risk assessments in urban
areas rely on the accuracy of supercritical flow representation that can be offered by a
numerical model that simulates fluid dynamics. Spatial distribution of surface water flooding,
the vulnerability of communities to flooding, and the characteristics of physical environment
and land use that affect people’s exposure to flooding is investigated (Kazmierczak et al.,
2011). Velocity should be carefully simulated and reported for dam construction projects,
flood damage assessment, or erosion studies. Maximum flood extent and water depth may be
sufficient for hazard mapping, environmental flow assessment, and water resources planning.
All these different consideration needs call for the end users to wisely select a model
balancing their demands against model complexity and data requirements.

Over the past century, two groups of approaches have attracted the most attention and
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are the subject of ongoing research: empirical methods and hydrodynamic methods.
Empirical methods include measurements, surveys, remote sensing and statistical models
evolved from these data-based methods (e.g. Schumann et al., 2009, Smith, 1997). While the
hydrodynamic methods are one-dimensional (1D) (e.g. Brunner, 2016, DHI, 2003), two-
dimensional (2D) (e.g. DHI, 2012, Moulinec et al., 2011) and three-dimensional (3D)
methodologies (e.g. Prakash et al., 2014, Vacondio et al., 2011) that simulate movement of
water by solving physical laws equations. In recent years, a third group of approaches has
been gaining increasing popularity for modelling large scale watersheds (national or
continental scale) and data sparse regions. These models can be labelled as simplified
conceptual models and are based on more modest representations of physical processes and
have run times orders of magnitudes generally shorter than hydrodynamic models. They are
particularly suitable for large study areas and/or stochastic modelling for probabilistic flood
risk assessment.

Despite active research in the field, rapid and accurate flood modelling at high spatio-
temporal resolutions remains a significant challenge in hydrologic and hydraulic studies. This
is due to the complex and chaotic nature of flooding and uncertainty currently enduring in
flood inundation modelling (Freer et al., 2011, Merz and Thieken, 2005). Many new
concepts, techniques and philosophical debates have detailed the difficulties of providing
effective guidance and an agreement on best practice. There is a vast literature describing,
comparing, and benchmarking various models and algorithms. For instance, Alcrudo (2004)
provided a state-of-the-art review on mathematical modelling of flood propagation for the
Impact Project (www.impact-project.net). Pender (2006) reviewed the hydraulic models that
are used in flood risk management research and classified the models based on the maximum
dimensionality of the flow processes represented. Woodhead et al., (2007) provide a
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comprehensive reference to flood inundation models for the flood manager as part of the
FLOODsite project consortium (ww.floodsite.net). Since 2009, the report series from
DEFRA/Environment Agency, UK reviewed and benchmarked the serval 2D hydraulic
modelling packages at that time (Neelz and Pender, 2009, Nélz and Pender, 2010, N&lz and
Pender, 2013). However, most of these studies focus on a specific group of models or a
particular aspect of modelling such as 2D hydrodynamic models. Moreover, the technologies
are constantly evolving, and modelling packages are always going through major changes,
with some hugely improved and some discontinued. The selection of one applicable or
reliable model is more uses for different end users with different interests are very hard and

IS moving towards entity or area specific.

1.2.3 Flood Warning System

For urban flash floods, the main goal of this key element is forecasting and
establishing alert levels in real time. This process is divided into two sections: Monitoring
and Information Processing. The Monitoring section monitors and transmits information on
meteorological, hydrologic, and hydraulic variables related to urban flash floods. In Florida,
U.S., a motes-based sensor network for water level monitoring and real-time video delivery
of channel status was built (Chang ang Guo, 2006). The system consists of three modules:
Ultrasonic Water Level Monitoring Module, the Network Video Recoding Module and Data
Processing Module. All modules are connected to a photovoltaic system for power supply.
In Manila, Philippines, in two streets near the Manila subway, a real-time urban flood
monitoring system was installed (Garcia, et al., 2016). A flood prediction model was
developed to identify flooded streets and alternative routes for drivers. The system is divided
into three main sections: Electronic instrumentations, Server and Web service. In Barcelona,

Spain, a pluvial flood EWS was built, called FloodAlert, based on the use of radar observation
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to issue local flood warning (Llort et al., 2014). This project uses the radar data and through
the climatological Z-R relationship converts the reflectivity measurement into the amount of
precipitation (mm/h). In Germany, a transnational flood portal, operated jointly by the
German federal states, gives an overview of the present flood situation in the whole of
Germany and in neighboring countries. In addition to the discharge situation at the flood
gauges, it provides a summary of the current flood situation and enables easy access to the
regional, detailed information offered by the flood warning centers (Demuth, et al., 2016).

The Information Processing section receives the data of the meteorological and
hydraulic variables, and through analysis tools, computer models and simulator design alert.
In Israel, an operational flood forecasting tool continues to be developed and improved. It is
using numerical models like WRF-Hydro and received encouraging results (Givati, et al.,
2016). It presents the challenge of hydrometeorological flood forecasting presents a
complicated task but promises significant gain when successful. The contribution of
meteorological radar data for flash flood forecasting in the U.S. was assessed and compared
with the Flash Flood Guidance (FFG) method (Gourley et al., 2014). The study demonstrates
improvements in predictions when using a spatially distributed hydrological model, fueled
by input radar data and then used in prediction mode. A similar study was conducted to
evaluated how much earlier the forecasting of U.S. flash floods could be anticipated by using
quantitative precipitation forecasts.

In terms of hydrologic modelling tools, several forecasting chain systems are now
available. A semi-distributed model, coupled with a hydraulic model, was designed for a
watershed in Oklahoma (Nguyen et al., 2016). This model is not only able to simulate the
discharges, but also to simulate water levels and water velocities. However, this model is not
calibrated or validated. A sensitivity analysis conducted with simulated rainfall fields,
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showed acceptable performance for un uncalibrated model. An operational flash flood
forecasting system on the Arda cross-border basin between Bulgaria and Greece is introduced
(Artinyan et al., 2016). It is based on a calibrated distributed hydrologic model (ISBA-TOP)
where the flow routing module in the river has been improved. However, this system relies
on real-time rain gauge data. The MARINE model is an event-based distributed model,
specifically dedicated to the simulation of Mediterranean floods, based on a square grid that
corresponds to the digital terrain model (typically of a 25 meter resolution). It represents the
following processes: runoff by infiltration capacity excess, subsurface lateral flows and flows
in the hydrographic network, by approximation of the kinematic wave equation. For a given
watershed, the model is generally calibrated using a set of flood events (Roux et al., 2011).
The ATHYS platform is a flood forecasting tool incorporating the reservoir simulation. The
hydrologic model used in this platform is an event-based, distributed, conceptual SCS-LR
model, which is developed by the IRD at Hydrosciences Montpellier. It combines a
rainfall/runoff Soil Conservation Service (SCS) module, made up of a cascade of linear
reservoirs, with the Lag and Route (LR) routing model. Catchments are discretized in square
grids and on each of these grids, the runoff coefficient varies temporally, according to the
cumulated rainfall and the initial water deficit on the grid. The LR routing module uses a
propagation time and a diffusion time at each point of the grid.

Recent advances in flood forecasting include the availability of observations of areal
precipitation using a dense network of rain gauge measurements, ground- and space-based
radar technologies, and storm-scale Numerical Weather Prediction (NWP) systems. For flood
forecasting, these high spatio-temporal resolution estimates have been tested for hydrologic
modeling approaches specifically for flood modeling applications (Vieux and Bedient, 2004).
In addition to the use of these observation systems, flood modeling has seen advances in two-
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dimensional, distributed hydrologic modeling approaches (Hunter et al., 2008) and
representation of sub-grid effects in the hydraulic models (Soares-Fraz& et al., 2008). The
combination of recent advances has established a paradigm for integrating robust data
acquisition and hydrologic modeling in flood forecasting. However, key advances are still
needed, including greater spatial coverage of accurate precipitation data, more detailed terrain
databases to parameterize friction effects at the sub-grid scale, and better understanding of
cause—effect relationships among weather variables and flood forecasts. Moreover, other
aspects include advancing flood model execution speed coupled with incorporation of
uncertainty analysis and developing broader understanding of the effectiveness of flood
controls in terms of resiliency and sustainability. And there are many other flood systems in
the world. However, many of these are built recently or has not been tested through a major

rainfall event.

1.2.4 Gaps in Available Knowledge

After reviewing the state-of the-art advancement in urban flooding research, current
gaps in knowledge can be summarized as follow: first, while UAV photogrammetry is able
to deliver a high resolution DEM dataset, the optimal density and the spatial distribution
pattern of GPCs are remain unknown or have not been thoroughly investigated. Second, it is
a fact that many storm relief projects have been finished, however, the effects of these projects
have not been evaluated, especially under a joint impact of extreme rainfall events and storm
surge. Thirds, there are many flood warning systems all over the world, however, not so many
have been tested in serval major events and summarized the performance and specific

improvements needed in a real-world application.

1.3 Problem Statement
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In consideration of the previously stated research needs, three research questions are

addressed in this dissertation

1. What is the accuracy level that UAV photogrammetry can provide to generate a
DEM dataset and what are the optimal density and spatial distribution pattern of

ground control points (GCPs) to generate a relative accurate DEM model?

2. What is the benefit of flood mitigation projects for a highly urbanization area?
What is the joint effect of extreme rainfall event and storm surge on coastal

communities?

3. How does an example flood warning system can evolve over the years? What is

the performance of flood warning system during an extreme event?

1.4  Scope

To answer each of the research questions raised above, innovative analytical methods
have been developed and tested in various cases. Different state-of-art technologies have been
applied to solve these research questions.

Research question 1 will be addressed through the development of a UAV
photogrammetry platform with a high-resolution camera to capture the land surface features
with the stabilization of a gimbal system. The UAV flight is designed with fixed flight route
and parameters while in the photogrammetry project, different GCPs density and spatial
distribution patterns are tested.

Research question 2 is investigated through a case study for a highly urbanized
watershed in Houston, Texas. Hydrologic and hydraulic simulation was conducted for the
study area with the comparison of pre and post storm relief conditions. The difference of total
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inundation water volume was calculated. The simulation was carried out under the extreme
rainfall condition of (100-year and 500-year design storm) to gain the benefits of the storm
relief projects. Additional storm surge conditions were coupled with the extreme rainfall
scenario to evaluate the flood inundation response of the study area.

Research question 3 is answered by reviewing the development history of the Texas
Medical Center/Rice University Flood Alert System (FAS) and its 4™ generation performance

during Hurricane Harvey.

1.5  Dissertation Outline

This dissertation is organized as five chapters. Chapter 1 introduces some background
information about urban flooding, summarizes the state-of-art of related research and presents
three questions that will be addressed. Chapters 2-4 presents three journal drafts addressing
research questions 1, 2 and 3 respectively. Chapter 5 summarizes the findings from all the
studies to answer the proposed research questions, highlights the intellectual merit of this

research, and suggest future objectives to be investigated and achieved.
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CHAPTER 2: ASSESSMENT OF THE ACCURACY OF A DIGITAL ELEVATION
MODEL USING UAV-PHOTOGRAMMETRIC MAPPING METHOD BASED ON

DENSITY AND SPATIAL VARIATION OF GROUND CONTROL POINTS

2.1  Abstract

Water resource engineers use digital elevation models (DEMs) and orthophotos as the
primary material to design and execute any project. With new structure from motion (SfM)
algorithm, UAV photogrammetry has made it possible to accurately obtain this type of
information economically and rapidly. The ground control points (GCPs) play a vital role in
generating an accurate DEM using the UAV Photogrammetry method as a baseline ground
truthing input. Among all of factors, the effect of the number of ground control points (GCPs)
and their distribution in the study area are especially significant. In this study, these two factors
are investigated for their impact on the accuracy of DEMs generated from UAV photogrammetry
methods. A total of 15 GCPs density scenarios was tested with a range of 0.2 GCPs per acre to
3.4 GCPs per acre. By comparing the photogrammetry DEM with ground survey elevation data
and LIDAR DEMs data, the accuracy was evaluated. It is found that the optimal GCPs density
should be within the range of 1-2 GCP per acre, while the range of 0.5 to 2.5 GCPs is an allowable
range to conduct a DEM UAV photogrammetry survey. Random distributions of GCPs have been
studied to find the best spatial distribution pattern of GCPs for a good DEM accuracy. In general,
the best results can be obtained with dispersion distribution. Other possible spatial GCPs
distributions could generate a comparable, accurate DEMs dataset. However, there is no apparent
regularity could be found. It is also found that with more GCPs located near the edges of the
study area, the resulted DEMSs will have better accuracy. Therefore, it is advisable to create a
dispersion distribution inside the study area in addition to place GCPs around the edge of the

study area to minimize altimetry errors.
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2.2 Introduction

In water resource engineering, great survey efforts that have been put into generating a
relative accurate digital elevation models (DEMs). DEMs are used in water resources project to
identify drainage related features such as ridges, valley bottom, channel networks, especially
surface drainage patterns, and to quantify subcatchment and channel properties such as size,
length, and slope, to design and execute any project, as well as to periodically monitor the
changing features of land surface or water body. In order to obtain DEMs, there are several
traditional methods that can be used to survey with high precision results. Such is the case of
Global Navigation Satellite Systems (GNSSs), Terrestrial Laser Scanning (TLS), or Total
Stations (TSs) (Lague et al., 2013), and airborne sensors, such as light detection and ranging
(LIDAR) or photogrammetric cameras (Sallenger et al., 2003). With the conventional
photogrammetric DEM has a relatively coarse resolution to be used in the hydrologic modeling
and simulation. For hydrologists, the accuracy of a DEM dataset affects the results of
hydrologic/hydraulic simulation and further impacts the conclusion of any study. The accuracy
of this topographic information is a function of both the quality and resolution of DEM.

The integration of UAV, photogrammetry, and computer vision (Atkinson, 2001; Hartley
and Zisserman, 2003) has provided advances in automation as a result of the possibility of
collecting images from different heights and in different directions as well as greater flexibility
and high quality results (Fern&dez-Hernandez et al., 2015). Nowadays, there are several low-
cost software applications, i.e. Agisoft, OpenMap, Pix4D etc., that allow us to carry out 3D
modeling of surfaces from photographs taken with conventional cameras. Most of these software
applications are based on special algorithm Structure-from-Motion (SfM) (Fonstad et al., 2013;
Javernick et al., 2014; Westoby et al., 2012). Structure from Motion (SfM), is significantly
different from traditional photogrammetry. The main difference between the two is the use of
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new image matching algorithms, such as the scale invariant feature transform (SIFT) algorithm
of Lowe, 1999 that allow for unstructured image acquisition (Fonstad et al., 2013). SfM uses
images acquired from multiple camera perspectives in order to resolve 3D geometry of objects
and surfaces (Fonstad et al., 2013). It is a computer vision technique heavily based on the
principles of photogrammetry wherein a significant number of photographs taken from different,
overlapping perspectives are combined to recreate a point cloud environment (Mathews, Jensen,
2013). While traditional photogrammetry utilizes kernel-based image correlation approaches
calculated with image convolution operators, algorithms such as SIFT utilize multiscale image
brightness and color gradients in order to identify points in images that can be identified as
conjugate (Lowe, 2004). SfM incorporates multi-view stereopsis techniques (Furukawa and
Ponce, 2010), which derive the 3D structure from overlapping photography acquired from
multiple locations and angles. As the UAV scans over a survey site, it is continuously taking
pictures of the layout. These images are used in the processing steps to generate a 3D render of
the survey site. These 3D renders are what we consider the data set for UAV imaging. The 3D
render is further used to generate a DEM with a proper ground control points (GCPs) set. And
with a proper UAV platform, collected aerial datasets show promise for improving on accuracy
and resolution of DEM that gave traditional survey methods issue. For starters, it is shown that
when using UAV photogrammetry; accuracy on DEM accuracy is comparable if not better than
the same data gathered from traditional surveying techniques. This higher accuracy is believed
to be due to the higher resolution images a UAV can acquire. Additionally, many different studies
have verified that UAV surveys are comparably cheaper, faster, and easier to access for new

researchers (Udin and Ahmad 2014; Tokarczyk, et al 2015; Ely et al 2016).

With the higher resolution that UAV photogrammetric DEM can deliver, the application

potential is very promising with deepening knowledge of different control parameters. Research
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studies focusing on the accuracy of UAV photogrammetry have found that many different
parameters that affect the accuracy of the DEM from UAV photogrammetry. Some of these
variables are camera specifications, flight altitude, overlapping rate of images, length of ground
sample distance (GSD) and the number and orientation of GCP (Jeong et al 2018; Watanabi and
Kawahara 2016; Gindraux et al 2017).

Even with numerous studies being done, all the different variables that can affect UAV
images; leaves many papers in need of further research (Tokarczyk et al 2015; Ely et al 2016;
Ryan et al 2015). One of the variables that still requires further investigation would include the
GCP The GCPs play a vital role in generating an accurate DEM dataset that are used to help in
georeferencing the images and are typically large markers, usually a cross, a black-white grid
tarp or any landscape features, that can be placed or found throughout a study site, and easily
seen from above. One of the factors with the greatest influence on the accuracy of the DEM and
orthophoto resulting from the photogrammetric process is the number and distribution of the
GCPs.

For the majority of software using SfM techniques, the inverses distant weighting (IDW)
method is used to generate a digital surface model (DSM). IDW is a type of deterministic method
for multivariate interpolation with a known scattered set of points. The assigned values to unknow
points are calculated with a weighted average of values available at the known points. A general
form of finding an interpolated value u at a given point x based on samples u; =v(x;) fori=1, 2,
..., N'using IDW is an interpolating function:

N
Z;=1 w; (X)u;

w0 =1 B wi)
U;, if d(x,x;) = 0 for some 1, Eq. (1)

, ifd{x,x;) # 0foralli,

Where:
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Wi(x) = g Eq. (2)

w; is a simple IDW weighting function, x denotes an interpolated point, xi is an
interpolating point, d is a given distance from the known point xi to the unknown point x, N is
the total number of known points used in interpolation and P is a positive real number, called
the power parameter. The impact of using IDW interpolation for generating a DEM dataset and
its impact on the accuracy of it has never been investigated.

In addition to the IDW method uncertainty, measurement of the coordinates of the GCPs
is a time-consuming task and can sometimes be challenging to carry out due to the morphology
of the terrain. Gindraux et al. 2017 used UAV to generate a digital surface model for Glacier
surface and tried different GCP density and got a vertical accuracy ranging between 0.10 m and
0.25 m across the dataset with a maximum number of 36 GCPs for a relatively large study area
(6.9 km?).

Even though there is a strong relationship between the GCP and the accuracy of the data,
there is a need for further investigation. Many papers are vague about how they orient and space
their GCP. When discussing the spacing of the GCP, studies describe that the accuracy of a DEM
dataset decreases as the distance to the closest GCP grows (Gindraux et al. 2017). Predictably
this spacing causes the error to increase, which leads to the thought that the more GCP, the better
the accuracy. This might lead to the assumption that increasing the number of GCP in the study
site would increase the accuracy as the spacings would be smaller. It should be noted that there
is a point where the density of GCP reaches an optimal amount. Adding more GCP beyond this
optimal density no longer gives a worthwhile increase to the accuracy. Along with diminishing
returns, often we find that filling the survey site with as many GCP as possible is extensively
time-consuming. Due to this, a research question needs to be answered: how we can orient the

GCP in order to minimize the extra work needed by putting too many GCP in the study site.
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Hence, this study carried in the way of surveying and collecting the GCP as much as possible
through the entire study area with a relatively dense GCPs network available. Therefore, one of
the objectives of this paper is to analyse the influence of the number and distribution of GCPs on
the accuracy of DEMs derived from UAV photogrammetry.

Another example of the orientation of the GCP would be how dense the points are in the
study site. The density of GCP implies the total number of GCP in the site, and when the GCP
are spread out homogenously, it is a straightforward parameter to measure. However, some
studies have been investigating a nonhomogeneous spread of the GCP. These studies investigate
how the accuracy changes when the GCP are densely packed in the center of the site, sparsely in
the outer edges and vice versa (Ablanedo et al., 2018). These studies have made progress in better
understanding the effect of GCP. Differences in study sites and multiple ways to orient the GCP
all come together to show a necessity for more studies on the subject. From this viewpoint,
random GCP sampling was conducted to generate DEM dataset and was further investigated by
the relationship between GCPs locations and its surrounding errors.

While UAVs do show progress in the areas of difficulty for traditional surveying
techniques, the most critical question is still how accurate the data can achieve. When discussing
the accuracy of UAV photogrammetry, we are usually talking about how accurate the distances
between points. In order to get a feeling for the accuracy of the data, it must be compared to a
reliable dataset. Most surveys done with UAV imaging utilize GCP as they have been shown to
be very effective when gathering data (Gindraux et al., 2017; Jeong et al., 2018). While it is rare,
it should be noted that the occasional paper will appear that focuses on direct georeferencing vs.
the use of GCP (Zhang et al., 2019). For the papers that do utilize GCP, there are two main aspect
affecting the accuracy. This is usually done by having the experimental data compared against
data from accredited sources or even other studies (Ely et al., 2016; Tokarczyk et al., 2015). The
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first is GCP density that is the total number of GCP found inside of the study site (Gindraux et al
2017). The second is the orientation of the GCP, which would be how the GCP are spread out
throughout the study site (Jeong et al 2018). While there are papers that focus primarily on the
orientation and number of GCP; it is stated in most of them that continued research in this area
is necessary for a better understanding of the relationship between GCP, and the accuracy of the
data. In this research, a total of 144 RTK grade survey points and a LIDAR DEM data were used

to evaluate the accuracy of a UAV photogrammetry DEM dataset.
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Figure 2.1: Methodology flowchart

2.3  Study Area and Data Acquisition
The methodology used in this research is summarized in Figure 2.1. Three major
components are: 1). aerial image collection and ground survey, 2) photogrammetry processing,

and 3) DEM accuracy comparison.

2.3.1 Study Area

The study area is located in North Texas with a WGS 84 coordinates of 32.71666, -
97.09094 of its center location, U.S.A (Figure 2.2) in Arlington, north central Texas, USA. The
study area consists of small greens and narrow fairways lined with pecan trees, covering an area
of approximately 0.09 km?. Meadowbrook is located one mile east of downtown Arlington in
Meadowbrook Park. Meadowbrook is characterized by gently sloping topography that abuts
Johnson Creek on the western edge. The general slope of it is 1.5% and major land surface type
is low turf grass. Meadowbrook lies within the northern edge of Arlington Municipal Airport’s

Class D airspace with all flights conducted in accordance with FAA Part 107.
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Figure 2.2: Study area location

2.3.2 Aerial Image Acquisition and Survey Data Collection

The image used in this work were taken from a self-assembled UAV photogrammetry
platform (MavAir One). The core unit of the platform is DJI S1000 industry level UAV with
eight rotors with DJI A2 flight controller. The UAV was equipped with a motion-compensated
gimbal and a Sony Alpha-6000 digital reflex camera with a length with an auto-detect focal
length. The resolution of the camera sensor was 24 megapixels (6000 x 4000).

For the ground survey, the Trimble R10 RTK GNSS system (Trimble, Sunnyvale, CA,
USA) was used to survey all the visible land surface points, which are sprinkle heads in this study.
Figure 2.3 shows the MavAir system and survey equipment. The first task of the fieldwork was
to initialize the GPS base receiver for collecting RTK measurements. The absolute coordinates
of the base point were determined with 2-5 mm accuracy. The next step was to survey the targets
at locations predicted during the flight planning stage. Then, their positions were measured using
the R10 system. For each survey points, a stabilization time of three minutes is chosen to collect
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the RTK data from the satellite. Following the same concept as camera calibration, GCPs were
taken from the sprinkler head or other noticeable permanent land features in the golf course. Once
the GCPs were established, the flights for image acquisition started. In total, 144 survey points

were collected with their coordinates and elevation data.

Figue 2.3: The MavAir One and the..v'i'rmble R10 survey sstems

The flight altitude was 40 m above ground level, which implies a surface of 9,200 m?
covered by every photo and an equivalent ground sample distance of 1.4 cm. The shutter interval
is 2s and with a flight speed of 6m/s. The flight operation was in auto flight mode except for
taking off and landing. The flight plan was designed and operated in the DJI Ground Station
Software that linked to MavAir One through DJI Datalink hardware.

These values correspond to the UAV take-off point, located in the lower elevation part of
the study area. Based on the flight altitude, UAV speed, light conditions at the flight time, and
the shutter speed was adjusted to minimize the blurring effect of the acquired images. The flight
plan was operated in navigation mode and consists of 5 flight legs as shown in Figure 2.4. A total

of 553 images were selected to be processed for the photogrammetric projects. The flight plan
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was designed using the DJI UAV Navigation software. The camera was triggered every two
seconds by design automatically instead of taking manually with the controller to reduce the

operation errors and the flight speed was set to obtain forward, and side overlaps of 80%.

Figure 2.4: Flight plan and locations of the GCPs and CPS

2.4 Methods

2.4.1 Photogrammetry Processing

The image taken from the UAV were processed with a Structure-from-Motion (SfM) and
multi-view stereo approach. These approaches allow the geometric constricts of camera position,
orientation, and GCPs from many overlapping images to be solved simultaneously through an
automatic workflow. In this study, the image datasets were processed with the software
Pix4DMapper Ver 4.5.12. Computations were finished on two working stations: one local
working station with Intel i7-8700k process (3.70 GHz), 32 GB random access memory and a

graphic process unit of NVIDIA GeForce GTX 1080 Ti. The other one with Microsoft Azure
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Cloud (NV 6 VM series) with a configuration of Intel Xeon CPU E5-2690 v3 @2.6 GHz, 56GB
random access memory and 12 NVIDIA Tesla M60 GPUs. Eleven steps were required to generate
the DSMs, Orthophotos, and DEMs (DTMs):

1. The image dataset is acquired through one UAV flights.

2. In the field, GCPs and CPs are collected with the RTK R10 survey points

3. The images are imported in Pix4D, together with the information about acquisition
locations (coordinates) and the roll, pitch, and yaw of the UAV platform. The information is used
to preliminary orientate the image.

4. The “Matching” step in Pix4D comprises three phases: First, a feature-detection algorithm
is applied to detect features (or “keypoints”) on every image. The number of detected keypoints
depends on the image resolution, image texture, and illumination. Second, matching keypoints
are identified and inconsistent matches removed. Third, a bundle-adjustment algorithm is used to
simultaneously solve the 3D geometry of the scene, the different camera positions and the camera
parameters (focal length, coordinates of the principal point and radial lens distortions). The output
of this step is a sparse point cloud. The preliminary orientation of the images (Step 3) reduces the
processing time of the “align” operation, as only neighbouring images (and not the entire image
dataset) are searched for matching keypoints. Step 4, often referred to as SfM workflow, accounts
for around 35% of the total Pix4D processing time (Steps 3-10).

5. The GCPs are manually identified on the images and their coordinates imported.

6. The GCPs coordinates are used to refine the camera calibration parameters and to
optimize the geometry of the output point cloud.

7. Multi-view stereo image matching algorithms are applied to increase the density of the
sparse point cloud. The density of the final georeferenced dense point cloud is strongly related to

2 (13

the number of matching keypoints. Different cloud quality parameters (“low”, “optimal”, and
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“high”) are available for the “Point Cloud and Mesh” step. Different image scale parameters (“V4
Quarter image size, %2 Half image size, and 1Original image size) are available as well. The
impact of lower point cloud density and high point cloud density on the DEM accuracy is tested
and no significant accuracy increased. This setting reflects a compromise between processing
time and DEM accuracy. Considering the computation resources the high-resolution point cloud
model requires and application of DEM, the parameter “low” was chosen for GCPs density and
spatial distribution analysis. The “build point cloud” step with the “low” parameter accounts for
around 45% of the total processing time.

8. A polygon mesh is created from the dense point cloud.

9. A DSM (texture map) derived from all images is applied to the polygon mesh and used
to create an orthophoto.

10. A DEM with a cell size of 0.06 m is generated from the mesh and exported from
Pix4Dmapper as is default setting that cannot be increased.

Taking into account this and the results of Tahar (2013) and Agiera-Vega et al., (2017),
who observed that accuracy improved as the number of GCPs increased from four to twenty, to
determine the influence of GCP distribution on the accuracy of DSMs and orthophotos produced,
we are able to identify an total of 74 targets with a clear view in the aerial images. At first, a base
DEM model of using all 74 GCPs was generated. This process produces a raycloud network and
initial image matching to better identify the GCPs. The GCPs were then identified in the basic
editor of GCP/MTP Manager tab in Pix4Dmapper in each aerial image and in the order of

collecting. Figure 2.5 shows two details of the processing.
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Figure 2.5: A). locations of the GCPs and CPS. B) DEM product.

Once the base DEM model processed, various photogrammetric projects were conducted
with different spatial density and distribution of GCPs. The purpose of all these spatial variations
is to evaluate the density and spatial allocation of GCPs impact on the accuracy. Ten different
GCP distribution were randomly generated by the reservoir sampling algorithm for each of five
GCP density scenarios (20, 30, 40, 50 and 60).

A comparison was made for difference of point cloud density. The impact of lower point
cloud density and high point cloud density resulted in a similar accuracy. While considering the
computation resources that high resolution requires and application of DEM, the parameter “low”

was chosen for GCPs density and spatial distribution analysis.

2.4.2 Accuracy Assessment
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The accuracy of the photogrammetry projects was evaluated using both the total 144

survey points as CPs and the existing LIDAR DEM dataset from Texas Natural Resources
Information System (TNRIS). The LIDAR DEM was collected in 2009 for Dallas and Tarrant
County and published in 2012. The resolution of LIDAR DEM is 1m and the elevation accuracy
of the DEM is 0.146 m, which is stated in the LIDAR quality report from TNRIS (TNRIS, 2012).
In order to compare the difference between LIDAR DEM and DEM dataset generated by UAV
photogrammetry platform, the consistency check is needed to make sure that the LIDAR data
(2009) is still able to represent the land surface feature at the current stage.
First, a high resolution orthophoto (6cm/pixel) from the UAV flight was generated and is
compared with a historical high-resolution satellite image (2009) collected from Google Earth.
There is one significant land surface change in the central part of the study area with a new water
pond construction. In order to make the proper comparison, this area is removed from both
LIDAR DEM and photogrammetry DEM. It also should be pointed out that the photogrammetry
is not able to capture the bare earth elevation beneath the canopy and there are all different kinds
of spatial interpolation to address this, the canopy areas are removed from both DEM datasets.
After removing the tree canopy and ponds, the total study area is 23.69 acres.

The accuracy of all photogrammetry projects was evaluated using the R10 survey points
(CPs) with the typical root mean square error (RMSE) formulation, the correlation coefficient
(R?), the standard deviation and the average error, producing an accuracy measure for the Z

direction for the all the pixel values within the study area to DEM LIDAR dataset, as defined in

Eq. (3):

N _ 2
RMSEz = fzn=1("+x6n) Eq. (3)

Where x,, , is the elevation (ft) extracted from the photogrammetry DEM at each survey
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location, x(, is the surveyed ground truthing elevation, and N is the total number of
comparison, which is 144 in this study.

For the comparison between LIDAR DEM and photogrammetry DEM, the elevation
raster was extracted for the study area from the DEM raster that Pix4D generated. And the LIDAR
DEM was handled the same way. A raster calculation function was carried on the ArcMap 10.5.1
platform to compute the elevation difference for each pixel. To better interpret the spatial pattern
of GCPs, an average nearest index is calculated for different spatial distribution pattern. As one
of the spatial analysis tools, average nearest index indicates the spatial clustering or dispersion
effect of the distribution of a point feature dataset, which is GCPs in this study. It is calculated
using the equation below.

The Average Nearest Neighbour ratio is given as:

ANN =D, /Dy Eq. (4)
where D, is the observed mean distance between each feature and its nearest neighbour.
Dp=Xi,d;/n Eq. (5)

and De is the expected mean distance for the features given in a random pattern.

Dy =0.5/\/n/A Eq. (6)

In the above equation, d;equals the distance between feature i and its nearest
neighboring feature, n corresponds to the total number of features, and A is the study area.

The average nearest neigh z-score for the statistics is calculated as

z = Dele Eq. (7)
where:

SE="r Eq. (8)
2.5 Results
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2.5.1 Optimal GCP density

In this study, a total of 15 different GCP density scenarios are tested with a variety from 5 to 74
with an interval of 5. However, due to the total number of visible GCPs is 74, 69 is selected
instead of 70 with an expectation of increasing a density of GCPs will worsen the accuracy of
DEM. For each scenario, the GCPs are selected uniformly allocated within the study area and

according to the best of author’s knowledge.
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Figure 2.6: Difference between Photogrammetry DEM, CPs (left) and LiDAR (right) for 5, 10,
and 15 uniformly GCPs allocations scenarios

Figure 2.6 shows the example of the difference between photogrammetry DEM, LIDAR,
and CPs of 5, 10, and 15 GCPs scenarios. In overview, the difference between CPs,
photogrammetry DEM, and LIDAR DEM is consistent in the study area. For each survey
locations, the corresponding difference could be found in the LIDAR DEM and photogrammetry
DEM, as shown in the example of Figure 2.6. For 5 and 10 GCPs, the difference between these
datasets are significant over the entire study area. With a GCPs number of 5, the photogrammetry
DEM product overestimates the area near the ponds. At the three corner locations of GCPs, the
DEM underestimates the elevation. However, the GCPs density is not enough to stabilize the
point cloud, so the difference is significant for these two scenarios. With such a GCPs distribution
pattern, the difference for the center part is overestimating, and underestimating at the edges.
With a GCPs number of 10, the overall RMSEz value decreased. And among these 10 GCPS,

five of them are actually used in the 5 GCPs density. In overview, the difference pattern shows a
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similarity in the majority area. At the left bottom corner, the new difference pattern appears. The
photogrammetry underestimates the elevation in this area. Compared between the 5 GCPs and 10
GCPs condition, it can be seen that for the at other locations, the GCPs density increased is from
1 to 2, while at this corner, the GCPs number is increasing from one to three. This area covers an
area around 3.4 acres. When the overall density increased from 10 to 15 GCPs, we can conclude
that the overall difference across the entire area becomes much smaller. Within the center part of
the study area, there are just a few areas still shows the difference around the pond. While at three

corners of the study area, the difference shows the similarity.
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Table 2.1: The errors statistics summary for GCPs density analysis between photogrammetry

DEM and CPs

GCP RMSE Standard Average R? Max Min
Numbers Deviation

5 2.54 1.45 2.08 0.96 6.75 -3.67
10 2.37 1.67 1.68 0.95 7.39 -2.85
15 1.03 0.82 0.61 0.99 4.22 -3.73
20 0.80 0.63 0.50 0.99 0.54 -3.54
25 0.86 0.61 0.61 0.99 1.09 -2.95
30 0.80 0.64 0.48 0.99 3.62 -2.55
35 0.78 0.57 0.54 0.99 2.80 -2.54
40 0.74 0.54 0.50 0.99 0.71 -2.73
45 0.78 0.55 0.56 0.99 0.94 -2.71
50 0.72 0.52 0.50 0.99 0.89 -2.62
55 0.79 0.58 0.54 0.99 251 -3.07
60 0.68 0.49 0.48 0.99 0.92 -2.50
65 2.33 1.62 1.66 0.94 9.84 -3.39
69 2.09 1.19 1.72 0.96 5.15 -5.04
74 2.23 1.63 1.53 0.95 9.36 -3.21
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Figure 2.7: Errors statistics for uniform allocation of different GCPs densities

Table 2.1 shows the error statistics of photogrammetry DEM and CPs. In summary, the
higher GCPs density is not necessarily increasing the accuracy of the photogrammetry DEM
dataset. RMSEz values ranged from 0.68ft to 2.4ft for the uniform allocation. The errors for
different GCPs density are summarized in Figure 2.7. And the histogram of different between
photogrammetry DEM, CPs, and LIDAR DEMs are shown in Figure 2.8 and 2.9. From these

analyses, it can deduce that there is a maximum density for the GCPs rather than putting in as
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much as possible. The difference yields at 0.18 meter when the density reaches to 0.84 GCPs/acre
(20 GCPs). When the density is larger than 2.5 GCPs/acre, the difference significantly increased.
In such a case, the optimal density range is between 0.84 GCPs/acre to 2.5 GCPs/acre. The density
from 0.84 GCP/acre to 2.5 GCPs/acre will be adequate to generate a relative accurate
photogrammetry DEM dataset. In this area, no GCP density could reach accuracies under 0.6ft

for the entire area.
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Figure 2.9: Histogram of difference between LIDAR DEM and photogrammetry DEM for
uniform spatial allocations
To better understand the optimal density of GCPs, the effective area was extracted from

the photogrammetric DEM dataset for all the scenarios. The effective area is defined as the area
where the DEM difference between LIDAR DEM and photogrammetry is less than 0.6 ft, which
is the accuracy level of the LIDAR DEM. Then the number of GCPs that are located within the
area were counted. The effective GCPs density and effective area percentage (P) is defined in the
equations below:
p=n/A, Eq. (7)
P=4,/A Eq. (8)

Where n,is the GCPs number what within the effective area, A, and A is the effective are
and area total.
The effective density was found within the range of 0.3 to 3 GCPs/acre, and it is plotted against
the overall GCPs density to check the sensitivity of errors due to GCPs density. There are four
different relationships compared in terms of GCPs density analysis. The results are shown in
Figure 2.10. From these sets of figures, it concludes that the optimal GCPs density is 1 to 2
GCPs/acre. When the GCPs density is higher than the optimal density, the effective area starts to

decrease (9D).
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Figure 2.10: GCPs Density Analysis

2.5.2 Spatial distribution of GCP

In Pix4D, the IDW method is used to generate DSM. However, it is not clear that if IDW
is the spatial interpolation algorithm used to generate the DEM dataset. Hence it is necessary to
test the impact of the spatial distribution of GCP on the accuracy of DEM. In order to better
understand the spatial impact of GCP and considering the computation time each model required
for DEM generation, a total of 50 photogrammetric projects was conducted to generate the DEMs
dataset using 20, 30, 40, 50 and 60 GCPs. For each GCPs scenario, the reservoir sampling
algorithm is applied to select the GCPs out of the GCPs pool (74). The reason of choosing 20 to
60 are in the field survey, the operators tend to survey an area of a rectangle shape and divide the
area into equal sub-areas, and with a multiple of 10, which is a common practice. Also

considering the result from Section 4.1, the uniform allocation of these GCPs resulted in a lower
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RSMEz value, which means a proper GCPs density for this study area. The average nearest
neighbor index is used to analyse the spatial pattern of the GCPs that generated by the reservoir
sampling algorithm. Figure 2.11 shows an example of the average nearest neighbour (ANN)
analysis. In summary, a higher z-score value indicates that the spatial pattern is closer to a

dispersion pattern and smaller z-score indicates a clustering pattern.
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Figure 2.11: Example of ANN parameters and its spatial pattern

Figure 2.12 shows the RMSEz values versus z-score for all six sets of scenarios, including
A). Uniform GCPs allocations, B). Ten random GCPs allocation cases for 20 GCPs, C). Ten
random GCPs allocation cases for 30 GCPs, D). Ten random GCPs allocation cases for 40 GCPs,
E). Ten random GCPs allocation cases for 50 GCPs, F). Ten random GCPs allocation cases for
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60 GCPs. The results indicate that within the range of optimal GCPs density, a dispersion

distribution is able to contribute a higher accuracy.
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Figure 2.12: z-score vs. RMSEz for six different scenarios: A). Uniform Distribution; B). RD of
20 GCPS; C). RD of 30 GCPS; C). RD of 40 GCPS; E). RD of 20 GCPS; RD of 20 GCPS
The details of each scenario are discussed in the section below:

For 20 GCPs, four out of ten random distribution generated a relative accuracy DEM
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model with smaller RMSEz value. The better DEM datasets are correlated with the spatial
dispersion distribution. The resulted DEM datasets tend to overestimate the elevation on the edge
if only a few GCPs are located near the edges, especially the left and bottom corner. In one case,
the DEM for the north part of the study area has a very high error. The reason for generating such
a result is that the GCPs is spatially clustering in the center and south part of the study area,
inevitably causing a larger error in the north part.

For 30 GCPs, six out of ten spatial allocations reached a higher accuracy. When the GCPs
are showing the pattern of a strip distribution, the errors are showing a pattern of the contour line.
The north corner, south corner and the area at the south part of the center are showing the errors
of overestimation. There are two major parts of the study area are underestimated by the
photogrammetry that is the right and bottom left edges. The errors areas are consistent for these
ten random cases.

For 40 GCPs, four out of ten random distribution generated a relative accuracy DEM
model with smaller RMSEz value. Again, a similar error trend can be found as in 20 GCPs. The
north, northwest, and south corner will have a larger error. Figure 2.13 shows the scenarios that
random distribution of GCPs resulted a higher accuracy DEMs than the deterministic uniform

distribution spatial pattern.
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Figure 2.13: Difference between photogrammetry DEM, LIDAR DEM (right) for 3 random
distribution (A, C, D) and uniform distribution (B) of 40 GCPs

For 50 GCPs, six out of ten spatial allocations reached a higher accuracy. The errors
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patterns are similar to the ones in the 30 GCPs random distribution, with a larger area. And one
more area starts to become overestimated that is at the top left corner.

For 60 GCPs, only one case could reach a relatively accurate model with an RMSEz error
of 0.20 m. In general, the error pattern is similar. In one case, the north part of the study area is
showing the errors of underestimation, while the GCPs density within that area is larger than 3.5

GCPs per acre.

50



10.00

@ Uniform Distribution

9.00

.00

7.00

6.00

5.00

4.00

RMSEz (tt)

3.00 297

2.00 \ 199 T .

1.00 [ =y

0
0.00 1 20 30 40 30 6l 69

GCP Numbers
Figure 2.14: Error distribution for random GCPs spatial distribution and uniform GCPs
distribution.

In summary, the RMSEz from all the DEMs dataset are summarized in Figure 2.14. The
RSMEz value generated from uniform distribution are located at the bottom of the box whisker
chart of each GCPs density. There are serval random distribution cases generated a slightly
smaller RMSE, but by comparing their spatial distribution patterns, it is very much similar to the
dispersion distribution. Hence, the dispersion distribution is the best GCPs spatial distribution

pattern that can be easier designed and practised.

2.6 Discussion
Many studies have been done to investigate the UAV-photogrammetry mapping based on
different variations of ground control points. However, with a very fine resolution that

photogrammetry DEM can deliver, more and more studies have been conducted to improve the
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accuracy. To find the optimal GCPs density and spatial distribution is one of the major constrains,
which has been investigated, but there are still many rooms to improve, as mentioned in Section
2.2.

Very much similar to this research, Mart mez-Carricondo et al. 2018 investigated a 17.67
ha area in Spain with an elevation variation of 220 to 246 m above MSL. The dataset was
processed in a different software packages Agisoft PhotoScan Professional, version 1.2.4.2399.
And he concludes that with a stratified distribution the photogrammetry DEM could reach a better
accuracy. Taharm (2013) studied this effect on a surface of 150 ha and observed that for any
number and distributions of GCPs studied, as in this work, the vertical one accuracy was
increased with the number of GCPs increased from 0.830 to 0.780m. Tonkin and Midgley (2016)
produced 16 DSMs from a UAV survey using a varying number of GCPs (three to 101). These
DSMs were compared to 530 GNSS spot heights to calculate the vertical error. All DSMs
produced reasonable surface reconstructions (RMSEz < 0.2 m); however, an improvement in
DSM quality was found where four or more GCPs (up to 101 GCPs) were applied, with errors
falling within the suggested point quality range of the survey equipment used for GCP acquisition
(e.g., vertical RMSE of < 0.09 m). In Oats’ research, 2019, he concluded that the implications of
increasing control points for model reconstruction demonstrated that the inclusion of control
points does not necessarily enhance model quality in georeferencing, but the position and
distribution of the control points can influence model accuracy. It was recognized that spatial
arrangement of control points needs considerable attention to adequately scale the 3D point cloud
models and obtain optimal accuracy, none of the existing studies found out that actually
increasing the GCPs after some extent, it will have a negative impact on the accuracy of DEM
dataset. While, in this study, it is concluded that the preferable density of GCPs should be selected
between the range of 1 to 2.5 GCPs/acre with a quantitative way of explanation of introducing
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the effective area. The maximum allowable density should be 0.8 to 3 GCPs/acre.

In addition to the GCPs density, the spatial distribution of GCPs has also been discussed
in many studies. Carvajal- Ram Tez et al. (2016) proposed different photogrammetric projects to
establish the ideal distribution of GCPs in a study area of a road landslide. They only used three
GCPs to cover an area of less than 1 ha and, all combinations of GCPs were in the edge of the
studied site. They deduced that the best distribution for minimizing both horizontal and vertical
error was to distribute the three GCPs regularly along the edge. With this distribution, the GCPs
were separated by 180 m and the calibration RMSEz equal was 0.100 m. In this work, the
equivalent distance between consecutive GCPs for the edge distribution yielded RMSEXY equal
to 0.047 and RMSEZ equal to 0.100 m. Reshetyuk and Matensson (2016) investigated the
influence on the accuracy of the products of UAV photogrammetry projects of different variations
of GCPs arranged on an area of 2.73 ha. A total of five GCPs were uniformly distributed on the
whole surface, which is equivalent to approximately to 1.8 GCPs per ha. Furthermore, two flight
altitudes were considered: 81 and 163 m. Reported values of RMSET (horizontal and vertical
components) were around 0.030m for the flight altitude of 81m and 0.080m for the flight altitude
of 163 m. With the same GCP distribution, the equivalent accuracy reached in this work with a
flight altitude of 120m had an intermediate value (0.058 m) between those reported by Reshetyuk
and Matensson (2016). Taking into account that as the flight height increases the accuracy gets
worse (Aglera-Vega et al., 2016), the intermediate accuracy value reached in this work is
coherent with the intermediate flight altitude. When the RMSE value is smaller than 0.1m, this
refers to the validation RMSEz that is calculated between the GCPs DEM from survey and the
photogrammetry DEM. Martinez-Carricondo found that a stratified distribution obtained the best
vertical accuracy, for 1.1 and 1.3 GCPs per ha, the distribution of GCPs yielded a calibration
RMSEz equal to 0.047 m, and from 1.7 and 2 GCPs, the value was practically constant and was
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equal to 0.043m. He claimed that the maximum vertical accuracy could be reached by increasing
the number of GCPs in the edge distribution, which is important when only the edge of the study
site is accessible. Their result echoes the similar findings that this study generated, which means
a higher dispersion of GCPs is necessary in order to generate an accuracy DEM dataset rather
than the clustering or random distribution (any other arbitrary distribution).

From the results of this study, it is found that compared with the spatial allocation, the
density is more important to generate a relative accurate DEM dataset using UAV
photogrammetry methods. The optimal and effective density is the range between 1-2 GCPs per
acre. This finding will improve the accuracy of the UAV photogrammetry and help the survey
team save efforts and better design the distribution of GCPs for the future.

With the limit time and knowledge of spatial analyzing the errors, we feel much more
improvement could be made for improving the accuracy of photogrammetry UAV DEM method,
for example, increasing the random sampling number, or better label the land features. There are
other reasons that could impact the results, such as the weather condition, the sunlight condition
the flight direction and the camera angle.

It is also found out that without any GCP allocation, the SfM photogrammetry tends to
overestimate the DEM. This means that STM photogrammetry tends to amplify the result from
the point clouds. In many of the random spatial distribution cases, the resulted DEMs dataset
shows the same amplifying effect around the edge areas.

Does the type of ground control points affect the accuracy of the results? The answer is
Yes. A comparison between DEMs of a soil surface generated from UAV images and terrestrial
laser scanning data show that natural surfaces can be very accurately reconstructed from UAV
images, even when GCPs are missing and simple geometric camera models are considered. This
is also the reason of choosing the land features in this study as the GCPs instead of using the tarps
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of the traditional methods.

With the extension of discussing the DEM accuracy, another question that should be
asked is that how much accuracy is needed for the UAV photogrammetry DEM datasets. In
hydrology, the DEM datasets are usually used to generate a hydrology model that in most of the
cases are distributed models. In these conditions, the resolution of a cell grid is usually at the
scale of the meter. At this level of accuracy, the UAV photogrammetry can produce a relative
accurate DEM dataset with a few GCPs. Garbrecht and Martz 1997 concluded that DEM quality
and resolution must be consistent with the scale of the application and of the processes that are
modeled, the size of the land surface features that are to be resolved, the type of watershed model
(physical process, empirical, lumped, etc.), and the study objectives. Vaze and Teng 2007
concluded that the quality of DEM-derived hydrological features is sensitive to both DEM
accuracy and resolution. There are significant differences between the elevation and slope values
derived from high-resolution LIDAR DEM and coarse resolution contour derived DEM. It is
necessary to know the accuracy of the data and that it is within the admissible limits (Hugenholtz
etal., 2013; James et al., 2017; Mancini et al., 2013; Mesas-Carrascosa et al., 2014; Nelson et al.,
2009; Ruzgiené et al., 2015). Lopez-Vicente and Alvarze, 2018, study the influence of DEM
resolution on modeling hydrological connectivity in a complex agricultural catchment with
woody crops. They demonstrated the existence of a threshold DEM resolution at 0.2m which
improved the model’s prediction of HC in the different compartments of woody crops. Higher
DEM resolution introduced bias in the input data and more computational resource. Hence, UAV
photogrammetry DEM datasets can be quite useful in consistence with proper applications with

right amount GCPs and a dispersion spatial distribution.

2.7 Conclusion

As a result of the analysis listed above, it is evident that a detailed plan of the GCPs locations
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IS necessary in order to maximize the DEMs accuracy produced from UAV photogrammetric
projects. An aerial photo scouting mission will be beneficial for a higher DEM accuracy. Total
of 65 photogrammetric DEMs dataset was generated for evaluation and investigation in this
study. With 15 DEMs dataset generated by uniform spatial distribution of different GCPs density
(0.2 GCPs to 3.4 GCPs per), and 50 DEMs dataset generated with random spatial distribution of
GCPs at five levels of GCP density (20 to 60 GCPs with an interval of 10). The photogrammetry
DEM dataset could reach to an RMSEz value of 0.20 m that is comparable to the accuracy of a
LIDAR dataset in this study area, however, with much higher resolution. By comparing the
LIDAR DEM and UAV photogrammetry DEM, the spatial errors were compared and analysed.
It is concluded that he photogrammetry method tends to amplify the effect of the land surface
that needs to be controlled by an optimal density of GCPs within the range of 1 to 2 GCPs per
acre. The effective GCPs area was introduced to the find optimal range of GCPs density. It is
found that a range of 0.8 to 3 GCPs per acre for the effective GCP density. With the average
nearest neighbour index, then GCPs spatial pattern was investigated. A dispersion distribution is
recognized of generating a higher accuracy DEMs dataset compared with other scenarios.
Combine the two finding, it is suggested that a dispersion distribution with a density of 1 to 2
GCPs distribution should be surveyed in order to generate an accurate UAV photogrammetry

DEM dataset.

56



2.8 Supplement Figures and Tables

Difference (ft)
® >15
0.60 - 1.5
0.30 - 0.60
0.10-0.3
0-0.10
-0.09-0
-0.29 - -0.10
-0.59 - -0.30
-1.49 - -0.60
<-15

Io 0.03  0.06
) Mile

® 6 @ @ ® 0 0C 00O

Difference (ft)
@ >15
0.60 - 1.5
0.30 - 0.60
0.10-0.3
0-0.10
-0.09-0
-0.29 - -0.10
-0.59 - -0.30
-1.49 - -0.60
<-1.5

o e

® 6 @ @ ®@ O O

0.03 0.06

| Miles

57

Difference (ft)
B 431992
B 217-429
1.18-2.16
[Jo4r-147
[Joo04-046
[ 0.38-0.03
I 081--039
I 124- 082
I 195--125
B 631--19

0.025 0.05
Mil

Difference (ft)
B 43-19.92
I 2.17-4.29
1.18-2.16
[o47-117
[ Joo4-046
[ 038-003
I 081--039
B -124--082
B -195--1.25
Bl 16.31--1.96

0.025 0.05
Miles|




Difference (ft)
@ >1.5
* 60 - 1. Difference (ft)
s 55000 | — o
© 0.10-0.3 1.18-2.16
o 0-0.10 [ lo4r-147
© -0.09-0 B cos:-0s0
® -0.29--0.10 B 036 -003
e -0.59--030 = g
® -1.49--0.60 I 1.95--1.25
® <15 B 1631--19

0.03 0.06
 Miles|

0 0.025 0.05
—

Mile:

Difference (ft)

® >15

- Difference (ft)
0.60 - 1.5 e

O 0.30-0.60

o 0.10-03 B 1.18-2.18

o 0-0.10 [ Joar-147

© -0.09-0 [ Joo4-046

[ -0.38-0.03

@ -0.29--0.10 I 051 - 030

® -0.59--0.30 Il 124082

® -1.49--0.60 B -195--1.25

® <15 I -16.31--1.96

0.025 0.05
Miles|

0 0.03 0.06
1 Miles

58




0

0

Difference (ft)
® >15

® 6 ® ® @ 0O 0 0 @

0.60 - 1.5
0.30 - 0.60
0.10-0.3
0-0.10
-0.09-0
-0.29 - -0.10
-0.59 - -0.30
-1.49 - -0.60
<-1.5

0.03 0.06

mm— Mile:

® 6 & ® @0 0 @ 0

Difference (ft)

>15
0.60 - 1.5
0.30 - 0.60
0.10-0.3
0-0.10
-0.09-0
-0.29 - -0.10
-0.59 - -0.30
-1.49 - -0.60
<-1.5
0.03  0.06

Mile

59

0

Difference (ft)
B 43-1992
I 2.17-4.29
1.18-2.16
[ loa4r-147
[ Joos-046
[ -038-0.03
I 0s1--039
124082
B 195--1.25
B -531--1.96

0 0.025 0.05
— il

Difference (ft)
B :3-1092
I 2.17-429
1.18-2.16
[lo47-147
[ ]oo4-046
[ -038-003
I 081--039
I -124- 082
I 195125
I 1631--1.96

0.025 0.05
Miles




Difference (ft)
® :
= Difference (ft)
© 0.60-15 g
© 0.30 - 0.60 I 2.17-4.20
o 0.10-03 1.18-2.16
o 0-0.10 [Jo4r-147
0.04-0.46
® -0.09-
o g gz 00 10 B o2e.- 003
s I 0s1--039
® -0.59--0.30 B 124082
® -1.49--0.60 I 195--125
® <15 I -16.31--1.96
0 003 0.06 PR T
e Miles

Difference (ft)
e >1.
1.5 Difference (ft)
@ 0.60-15 B -
© 0.30-0.60 I 2.17-429
o 0.10-03 1.18-2.16
o 0-0.10 [ Joar-117
® -0.09-0 B o.0+:-046
[ -0.38-0.03
® -0.29--0.10 I -081--039
@ -0.59--0.30 I 124082
® -1.49--0.60 B -1.95--1.25
® <15 I 16.31--1.96
b 003 0.06 s e
Miles|

60




® ® ® @ ® 0 0 ©0 @

0

__h

® 6 @ ® @O0 060

Difference (ft)

mmm Mile

Difference (ft)

>1.5
0.60-15 |
0.30-0.60 [
0.10-0.3
0-0.10
-0.09-0
-0.29 --0.10
-0.59 - -0.30
-1.49 - -0.60
<15

0.03 0.06

> 1.5

0.60 - 1.5
0.30 - 0.60
0.10-0.3
0-0.10
-0.09-0
-0.29 - -0.10
-0.59 - -0.30
-1.49 - -0.60
<-1.5

0.03 0.06

Miles

61

0

Difference (ft)
B 43-1992
I 2.17-4.29
1.18-2.16
[ lo47-147
[ Joo4-046
[ -038-0.03
I os81--039
124082
I 195--125
B -631--1.96

0 0.025 0.05
— e

Difference (ft)
B <3- 1092
I 2.17-4.29
1.18-2.16
[ loar-147
[ Joo4-046
[ -038-003
I 081--039
B -124- 082
B 195--1.25
I -16.31--1.96

0.025 0.05
Mile:




Difference (ft)
® >15
® 0.60-15 Difference (ft)
e 51002
© 0.30-0.60 B 217420
o 0.10-03 1.18-2.16
o 0-0.10 [Jo4r-1a7
© -0.09-0 [ Joos-046
® -0.29--0.10 e s
® -0.59--0.30 [ | -1:24 - -0:82
® -1.49--0.60 B o512
® <15 I 16.31--1.96

0.03 0.06
) Miles

0 0.025 0.05
— il

Difference (ft)
@ >15
@ 0.60-15 %f?;e 1‘92)2
© 0.30-0.60 I 2.17-4.29
o 0.10-0.3 1.18-2.16
o 0-0.10 [ loar-147
© -0.09-0 [ Joo4-046
® -0.29--0.10 N o303
® -0.59--030 = gy
@ -1.49--0.60 B 1o5--125
® <15 I -16.31--1.96

|0 0.03 0.06
) Miles

0 0.025 0.05
— Vi

!

62




0

0
1 Miles

® ® ® @ @ OO0 0@

Difference (ft)

® 6 ® @ @O0 0060

Difference (ft)

> 1.5
0.60 - 1.5
0.30 - 0.60
0.10-0.3
0-0.10
-0.09-0
-0.29 - -0.10
-0.59 - -0.30
-1.49 - -0.60
<-1.5
0.03 0.06

>1.5
0.60 - 1.5
0.30 - 0.60
0.10-0.3
0-0.10
-0.09-0
-0.29 - -0.10
-0.59 - -0.30
-1.49 - -0.60
<-1.5
0.03 0.06

Mile

63

Difference (ft)
B ¢3-1992
N 2.17-4.29
I 1.18-2.16
[ Jo47-117
[ Joo4-046
[ -0.38-0.03
I 0s1--039
124082
B 195--1.25
B -16.31--196

0.025 0.05
— |ileS)

Difference (ft)
B 43- 1092
I 2.17-4.29
Hl 1.18-216
[ loar-147
[ Joo4-046
[ 038-003
I -081--039
124082
B -195--1.25
B -1631--196

0 0.025 0.05
— il




Difference (ft)
® >15
Difference (ft)
© 0.60-1.
o 1301 —
OIS I 217429
o 0.10-03 1.18-2.16
© 0-0.10 [ oar-147
© -0.09-0 I 004048
® -029--0.10 B 03008
I os81--039
® -0.59--0.30 - 124--0.82
® -1.49--0.60 I 195125
® <15 I -16.31--1.96

0 0.03 0.06
mm— Mile

0 0.025 0.05

Miles}

Figure 2.15: Elevation Difference between UAV Photogrammetry DEM and CPs (Left - Point
to Point) and LIDAR (Right - Raster) using 5(A), 10(B), 15(C), 20(D), 25(E), 30(F), 35(G),
40(H), 45(1), 50(J), 55(K), 60(L), 65(M), 69(N), and 74(0O) GCPs (black triangles) of uniform
distribution
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Figure 2.16: Elevation Difference betwee

&

n UAV Photogrammetry DEM and CPs (Left - Point to
Point) and LIDAR (Right - Raster) using 20 GCPs (black triangle) random distribution (S1-A, to
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Figure 2.17: Elevation Difference between UAV Photogrammetry DEM and CPs (Left - Point
to Point) and LIDAR (Right - Raster) using 30 GCPs (black triangle) random distribution (S1-

A, to S10-K
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Figure 2.18: Elevation Difference between UAV Photogrammetry DEM and CPs (Left - Point
to Point) and LIDAR (Right - Raster) using 40 GCPs (black triangle) random distribution (S1-
A, to S10-K
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Figure 2.20: Elevation Difference between UAV Photogrammetry DEM and CPs (Left - Point
to Point) and LIDAR (Right - Raster) using 60 GCPs (black triangle) random distribution (S1-
A, to S10-K
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Table 2.2: Errors statistics of 20 GCPs random distribution

Scenario RMSE Standard Average R? Max Min
Deviation
S1 0.97 0.65 0.71 0.99 2.51 -2.81
S2 2.65 2.26 1.38 0.96 0.52 -10.00
S3 1.70 1.30 1.10 0.97 7.35 -3.01
S4 2.65 1.83 1.92 0.94 4.75 -8.31
S5 1.14 0.81 0.80 0.98 3.34 -3.69
S6 1.40 0.95 1.03 0.98 4.94 -3.70
S7 0.69 0.51 0.47 0.99 0.90 -2.52
S8 1.12 0.90 0.67 0.98 5.18 -3.11
S9 0.91 0.67 0.61 0.99 1.00 -3.96
S10 0.72 0.51 0.51 0.99 0.91 -2.33
Table 2.3: Errors statistics of 30 GCPs random distribution
Scenario RMSE Standard Average R? Max Min
Deviation

S1 2.19 1.45 1.64 0.95 9.21 -4.18
S2 1.93 1.32 1.41 0.97 7.66 -4.91
S3 2.67 1.80 1.97 0.96 11.35 -4.26
S4 0.81 0.59 0.56 0.99 1.26 -3.22
S5 0.74 0.54 0.52 0.99 1.50 -2.60
S6 0.68 0.50 0.47 0.99 1.25 -2.36
S7 0.84 0.63 0.56 0.99 0.58 -3.88
S8 1.70 1.34 1.05 0.97 9.16 -2.80
S9 0.77 0.54 0.54 0.99 2.82 -2.34
S10 0.78 0.55 0.55 0.99 1.54 -2.74
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Table 2.4: Errors statistics of 40 GCPs random distribution

Scenario RMSE Standard Average R? Max Min
Deviation
S1 7.73 6.72 3.82 0.48 34.79 -2.91
S2 5.21 4.39 2.81 0.77 29.68 -4.31
S3 0.92 0.67 0.63 0.99 3.64 -2.97
S4 6.90 6.17 3.09 0.60 32.95 -3.19
S5 3.16 2.40 2.06 0.92 15.49 -2.65
S6 1.82 1.16 1.41 0.96 6.60 -3.03
S7 0.76 0.57 0.50 0.99 1.33 -4.24
S8 1.56 1.15 1.06 0.97 7.24 -3.23
S9 0.78 0.56 0.55 0.99 2.42 -2.55
S10 0.86 0.64 0.56 0.99 1.09 -4.21
Table 2.5: Errors statistics of 50 GCPs random distribution
Scenario RMSE Standard Average R? Max Min
Deviation

S1 1.55 0.92 1.25 0.97 3.89 -3.14
S2 1.97 1.21 1.55 0.97 5.22 -6.33
S3 2.95 1.93 2.23 0.96 8.77 -8.61
S4 2.52 1.93 1.62 0.96 12.37 -4.98
S5 2.23 1.63 1.53 0.95 9.36 -3.21
S6 2.85 2.25 1.75 0.92 15.42 -3.62
S7 0.81 0.57 0.58 0.99 1.04 -2.69
S8 4.86 4.30 2.28 0.78 21.85 -2.92
S9 0.70 0.52 0.47 0.99 1.29 -2.61
S10 1.63 0.95 1.33 0.97 3.66 -3.60
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Table 2.6: Errors statistics of 60 GCPs random distribution

Scenario RMSE Standard Average R? Max Min
Deviation
S1 2.76 1.78 2.11 0.92 10.92 -4.98
S2 0.87 0.63 0.60 0.99 2.33 -3.24
S3 3.14 2.55 1.83 0.90 17.19 -3.29
S4 2.54 2.02 1.54 0.94 12.20 -2.74
S5 1.61 0.99 1.27 0.97 4.04 -3.27
S6 1.89 1.19 1.47 0.96 5.75 -3.55
S7 0.67 0.50 0.44 0.99 0.88 -2.34
S8 9.12 8.18 4.04 0.42 41.00 -3.18
S9 1.30 0.78 1.04 0.98 3.14 -3.35
S10 191 1.49 1.21 0.96 9.34 -2.88
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CHAPTER 3: FLOOD ANALYSIS OF TROPICAL STORM ALLISON ON HARRIS
GULLY WATERSHED AND THE TEXAS MEDICAL CENTER IN HOUSTON
3.1  Abstract

The Texas Medical Center (TMC) is located within the Harris Gully watershed, which is
one of the most vulnerable watersheds and flood-prone areas in Houston, Texas. During Tropical
Storm (TS) Allison in June of 2001, extensive floods crippled many facilities, at a cost of
approximately $1.5 billion damage. To prevent flood water from having such a drastic effect
again, joint efforts from the City of Houston, Harris County Flood Control District (HCFCD),
and Federal Emergency Management Agency (FEMA) made three major structural drainage
pipeline improvements to provide stormwater relief on Kirby Drive, Hermann Drive and
MacGregor Drive as part of the Harris Gully watershed. One of the main goals of this research is
to gain enhanced knowledge of potential flood risks during periods of heavy rain, which regularly
occurs in Harris County and are possibly associated with extreme storm surge from Galveston
Bay, and the stormwater relief effects of these improvements. To evaluate the relief effects of
these newly-implemented stormwater pipelines during potential flooding disasters, XP-
SWMM-—a dynamic hydrologic and hydraulic software—is used to model the area. The model
is calibrated based on observed high watermarks during Tropical Storm (TS) Allison with an R?
of 0.9, indicating that the model is well-calibrated and setup properly. Floodplains caused by 100-
year and 500-year design storms are generated to compare the improved performance of the
stormwater system with the pre-conditions. For the Harris Gully area, the 100-year and 500-year
floodplain depths were reduced by up to one foot and five feet, respectively. There is 4,332 m®
of difference in inundation volume for the 100-year design storm, and 305,111 m? for a 500-year
design storm. Additionally, 7.62 m (25-ft) and 9.75 m (32-ft) storm surges are used as the
downstream boundary conditions for a hydraulic analysis of the study area coupled with the 100-
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year design storm. The benefits from these relief projects reached to a significant 5-foot reduction
in water depth at some low-lying locations. The reduction effect for the 100-year design storm is
not explicit. However, with the increasing magnitude of storm events, such as the 500-year design
storm or the 100-year storm with a 32-ft storm surge, the reduction volume will make a difference
for the potential flooding areas like TMC and Rice campus, and this improvement will help

protect people and their property from the flooding disasters.

3.2 Introduction

Coastal cities across the world are vulnerable to hurricane-related hazards including
severe rainfall and storm surge. In Louisiana and Texas (Hurricane Katrina 2005 and Hurricane
Ike 2008), and in the Philippines (Typhoon Frank 2008), landfalls of hurricanes striking on the
coastal cities brought public attention to the overwhelming destructive power of natural disasters
on local, regional, and even national networks, including transportation systems, electrical
generation and distribution systems, water supplies and wastewater treatment systems (Comfort
2006; Kwasinski et al. 2009; Adikari et al. 2010; Ataei et al. 2010; Horner 2011; Miller et al.
2011). In recent years, extreme precipitation events, such as the Hurricane Harvey in Houston
and the 2016 August Flood in South Louisiana, triggered catastrophic flooding that disrupted
many major infrastructure systems—interstate highway, railroads, and power distribution and put
thousands of people’s life in danger (Schumann et al. 2016; Van der Wiel et al. 2017). The
Intergovernmental Panel on Climate Change (IPCC) states that with the current trends in climate
change, extreme rainfall events will occur more frequently (2014).

Among all extreme storm events, even compared with Hurricane Harvey, Tropical Storm
Allison (T.S. Allison) occurring in June 2001, ranks as the most costly natural disaster in U.S.
history, according to the National Oceanic and Atmospheric Administration (2001). It came in

through the northern Gulf of Mexico making landfall on June 5th at Galveston Island, Texas, then
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re-entered the Gulf of Mexico, making landfall again over southern Louisiana on June 10th.
Houston, TX and Thibodaux, LA were hit the hardest. Even though the T.S. Allison happened
almost 20 years ago, but after Hurricane Harvey, we believe that it is a right moment to revisit
what we have learnt from the past, especially those worst ones. Compared with Hurricane Harvey
(a 5-day rainfall event), the total rainfall amount received by Harris Gully is inevitably smaller
during T.S. Allison with a duration of 12 hours. However, the maximum 12 hours rainfall
intensity of T.S Allison received by Harris Gully watershed is 37.44 cm that is higher than 36.10
cm of Hurricane Harvey at the Main Str. Gauge. The maximum 1-hour, 2-hour, and 3-hour
intensity is 11.0 cm, 21.87 cm, and 26.39 cm during T.S. Allison compared a value of 6.9 cm,
11.79 cm and 15.0 cm of Hurricane Harvey respectively. The highly concentrated and higher
intensity rainfall of T.S. Allison is more likely to cause a server local/street flooding, which
requires a better drainage system, unlike the channel overbanked flooding problem caused by
Hurricane Harvey. The TMC experienced record flooding from Allison after the area received
nearly 20.32 cm (8 in.) of rain in a three-hour period and 30 cm (12 in.) in a 12-hour period while
the damage from Hurricane Harvey within the Harris Gully was barely reported
(https://www.hcfcd.org/media/1351/ts-allison_pubreportenglish.pdf). During T.S. Allison, the
National Oceanic and Atmospheric Administration (NOAA) reported that several locations on
the east side of Houston received more than 76.2 cm (30 inches) of rainfall from June 5th to June
17th, 2001. From June 9th to June 14th, the rainfall amount in Houston area was approximately
equivalent to 80% of the average annual rainfall 1,264 mm (49.77 inches,) and 170% of the 500-
year design event rainfall for the region (HCFCD, NWS, 2019). The storm dropped intense
rainfall in three distinct periods over Houston for 5 days, causing very serious flooding along
several streams and creeks in Harris County (Bedient et al. 2003). For Harris County alone,
approximately 95,000 vehicles were reported damaged at residences, in underground parking

95



garages and along roads and highways, with a total value of $450 million in damage (Harris
County Flood Control District, 2002). Four major bayous (Greens, Buffalo, Halls, and White Oak
bayous) that drain urban runoff exceeded their 100-year flood levels, impacting thousands of
local residents’ lives. John J. Kelly, Jr. Assistant Administrator for Weather Services stated in the
2001 preface of the NOAA (2001) Service Assessment Report:

“While the storm impacted a large part of the country, worst hit was southeast Texas and southern
Louisiana. In these two areas alone, there were 24 fatalities and more than $5 billion in damage.”

Table 3.1: Damage associated historic storm surge event (National Hurricane Center)

Storm
) Surge Damage
Hurricane Event | Landfall Category n Deaths
Max ($Million)
(fo)
Ike, 2008 Galveston, TX 2 20 30,000 112
Rita, 2005 Texas-Louisiana Border | 5 15 10,000 7
Katrina, 2005 Buras, LA 3 28 75,000 1,200
Opal, 1995 Pensacola, FL 3 24 3,000 59
Hugo, 1989 Charleston, SC 4 19.8 7,000 50
Camille, 1969 Mississippi Coast 5 24.6 1,420 256
Audrey, 1957 Texas-Louisiana Border | 4 12 150 390
New England, Long Island and
) 3 12 308 600
1938 Connecticut
Okeechobee,
Palm Beach, FL 4 9 75 2,148
1928
Galveston, 1900 | Galveston, TX 4 15 30 6,000

Numerous severe hurricanes like Hurricanes Ivan, Charley, Frances and Jeanne (2004),
Katrina, Wilma and Rita (2005), lke, Gustav and Dolly (2008) and Harvey (2017) have

significantly affected the states along the Gulf of Mexico by their storm surge effect (Blake et al.

96



2011). Table 3.1 shows a summary of damage associated with historic storm surge events since
the 1900 Galveston Hurricane. Among these, Hurricanes Ike (Category 2) and Katrina (Category
3) produced two of the highest recorded storm surge levels in the recent history, 5.33 m (17.49
ft) and 8.47 m (27.79 ft), respectively (Berg, 2009). For Hurricane Ike (2008), the U.S. Geological
Survey (USGS) recorded an average storm surge of 4.1 m (13.45 ft.) with the highest peak level
of 5.03 m (16.5 ft.) from 16 monitoring sites in Galveston, Harris, and Jefferson Counties between
6 a.m., Sep. 13to 6 a.m., Sep. 14 (2008). The hurricane-induced storm surge usually comes hand
in hand with extreme rainfall events, which unexpectedly exacerbates the conventional urban
flooding issue for coastal cities because a storm surge can push seawater back towards the shore
and inland leading to billions of dollars in damage. Some area of the Houston-Galveston has great
potential for storm surges to travel from Galveston Bay upstream to the inland area toward TMC
via the Houston Ship Channel (HSC) and towards Brays Bayou, which can significantly diminish
the benefits from the stormwater piping network for any urbanized area like Harris Gully.
Traditional urban stormwater piping networks are designed to operate under normal gravity-flow
conditions where high tail-water is normally not an issue. But in a mild-sloped coastal region like
Houston, urban floods can be worsened by the combination of heavy precipitation and high tail-
water during a storm surge event. Thus, it is imperative for us to understand how varied tail-water
conditions affect the inundation for inland urban area during severe storms.

The recent catastrophes caused by storm surges and the associated flooding impacts
during Katrina and Rita (2005), and lke (2008) drew attention to the need for a better
understanding of how storm surges are driven to be prepared for their impact. Bunya et al. (2010)
studied the storm surge effect using a high-resolution coupled riverine flow, tide, wind, wind
wave, and storm surge model for southern Louisiana and Mississippi area. Dietrich et al. (2011)
studied the storm surge effects in Louisiana from Hurricanes Katrina and Rita. With the impacts
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of storm surge on the Houston-Galveston region, several studies have offered evaluations of the
flood risks associated with storm surges on a regional scale. Ray et al. (2011) used an HEC-RAS
model to examine the combined effects of storm surges from Hurricane Ike (2008) and inland
rainfall on Armand and Horsepen Bayous. Christian et al. (2013) used a coupled riverine-coastal
hydraulic model to quantify flood risks from storm surges from HSC and Galveston Bay based
on several simulated extreme flooding scenarios. Torres et al. (2015) developed a hydrologic and
hydrodynamic modeling framework for the same area to evaluate the flood risks of a coupled
hurricane storm surge and rainfall-runoff. However, a thorough literature survey has revealed that
very few studies have evaluated the impacts of floods triggered by the combination of storm surge
and heavy rainfall for a highly-urbanized area featuring a mixed open-channel-and-pipe
stormwater network like Harris Gully.

Brays Bayou is one of the pivotal watersheds within the Greater Houston area hosting
critical infrastructure for many major institutions like Rice University and the Texas Medical
Center (TMC). Brays Bayou provides stormwater conveyance for an area of approximately 334
km? (128.96 mi?) southwest of Houston (HCFCD, 2015). For Brays Bayou, it reached bankfull
conditions at Main Street in response to only a 5-10 year storm in 2002 (Bedient and Huber
2002). Harris Gully is one of the sub-watersheds (14.2 km? or 5.48 mi?) of Brays Bayou where
those critical infrastructures are located, with land devoted mostly to fully developed residential
and light commercial activity. Historically, the Harris Gully watershed drained via a natural open
channel that bisected TMC and Rice University. With rapid urbanization occurring within the
Harris Gully area, a complex network of dendritic stormwater piping, varying in types and sizes,
has been developed to drain the runoff from this heavily urbanized area over the past few decades.
Figure 3.1 shows a vicinity map of the Brays Bayou watershed and Harris Gully. With recent
urban development of the Harris Gully watershed, flooding problems on the TMC campus have
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exacerbated due to the additional runoff generated from the newly developed area. Several studies
have been done to investigate the rainfall-triggered flood impacts and urban development impacts
on floods in this area respectively (Bedient et al. 2007; Fang et al. 2008; Fang et al. 2010). And
recently, Fang et al. (2014) evaluated current flood mitigation plans for this area and
recommended acquiring a better understanding of the improved stormwater system for extreme

events to improve future city planning and flood mitigation plans.

99



a
&3

|
O w
BRAYS BAYOU rays Bayou and HSC
WATERSHED confluence point
’_74-‘

by w v

b
e

i
S o e i
=~
6 ) 5 Kilometers

Figure 3.1: Vicinity Map of the Brays Bayou watershed and Harris Gully.
In the aftermath of T.S. Allison, the Federal Emergency Management Agency (FEMA)

and the Harris County Flood Control District (HCFCD) began a multi-year initiative project
named the Tropical Storm Allison Recovery Project (TSARP) that comprehensively assessed the
flood risks. The purpose of the project was to systematically remap the County’s flood plains
with respect to changes caused by new land development and recently completed mitigation
projects over the past years. A number of new hydrologic/hydraulic models were produced and
updated with reference to the original data from the early 1980s during the project. Based on the
most updated information out of the TSARP project, the hydrologic and hydraulic models of
Brays Bayou were used in this study for the 1-D floodplain mapping analysis. In addition, the
Brays Bayou Flood Damage Reduction Project, which from this point on will be referred to as
Project Brays, was also implemented in Harris County to reduce flood risk and prevent loss from
flooding. It is a cooperative effort among HCFCD, FEMA, and the U.S. Army Corps of Engineers
(USACE) along with many local initiatives like the City of Houston (COH). The primary
objective was to execute three major stormwater relief improvements along Kirby Drive,

Hermann Drive, and MacGregor Drive (now called Cambridge Street) that can further reduce
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flooding during major rainfall events. These stormwater pipeline improvements were designed
to divert stormwater away from the original Harris Gully culvert and redistribute it along Brays
Bayou so that floodwater does not overwhelm the already-overtaxed Brays Bayou channel.
Figure 3.2 shows the original stormwater system with the three major stormwater relief

improvements (dashed lines) within the Harris Gully area.
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Figure 3.2: Historical stormwater system with the three completed improvements symbolized as

dashed lines.

Kirby Relief: Beginning north of the intersection of Rice Blvd. and Kirby Dr., large
diameter stormwater boxes [2 % 3.66 m>3.66 m/(2 <12 ft <12 ft)] were constructed parallel to
the existing Harris Gully culvert to intercept overland runoff and convey it directly to Brays

Bayou, bypassing the overtaxed infrastructure. Figure 3.2 shows the Kirby relief alternative
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consisting of the extended stormwater system south along Kirby to Brays Bayou with the
construction of a plug within the existing stormwater at Kirby.

Hermann Relief: On the far northeast side of the Harris Gully drainage area, a new
stormwater relief box [3.05 m (10 ft) <3.66 m (12ft)] was constructed for Hermann Drive to add
additional capacity enabling stormwater to be diverted from the TMC directly towards Brays
Bayou along the existing stormwater route.

MacGregor Relief (now called Cambridge): In the central area of the Harris Gully
watershed, a stormwater relief pipe was constructed along MacGregor Drive. This alternative
diverted the 2.90 m (114-in) stormwater along Fannin to the south, away from Harris Gully and
along MacGregor, to Brays Bayou as shown in Figure 3.2.

The improved stormwater piping network increased the overall capacity that enables
stormwater to be diverted away from the Rice University and TMC campuses towards Brays
Bayou along several stormwater routes via Kirby, Hermann and MacGregor, respectively. The
three stormwater relief and diversion projects were completed in 2014 for the Harris Gully
watershed. Bedient et al. (2007) stated Project Brays would significantly lower flood levels within
TMC upon the completion of that project. Yet, no systematic study had been performed for the
most updated stormwater piping network within the highly urbanized Harris Gully. Thus, we are
motivated to conduct this study.

Considering the risk of storm surge and complexity of the stormwater piping network
within a highly urbanized watershed, we selected the Harris Gully as a coastal urban area in the
Gulf of Mexico to evaluate the benefits from the completed stormwater improvement. After
taking all the factors into account, we performed the study with the following objectives set for
completion:

1) To validate the hydrologic/hydraulic framework for the post-improved stormwater piping
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system in the study area.

2) To quantify the benefits of the improved urban stormwater pipe system under extreme
heavy precipitation and high tail-water conditions.

3) To evaluate the inundation patterns under severe storm surge conditions coupled with the
100-year design storm.

4) To provide recommendations for future planning and flood mitigation.

3.3 Model Framework

To achieve the objectives, a modeling framework was developed with three major
processing components, as shown in Figure 3.3. The development of modeling framework
consists of the efforts from these perspectives: (1) Validating and updating the
hydrologic/hydraulic models using T.S. Allison, (2) Identifying inundation differences between
pre- and post-improved stormwater conditions using frequency design storms (100-year and 500-
year), (3) Evaluating the flood risks for post-improved stormwater conditions from extreme storm
surge levels coupled with the 100-year design storm. These processes are the key to achieving
the objectives. From the analytical and design standpoint, a proper modeling network is needed
for such a complex system, in which the XP-SWMM served as the core modeling tool to generate
the visualized 2-D flood inundation map and other hydrologic hydraulic modeling software were

involved.
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Figure 3.3: Research workflow

The storm management model (SWMM) was original developed by the Environmental
Protection Agency (EPA) as a single-event model for simulation of quantitative and qualitative
processes in combined stormwater systems (Metcalf and Eddy et al. 1971; Huber 1995). A
graphic user interface version of SWMM was developed and later named the eXPert Stormwater
and Wastewater Management Model (XP-SWMM). XP-SWMM is a software package that uses
the capabilities of SWMM as the primary pipe flow simulation method. By using both single
event and continuous simulation, it has been applied virtually to every aspect of urban drainage,
from routing drainage design to 2-dimensional hydrodynamic modeling, which is the one of key
features of XP-SWMM. With GIS technologies, the XP-SWMM model has been also used for
very complex hydraulic analyses such as combined stormwater overflow mitigation and many
stormwater management planning studies. Hsu et al. (2000) used the surcharge hydrographs at

manholes calculated by the SWMM as inputs to a 2-D overland flow model to simulate urban
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flooding. Philips et al. (2005) applied the XP-SWMM modeling system with the TUFLOW 2-D
hydrodynamic model to simulate an urban drainage system with respect to the enhanced function
and capability of modeling the 1-D/2-D modeling feature. Chang et al. (2015) practiced the 1-D
SWMM (version 4.4h) with a 2-D overland-flow model for urban flood simulations which
included the 2-D overland flow routing module. Many previous studies were mainly focused on
the urban flooding under a normal gravity-flow conditions. However, very few of them were
found using application of XP-SWMM to evaluate the impacts of high tail-water effect from a
storm surge on urban flooding in a mild-sloped area.

The XP-SWMM model used in this analysis was developed based on a digital elevation model
(DEM) to fully characterize the surface topography of Harris Gully. The DEM data were
processed in ArcGIS with a 25-ft (7.62 m) resolution and then resampled into a 110-ft (33.53 m)
resolution to obtain a higher computational efficiency in the XP-SWMM model. The same DEM
was used with HEC-GeoHMS to determine the overland flow network along with the existing
urban drainage system. The surface flow network essentially consists of streets acting as major
conveyances for rainfall runoff when the minor drainage system (i.e. culverts and pipes) is maxed
out. The inlets of these streets were modeled as weirs, with the spill crest elevation and the weir
connectivity determined within GIS from DEM. Overland storage volume was then calculated
for each overland nod and then distributed to all nodes in their corresponding catchments. Once
the model domain is developed, XP-SWMM can generate maximum water surface elevations
(WSELSs) along with time series stages and flow results for these selected locations/nodes. After
the model was set up for the original condition, it was then calibrated using T.S. Allison
precipitation and tail-water conditions to match the observed high-water marks (details in next
section). This model was further revised to reflect the recently improved stormwater piping
network. Once all hydrologic parameters were defined and updated for each sub-watershed,
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rainfall event T.S. Allison and 100-, 500-year design storms were reapplied to simulate
inundation based on several extreme rainfall events. Additionally, this analysis took into account
the drainage implications of a hurricane-induced storm surge on the tail-water locations, which
were determined based on the WSELSs of Brays Bayou at selected outfalls of TMC, coupled with

100-year design rainfall. Figure 3.4 illustrates the outfall locations/nodes along Brays Bayou in

the XP-SWMM model.
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Figure 3.4: Outfall locations symbolized as circles along Brays Bayou shown in the Harris

Gully XP-SWMM model.

Flow hydrographs and stage hydrographs, as the input to the XP-SWMM model were
generated from a set of hydrologic/hydraulic models—Hydrologic Modeling System (HEC-

HMS) and River Analysis System (HEC-RAS), which both were developed by the USACE
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Hydrologic Engineering Center (HEC). HEC-HMS is a lumped hydrologic model to simulate
hydrographs from watersheds. Hydraulic analyses were then performed in HEC-RAS to simulate
WSELSs along Brays Bayou under T.S. Allison, 100- and 500-year design storms and storm surge
conditions. Figure 3.5 shows the stage hydrographs from 100-year design storm, the 500-year

design storm, and the T.S. Allison at the cross section (51466) near Harris Gully.

Stage Hydrographs for Design Storms and Trooical Storm Allison
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Figure 3.5: The stage hydrographs from 100-year design storm, the 500-year design storm, and
the TS Allison at Harris Gully (cross section 51466 in the HEC-RAS model).
Time-series of storm-surge levels (i.e., stage hydrographs) were applied as the boundary
conditions at the confluence of the Houston Shipping Channel (HSC) and Brays Bayou in the
HEC-RAS model. Due to the lack of enough historical record to define what the 100-year surge
level would be in Galveston Bay, several probable surge levels were selected in this analysis to

delineate the inundated areas based on the historical surge data. Figure 3.6 shows the relationship

107



between the maximum surge levels and increased surface water levels at the Harris Gully outfall

adjacent to the TMC at the confluence of the HSC and Brays Bayou.
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Figure 3.6: Relationship between storm surges at the confluence of Houston Ship Channel and
Brays Bayou

Among all the storm surge levels, a 7.62 m (25-ft) surge represents a significant level
which could occur during a Category 3 or larger hurricane. A 9.75 m (32-ft) surge represents an
extreme (i.e., possible but not probable) level. It was found that surges greater than 9.75m (32-
ft) are not probable for this area. (More detailed Ref) So, these two surge levels were selected to
span the reasonable range of expected surge events that would be seen as far inland as the TMC.
A 7.62 m (25-ft) surge will generate 12.73 m (41.77-ft) water surge elevation (WSEL) at the
Harris Gully outfall location, and 13.17 m (44.95-ft) WSELs for a 32-ft surge. At this outfall

location, a gage recorded 6.95 m (22.81-ft) WSELs for Hurricane Allison, 6.31 m (20.70-ft)
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WSELSs for Hurricane Harvey and 5.12 m (16.80-ft) WSELs for Hurricane Ike. Figure 3.7
presents a series of the 100-year design storm stage hydrographs with different storm surge levels

at the downstream of Harris Gully.
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Figure 3.7: A series of the 100-year stage hydrographs at the downstream of Harris Gully.
Therefore, in order to further explore the combined effects of extreme precipitation and
storm surge on the Harris Gully area, a 100-year design storm was applied to couple with the
storm surge level of 7.62 m (25-ft) and 9.75 m (32-ft) in the HSC in this study. In total, seven

scenarios were generated for the XP-SWMM runs for these analyses as summarized in Table 3.2.
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Table 3.2: Seven scenarios in the study.

Scenarios Stormwater piping network Condition Rainfall StormSurge

1 Pre TSA NA
2 Pre 100-year NA
3 Post 100-year NA
4 Pre 500-year NA
5 Post 500-year NA
6 Post 100-year 25ft
7 Post 100-year 32ft

3.4  Model Setup

During T.S. Allison, the recorded precipitation data from the Main Street rain gauge was
used for model calibration after the information was verified by several nearby weather stations.
Due to the small size (14.2 km?) of the Harris Gully watershed, we determined that it was proper
to apply the rainfall information from the selected Main St. rain gauge to represent the
precipitation covering the whole Harris Gully watershed in the HEC-HMS simulations. Table 3.3
shows recorded rainfall data during T.S. Allison. To focus on extreme storm events, 100-year
and 500-year design storms were applied to evaluate the effect of this newly implemented
stormwater infrastructure along with extreme levels of hurricane-induced storm surges that will
probably occur in Brays Bayou. For Harris County, it is common to use the U.S. Army Corps of
Engineers (USACE) rainfall distribution by centering the highest rainfall intensity of a 24-hour
storm event at the 16th hour. The accumulative rainfall for a 100-year, 24-hour storm (total

rainfall of 33.4 cm), a 500-year, 24-hour storm (total rainfall of 47.96 cm) and the observed
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rainfall of T.S. Allison are presented in Figure 3.8.
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Table 3.3: Observed rainfall (cm) during Tropical Storm Allison from 5 P.M. Friday June 8,

2001 to 5 A.M. Saturday June 9, 2001. (HMNS stands for Houston Museum of Natural

Science)
Time Harris Gully Main St. Rice HMNS  St. Anne's Harris
Calibrated Gauge University Gauge Catholic Gully
Level T HCOEM  Gauge (cm) School Gauge
Radar (cm) (cm) Gauge HCOEM
(cm) (cm) (cm)
5 PM to 6 PM 0.05 0.10 0.00 0.20 0.13 0.20
6 PM to 7 PM 2.21 2.59 2.21 2.51 1.80 2.31
7 PM to 8 PM 1.24 1.09 1.12 0.99 0.89 1.80
8 PM to 9 PM 1.47 1.60 1.40 1.63 1.52 1.91
9PMto 10
PM 2.16 0.99 1.83 1.24 2.01 0.89
10 PM to 11
PM 0.15 0.00 0.23 0.20 0.18 0.00
11 PMto 12
AM 3.86 1.91 1.85 1.78 2.21 1.80
12AMto 1
AM 9.40 8.79 11.00 10.01 8.84 6.50
1 AMto2 AM 7.67 8.10 10.87 8.51 9.02 6.50
2AMto 3 AM 1.22 3.71 4.52 4.22 2.36 n/a
3AMto 4 AM 0.71 1.09 1.30 0.71 0.58 n/a
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4 AMto 5 AM 0.48 0.51 1.12 0.86 0.51 n/a
Total 30.66 30.48 37.44 32.87 30.05 21.92
Max 1 hr 9.40 8.79 11.00 10.01 9.02 6.50

Max 2 hr 17.07 16.89 21.87 18.52 17.86 n/a

Max 3 hr 20.93 20.60 26.39 22.73 20.22 n/a

113



30

25

N
o

Accumulative Rainfall (cm)
) o

0

= (.2% Event at Harris Gully
= = 1% Event at Harris Gully

= T.S. Allison Event at Harris Gully

xxxxxXXXXXXXXXXXXXXXXXX X

6/8/2001 8:25

Time

- =
"
xxxxxxxxx P4
x /
x /
XXV d
XX -
/>ﬁ;——: - -
6/8/2001 14:25 6/8/2001 20:25 6/9/2001 2:25 6/9/2001 8:25

Figure 3.8: The accumulative rainfall depth of Harris Gully design storm (100-year and 500-

year) compared with T.S. Allison

The XP-SWMM model for Harris Gully was calibrated by applying the input flow

hydrograph and downstream tail-water conditions of T.S. Allison to the model’s static inputs e.g.,

pipes, nodes, storage, and overland connectivity. During the calibration processes, the following

variables were adjusted in the SWMM model:

Inlets behaviors;

Overland flow connectivity and spill crest elevations e.g., in streets;

Steep conduits, especially near the bayou;

Treatment of storage areas in streets and depressed areas of the watershed; and

Tail-water stage hydrograph along Brays Bayou are set as downstream boundary

condition.
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Figure 3.9 shows the surface flooding area during the event of T.S. Allison and the
observed high-water mark locations (i.e., the dots) within the Harris Gully watershed. Table 3.4
shows the comparison of the simulated maximum WSELSs with the high-water marks (HWM) at
the 21 locations for the T.S. Allison. Figure 3.10 shows the simulated and observed elevations
approaching a close match with the R-squared value of 90%, indicating that the XP-SWMM is
well calibrated for this specific event and proven to be a good platform for the later analyses of

inundation mapping under frequency storm and storm surge conditions.
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Gully area.
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Table 3.4: Comparisons of the simulated and the observed WSELSs at monitored locations for

Tropical Storm Allison.

Natural T.S. Allison Simulated

Difference
Selected Locations Ground HWM (m) Max WSEL
(m)
Elev. (m) NADS3 (m)
John Freeman East Entry 12.48 12.93 13.17 0.24
Top bank of Harris Gully Outfall 11.98 13.14 13.07 -0.06
Rosedale/Cullen 12.42 13.20 13.14 -0.06
BCM DeBakey near sculpture 12.66 13.25 13.13 -0.12
Freeman/E. Cullen 12.29 13.29 13.17 -0.12
Freeman/Fannin 12.51 13.50 13.26 -0.24
Fannin/Cambridge-1 13.19 13.72 13.47 -0.24
Fannin/Cambridge-2 13.21 13.72 13.48 -0.24
Sunset/Main 13.76 13.82 13.88 0.06
TCH at Fannin 13.68 13.85 13.80 -0.06
Stockton/Dryden 13.99 14.03 14.09 0.06
NE of Int. College Way and
13.28 14.05 13.98 -0.06
Alumni Dr.
NE Corner of Intra Tennis Cts 13.14 14.07 13.97 -0.09
Autry/College 13.85 14.09 13.95 -0.15
Greenbriar/University 13.78 14.28 14.24 -0.03
Sunset/Cherokee 13.99 14.38 14.58 0.21
RiceBlvd/Alumni 13.51 14.39 14.28 -0.12
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RiceBlvd/Wilton
Rice Village near Kelvin/Times
Wroxton/Kent
Hazard/Banks
Hazard/N of 59
Greenbriar/Colquitt

Shepherd/Richmond

13.23

13.76

14.09

14.33

15.12

15.39

15.17

14.40

14.56

14.60

15.15

15.51

15.64

15.64

14.42

14.35

14.74

15.04

15.38

15.82

15.42

0.03

-0.21

0.15

-0.12

-0.12

0.18

-0.21
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Figure 3.10: Comparison of the simulated and observed WSELSs for Tropical Storm Allison

within the Harris Gully area.

35 Results and Discussion

3.5.1 Evaluation of Flood Inundation Reduction Attributed to Drainage Improvement
The purpose of the new stormwater infrastructure improvements was to divert stormwater
away from Harris Gully and re-distribute it along the main channel of Brays Bayou based on the

potential flood-mitigation design approach by adding conveyance capacity to the existing
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stormwater system within the study area.

After all the implemented storm water relief measures were added to the calibrated model,
a sensitivity analysis was first performed to evaluate the new inundation pattern due to improved
drainage system under two different design storms (100-year and 500-year). As shown in Figure
3.11, with the storm intensity increasing, the flooded area under a 500-year design storm showed
the pattern of expanding in reference to the area impacted by the 100-year storm pattern. At
watershed upstream locations, the intersection between Kirby Dr. and HWY. 59 is impacted by
the storm with the 500-year storm intensity leaving a larger inundated area. Communities located
on the edge of Rice Campus and Greenbriar St. are within the inundation area of a 500-year storm.
At most downstream locations, the 500-year storm tremendously increases the flood levels in the
area near the main channel of Brays Bayou. Although the implemented stormwater piping
network conveys more water into the Brays Bayou main channel, it is found that areas like TMC
are still vulnerable to extreme storm events. Most of the area within TMC will still be inundated
if a 500-year storm strikes. In terms of total inundation volume, 100- and 500-year events result
in around 2918.6 ac-ft (3.6 million m®) and 3729.3 ac-ft (4.6 million m?), respectively. Figure
3.11 illustrates inundation levels under the design storm (100-year and 500-year) with the

improved drainage system in the Harris Gully.
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Figure 3.11:100-year and 500-year inundation with the improved drainage system representing

the current conditions in the Harris Gully. (Left-100 year; Right-500 year)

3.5.1.1 100-year Flood Reduction Attributed to Drainage Improvements
The 100-year design storm was first applied to evaluate the inundation changes between
pre- and post-improvement conditions. Figure 3.12 show the 100-year floodplains centered in the
TMC/Rice area before and after the stormwater conveyance improvements were made. Using the
Raster Calculator tool in ArcGIS, we calculated the reduced inundation depth from the drainage
improvement system representing the current (post-improvement) conditions of Harris Gulley,
as shown in Figure 3.12C. Because the runoff from the upstream area of the Rice campus is
effectively intercepted and diverted to Brays Bayou through the storm conduits, the floodplain
along Greenbriar (Cambridge) Street, Main Street and in the heart of the TMC campus was
decreased between 0.03 m (0.1 ft) and 0.31 m (1 ft). The total reduction volume for the 100-year
design storm for Harris Gully watershed is estimated to be 4,332 m®. The conveyance
improvements do not solve the flooding problems for just the TMC area in regard to the 100-year
storm, but they provide significant benefits as part of an overall flood reduction program for the
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Harris Gully watershed.

Ad) 1 - Y X
U HWY. 52 — Y ‘usH‘N"E’g . p— 5
_I A0, ] — S0
LRIOES DEES
a— S/ °S) = /2
A) e ! LN B) EAT— ; N,
BISSONNET ST p— 7 BISSONNET ST prmt= (e i
= g i - _I N, = == 3
3 - o S 3
< <
. }r 3 - -
2 % 2
. | 3 -
E | | l.' " g L]
100-year storm flood Wy c;) 100-year storm flood L
Historical Condition %g i Current Condition |23 1"
A TMC Garages < | § A TMC Garages =<
Water Depth (m) | ;’: Water Depth (m) ]
|0-03 o 0-03
[ ]o3-06 0.3-0.6
[ 06-15 z [ os-15 z
B 15-30 @ - B 15-30 @
= W HOLCOMBE =
Bl 30-6.0 2 Bl z0-60 2
I 6.0-12.0 B 6.0-120
Kilometers N Kilometers )
0 04 08 A 0 04 08 A
gt 2

=
Reduction in 100-year
Storm Flooding between
Historical and
Current Condition

A TMC Garages ||

Difference in Depth (m)

BISSONNET ST

RO

/

Rice Campus, ,} -

x.l Gai
[""Tlessthan0.1 JG12 b 7
o1-03 W HOLCOMBE - ““%7 a 5 2oL
. 03-06 BLVD Gt A s,
i TMC Center &5
06-15 ki )
- N Ur HSC 0 @ <
Kilometers R;gswoo &

0 04 08 A 58 g )

Figure 3.12: 100-year floodplain within the Harris Gully area under the Pre-(A)/Post-(B)

improved stormwater condition and the flood inundation reduced depth(C).

3.5.1.2 500-year Flood Reduction Attributed to the Drainage Improvements

To better evaluate the performance of the conveyance improvements under a more severe

condition, the 500-year design storm was then applied. Figure 3.13 shows the 500-year

floodplains in the TMC/Rice area under the pre- and post-improvement conditions. With the

benefits from the improved storm drainage system, the inundated area is decreased at those flood-

prone locations including the west corner of Rice Campus, which is the area adjacent to the Brays

Bayou Channel. Based on the same calculation method for the 100-year scenario, the beneficial

reduction from the stormwater improvements is found magnified for a 500-year storm, as
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depicted in Figure 3.13C. The area of flood reduction mainly happens in the communities
between Kirby Dr. and Greenbriar St., and most parts of TMC. The inundation depth is reduced
up to as much as one foot. Comparing Figures 3.12C and 3.13C, one could see that the improved
stormwater system would inherit more benefits when the magnitude of storm event increases for

most of the area. Overall, the Harris Gully watershed benefits 305,111m?* of reduced flooding

water from the updates for a 500-year storm (Figure 3.13C).
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Figure 3.13: 500-year floodplain within the Harris Gully area under the Pre-(A)/Post-(B)

improved stormwater condition and the flood inundation reduced depth(C).

3.5.2 Evaluation of Flood Inundation to 25 and 32 feet Storm Surge coupled with the 100-
year Design Storm for Improved Drainage System
Considering the vulnerability of the study area and the possibility of the precipitation

level, the 25-ft (7.62 m) and 32-ft (9.75 m) storm surge coupled with the 100-year design storm
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were chosen as the design situations to test the flood mitigation effect of the newly implemented
stormwater system and impacts of the storm surge on this highly-urbanized area. For these
conditions, storm surge levels were applied in the hydraulic model at the confluence of the HSC
and Brays Bayou as the tail-water condition (As shown Figure 3.1). To better understand the
backwater effects from storm surge on the Brays Bayou, we calculated the additional inundated
depth at 10 outfall locations that are within the main channel of Brays Bayou under different
surge level comparisons. The results are presented in Table 3.5 comparing 25-ft (7.62-m) and 32-
ft (9.75-m) storm surge conditions with the no storm surge condition at the outfall locations
symbolized as circles in Figure 3.4. For these 10 locations, the average difference from a 7.62 m
(25-ft) surge is 0.35 m, and 0.73 m from a 9.75 m (32-ft) surge. The resulting flood inundation
maps from these two scenarios are shown in Figures 3.14. Comparison of these two figures shows
that increased storm surge will not impact the north part of the study area. At the corner of Rice
Campus along Greenbriar Street, more places suffered from flooding due to the increased storm
surge. The south corner of Rice Campus is sensitive to a 9.75 m (32-ft) surge as well. Comparing
TMC with other areas, TMC not only has a larger inundation extent, but also a higher inundation
depth with the will storm surge magnitude. As far as the inundation volume, 3243 ac-ft (4 million
m?) would flood the study area from a 7.62 m (25-ft) storm surge, and 3405 ac-ft (4.2 million m?)

from a 9.75 m (32-ft) surge.
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Table 3-5. Comparisons of the 100-year water surface elevations with/without storm surge at

the ten outfall locations.

Buffalo

Location Speedway Brompton Kirby Greenbriar Fannin
Differences in 25 ft of

Surge (m) 0.24 0.25 0.42 0.37 0.35
Differences in 32 ft of

Surge (m) 0.44 0.45 0.70 0.77 0.75

Harris Golf

Location Holcombe Gully MacGreggor Course Almeda
Differences in 25 ft of

Surge (m) 0.34 0.37 0.37 0.39 0.36
Differences in 32 ft of

Surge (m) 0.76 0.82 0.85 0.88 0.87
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Figure 3.14: The Harris Gully 100-year inundation with different storm surge depths (25-ft; 32-

ft) occurring at the confluence of Brays Bayou and the Houston Ship Channel.

We further compared the inundation from the 32-ft storm surge with no storm surge
condition focused on the TMC and Rice campus as illustrated in the Figure 3.15. It can be found
that additional inundation depth up to 1.5-meter (4.92 ft) would be caused by the 9.75 m (32-ft)
storm surge for the area even with a post-improved stormwater piping network. Some areas in
the western corner of Rice campus have an increased water depth of around 0.02 to 0.3 meter.
There is an additional 0.6 to 1.5 m inundation depth at the center of the TMC. Most of the area

in the TMC and near the main Brays Bayou area will be impacted by an additional 0.3 t0 0.6 m

inundation depth.
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Figure 3.15: Floodplain increase within the Harris Gully area due to a 32-ft storm surge
occurring at the confluence of the Houston Ship Channel and Brays Bayou.

Within the Harris Gully area, there are several critical locations should be paid more
attention to for further flood protection. In Table 3.6, inundation depths are shown at the 18
locations under the combined impacts of the 100-year rainfall and storm surges at 0 m (0-ft), 7.62
m (25-ft), and 9.75 m (32-ft); which were also monitored during T.S Allison. There might be
elevation differences for some of the locations due to the different spatial patterns of T.S Allision
and the 100-year design storm. However, the results provide a good prediction of flood
inundation and extend under severe conditions in the future. The locations of lower elevations
(from 11.98 m to 12.66 m or 39.30 ft to 41.54 ft) would be always impacted more severely by a
higher storm surge. Among the 18 monitored locations, six are vulnerable to a 7.62 m (25-ft)

storm surge at an average high inundation depth of 0.7 cm (0.28 inch), and to a 9.75 m (32-ft)
127



storm surge at an average high inundation depth of 1.1 cm (0.45 inch). The worst among these
six low-lying locations suffer a 0.52-m (1.72-ft) inundation depth from a 9.75 m (32-ft) storm
surge. Severe flooding caused by both extreme precipitation (100-year design storm level) and
extreme storm surge effect (32-ft) will do severe damage to the 18 locations and to the
surrounding communities, destroying buildings and property, causing millions of dollars in loss

and putting lives at risk.
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Table 3.6: Inundation depths at 18 monitored locations within the Harris Gully area under

combined impacts of the 100-year rainfall and O-ft, 25-ft, and 32-ft storm surges.

T.S. WSEL -
WSEL - WSEL -
Natural Allison 100-year
100-year 100-year &
Selected Locations Ground Elev. HWM & 25-ft
&O0-ft 32-ft surge
(m) (m) surge
surge (m) (m)
NADS83 (m)
Top bank of Harris
Gully Outfall 11.98 13.14 12.06 12.33 12.43
Freeman/E. Cullen 12.29 13.29 13.43 13.76 13.95
Rosedale/Cullen 12.42 13.20 12.65 12.91 13.05
John Freeman East
Entry 12.48 12.93 13.46 13.79 13.98
Freeman/Fannin 12.51 13.50 12.64 12.81 13.00
BCM DeBakey near
sculpture 12.66 13.25 12.70 13.03 13.22
Fannin/Cambridge-1 13.19 13.72 13.71 13.71 13.71
Fannin/Cambridge-2 13.21 13.72 13.63 13.63 13.63
Sunset/Main 13.76 13.82 13.87 13.87 13.87
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TCH at Fannin 13.68 13.85 14.23 14.25 14.27

Stockton/Dryden 13.99 14.03 14.10 14.10 14.10
Greenbriar/University 13.78 14.28 13.99 13.99 13.99
Sunset/Cherokee 13.99 14.38 14.78 14.78 14.78
Wroxton/Kent 14.09 14.60 14.83 14.83 14.83
Hazard/Banks 14.33 15.15 14.58 14.58 14.58
Hazard/N of 59 15.12 15.51 15.47 15.47 15.47
Greenbriar/Colquitt 15.39 15.64 15.61 15.61 15.61
Shepherd/Richmond 15.17 15.64 15.47 15.47 15.48

3.6 Summary and Conclusion

Coastal cities often suffer from hurricanes-triggering floods due to the extreme
precipitation and backwater effect of enormous storm surges. However, little research has been
conducted on the combined effects of these two for a highly urbanized area within a metropolitan
region. In this study, a series of hydrologic and hydraulic analyses were performed for the flood
inundation simulation for the Harris Gully watershed in Harris County, Texas. This large
metropolis that extends to Galveston Bay suffered extensive damage during the 2001 T.S. Allison
flood event. By validating hydrologic and hydraulic models that represent the condition at the
time of T.S. Allison, this study provides a clear perspective on the extent of damage caused to

the floodplain by the storm. In addition, the frequency 100-year and 500-year design storms were
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applied to the area with the updated conveyance project funded by COH, USACE, HCFCD and
FEMA to understand the benefits from the stormwater improvement. Finally, inundation impact
caused by extreme storm surge associated with the 100-year storm was also evaluated in this
study. Inundated floodplains were delineated for all those scenarios along with maximum water
surface elevations for 18 specific locations. Such information is very useful not only for local
communities that experienced flooding threats during this event, but also for urban developers,
governmental entities, floodplain managers, and researchers that have been endeavoring to
protect the region from extreme weather. The findings of this study are summarized as follows:
1. The stormwater pipeline improvements due to Project Bayou benefits the storm drainage
system with increasing of storm severity, the benefit will become more recognizable in terms of
the reduced inundation depth and volume.

2. The study area is impacted by both the selected storm surge level of 7.62 m (25-ft) and
9.75 m (32-ft) at the conjunction of the Brays Bayou and Houston Shipping Channel. The area
with ground (more specific) elevation lower than 12.66 meter has a potential of suffering more
severe flooding under the 9.75 m (32-ft) storm surge condition.

3. It is found that the west corner of the Rice Campus, the areas adjacent to the Brays Bayou,
and the TMC campus are the vulnerable locations that are sensitive to the future extreme storm
events within this flood-prone area.

To deal with large storm surge events, there are a few reasonable alternatives that
individual entities can deploy for future flood protection such as elevating critical structures
above the design flood depth and buildings protective levees around the vulnerable area.
However, these features might necessitate converting from a gravity-drained to a pumped
stormwater system and require significant stormwater storage capacity, or both. Considering the
inundated area within the TMC area, we conclude that TMC will still remain vulnerable to heavy

131



rainfall events, especially those combined with storm surge conditions, and critical infrastructures
and equipment should continue to be protected to the levels as described in this study.

The outcome of this study will help emergency personnel to make better decisions on
flood control the allocation of funding for flood mitigation based on the results that pinpoint
which areas would become inaccessible under a variety of flood conditions as well as which

routes would be suitable for emergency purposes.
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CHAPTER 4: ADVANCED FLOOD ALERT SYSTEM GENERATION 4
PERFORMANCE DURING HURRICANE HARVEY AND OTHER MAJOR EVENTS
IN HOUSTON, TEXAS
4.1  Abstract

There have been an increasing number of urban areas that rely on weather radars to
provide accurate precipitation information for flood warning purposes. As non-structural tools,
radar-based flood warning systems can provide accurate and timely warning to the public and
private entities in urban areas that are prone to flash floods. The wider spatial and temporal
coverage from radar increases flood warning lead-time when compared to rain and stream gauge
alone. One of such operational flood alert systems (FAS) in place was developed by a research
team at Rice University in 1998 with an overall prediction accuracy of R? = 0.90 and has been
lately upgraded to the 4th Generation right before Hurricane Harvey in 2017. Hurricane Harvey,
as one of the most devastating hurricanes in the U.S. history, dropped over 27 trillion gallons and
caused a massive flood inundation over the Greater Houston area. Fortunately, due to the
reliability and excellent performance of the FAS4, it helped the TMC key-executives and decision
makers initiate better emergency decisions to effectively and efficiently prevent huge flood losses
during Hurricane Harvey. Having a significant role in the communication of flood information,
FAS4 marks an important step towards the establishment of an operational and reliable flood
warning system for other flood-prone urban areas in Texas, U.S. (etc. TXDOT bridges, the City
of Sugar Land, Clear Creek, White Oak, and the City of Grand Prairie). Although, the urban flash
flood events will inevitably increase with the current trends in urbanization and climate change,
the need of implementing and constantly updating such a system is certainly in line with the
demand of increasing resilience of urban areas for a sustainable future growth.
4.2 Introduction
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Floods are one of the leading causes of death and damages from natural disasters in the
United States (U.S.). It has caused about $7.96 billion in damages annually over the past 30 years
in the U.S. In much of the U.S., urban flooding is occurring and is a growing source of significant
economic loss, social disruption, and housing inequality (James et al. 2018; Fang et al. 2008;
Chen et al. 2009; Yang et al. 2013). To initiate preventive measures that can help reduce the risk
of damage and losses in case of an impending flood, flood warning systems can provide necessary
and vital information under the extreme event. It has advanced in both research and applications
in many countries globally in light of climate change and urbanization process (Bedient et al.
2000, 2003; Arduino et al. 2005; Moore et al. 2005; Fang et al. 2008; Mukhopadhyay et al. 2009).
In the U.S., the U.S. Geological Survey (USGS) and the National Weather Service (NWS) —
part of the National Oceanic and Atmospheric Administration (NOAA) — work together to
maintain flood warning systems across the country. However, the main focus of this USGS and
NWS initiative is on the major riverine floods instead of urban flash floods. The riverine flooding
occurs when excessive rainfall falling over an extended time resulted in a river exceeding its
capacity, mostly from a major weather system, heavy snow melt or ice jams. Unlike riverine
floods, urban flash floods are usually a result of short-term, high-intensity rainfall. On average,
approximately 21% of the total rainfall of urban flood producing events will fall within a 15-
minute time period. This means that it is crucial to have lead time forecasting and high
computation frequency in order to successfully provide a warning message for these types of
storms (Golding, 2009).

The concept of flood warning systems has been adopted around the world for many urban
areas to provide essential warnings to the emergency management team under extreme rainfall
events. There are many robust flood warning systems that are based on real-time observations of
rainfall, runoff, and real-time applications of hydrologic and hydraulic models all over the world
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(Young 2002; Moore et al. 2005; Mukhopadhyay et al. 2009). VVan Kalken et al. (2005) reported
applications of an open, GIS-based flood forecast system (MIKE FLOOD-WATCH) that was
implemented on the Waikato River in New Zealand. This system facilitates easy access to a range
of real-time data sources as well as the execution of registered forecast models to provide fast,
accurate, and robust river forecasts. Mukhopadhyay et al. (2009) developed a flood alert system
that incorporates real-time stream gauge information to predict channel behavior for the Houston
Theater District within downtown Houston. Givati et al. (2016) developed and reported an
operational flooding forecasting tool in Israel using numerical models like WRF-Hydro, however,
they recognize that the challenge of hydrometeorological flood forecasting presents a
complicated task. N. Demuth et al. (2016) reported an early flood warning system in Germany
triggered by the water level at several gauges locations.

With so many flood alert systems developed globally, however, among all the existing
flood warning systems, not so many are able to provide adequate lead time of warning, rather
than monitoring the water surface elevations and reporting back, thus to be adopted as an
operational tool to help emergency management teams. In those cases, there is not enough time
left for emergency teams to take ample actions. This study focuses on an operational flood
warning system-Flood Alert System on a watershed scale deployed in Houston, Texas, U.S.,
which has been in a stable response to urban flash flood (response within 5 mins). Instead of
issuing flood warnings solely based on real-time water level information, this system utilizes
gauge calibrated NEXRAD radar information as its climatic driving for a hydrologic model.

Since 1994, the National Weather Service (NWS) has installed the Next Generation
Weather Radar (NEXRAD) system with 160 WSR-88D radars across the United States (NCElI,
2018). For more than two decades, the NEXRAD precipitation products have undergone a series
of improvements and have been applied to many hydrometeorology studies, hydrologic analysis
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research, and remote sensing validation. (Vieux and Bedient 1998, 2004; Bedient et al. 2000,
2003; Smith et al., 2001, 2002; Krajewski and Smith, 2002; Habib and Krajewski, 2002; Zhang
and Smith, 2003; Fang et al, 2008; Vieux et al. 2009; Fang et al, 2011; Gao and Fang, 2018, ,
Gao et al. 2019). Young et al. (2000) evaluated NEXRAD multisensor precipitation estimates for
operational hydrologic forecasting and concluded that an archive of gauge and radar data used in
precipitation processing, in addition to the multisensor products, is needed and would help in
evaluating operational products and enable reanalysis of precipitation estimates using alternate
algorithms. Vieux and Bedient (2004) found that radar rainfall input volumes and streamflow
runoff volumes are in an agreement. In addition, in a hydrologic simulation for a 3260-km?
watershed in South Korea, Vieux et al. (2009) found that better prediction accuracy was achieved
with the use of gauge-corrected NEXRAD instead of with raw radar or gauge only input. Gourley
et al. (2011) used NEXRAD data to conduct a hydrologic evaluation of rainfall estimates from
radar and summarized that bias correction to TRMM-3B42RT and the NEXRAD radar products
using monthly and hourly rain gauge accumulations, respectively, lead to improvements in
hydrologic skill according to all analyzed statistics. Gao et al. (2019) compared the NEXRAD
radar data with the Multi-Radar Multi-Sensor (MRMS) Quantitative Precipitation Estimate
(QPE) data and the rain gauge network for three major rainfall events (2015, 2016, 2017) in
Harris County, Texas, and concluded that both NEXRAD data and MRMS QPE perform
reasonably well for these three events. Over more than 20 years of being updated and improved,
NEXRAD data has been viewed as one of the most reliable and stable rainfall information sources
in the flooding research communities.

Flood Alert System (FAS) in Brays Bayou, Houston, Texas, has been utilizing NEXRAD
RADAR to provide flooding warning message for several critical infrastructure in the watershed
has been in operation over than 20 years and has successfully predicted streamflow with a relative
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accurate lead time for the flood warning. During these 20 years of operation, FAS has become a
mature product that has gone through rigorous evaluation and many generations of update. In this
paper, while briefly introducing the history of the FAS and the latest update for FAS 4th
generation, we focus on the performance of FAS for three major events after 2014: Memorial
Day (May 25th, 2015) event, Tax Day (April 16th, 2016) event, and Hurricane Harvey (2017)
and discuss potential improvements for FAS in the near future.
4.3  The FAS History and Upgrade
4.3.1 FAS Introduction

The Rice/TMC Flood Alert System (FAS) was first developed for the Texas Medical
Center (TMC) by a research team at Rice University in 1998. The purpose of the FAS is to
provide flood warnings for a highly urbanized watershed (Harris Gully) in Houston, TX. Harris
Gully is a sub-watershed in the Brays Bayou watershed and drains an area of 11.6 km?, which is
also home to many high value areas including Hermann Park, Rice University and TMC. Brays
Bayou (Figure 4.1) provides storm water conveyance for an area of approximately 334 km? in
Harris County, Houston, and is one of the most flood prone urban areas in the U.S. The Brays
Bayou watershed is more than 90% developed, and the majority of soils in the watershed are clay

with low permeability.
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Figure 4.1: Brays Bayou watershed in the Harris Gully

FAS utilizes real-time NEXRAD radar-rainfall data as its precipitation forcing, collected
from the National Weather Service (NWS) and calibrated with more than 20 local rain gauge
network (Vieux et al. 1998). The collected rainfall data is then used as the precipitation driving
in a well-calibrated hydrologic model (HEC-1) that simulates the hydrologic responses from the
Brays Bayou watershed. HEC-1 hydrologic package, designed by the U.S. Army Corps of
Engineers, has been used in many applications and still able to provide a reliable performance
under extreme rainfall events. A FloodPlain Map Library (FPML) was developed as the hydraulic
prediction tool for real-time flood inundation levels visualization as rainfall occurs to aid
emergency personnel to better understand watershed hydrologic response under extreme rainfall
events (Fang et al. 2008). The combined real-time radar-rainfall, stream-flow simulation, and
inundation predictions are repeated on a 5-minute interval. Maximum stream-low conditions
determine the flood alert level and corresponding notifications are sent to stakeholders regarding
the severity of potential flooding conditions (Figure 4.2). The history of FAS is described in the

section below.
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Figure 4.2: The data flow and operation mechanism of Flood Alert System (FAS)

4.3.2 FAS History

FAS has been updated many times during the past since the first launch in 1997. Hoblit
et al. 1999 presented a general review of the Rice/TMC FAS and its use of NEXRAD and
geographical information systems (GIS). Bedient et al. 2003 first illustrate the design and
operation of the FAS. The basis of the FAS (1st Generation) warnings was the Flow Nomograph,
which is a simple, graphical representation of the peak flows that are computed from observed
rainfall intensities during a storm event. FAS generated a flood alert, which is color-coded
according to the severity of the potential flooding, based on nomograph predicted flows. FAS
was tested on T.S. Allison on 2001 and responded to two of three rainfall waves of T.S. Allison

due to the tremendous intensity in the spatial rainfall patterns. This result drove the FAS team
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further research on the design of flood prediction methodology. However, the FAS as a whole
system proved the theory of using a non-structural way to help on flood mitigation, provided the
TMC with rainfall patterns and volumes to determine the likelihood of flooding and warned the
member institutions about the imminent threat of flooding (Bedient et al. 2003).

In 2003, the system was upgraded to FAS2 with improved accuracy in terms of lead time
forecasting and a real time generated hydrograph compared with the observation. A higher-
resolution NEXRAD rainfall data became available and was incorporated into FAS2 at the end
of 2004 to improve the basin-level flood forecasting capabilities. A finer resolution of Level Il
RADAR rainfall data (1 x 1 km) was updated for the FAS2 versus the original resolution (4 x 4
km) from Level Il Digital Precipitation Array (DPA) in FASL, providing significantly greater
coverage with respect to the spatial variability of rainfall (Fang et al. 2008). Two real-time
hydrologic models (HEC-1 and Vflo) had been extensively calibrated and ran in FAS2 (Bedient
et al. 2003; Vieux and Bedient 2004). The real-time power of hydrologic models in FAS2
provided much greater accuracy in term of properly handling the spatial variability of the rainfall
compared with earlier methods in FAS1. The HEC-1 model ran every 5 mins as rainfall occurring
compared to 5-10 mins time interval in FAS1 with the simulated hydrographs at the selected
watch points as storms passing. Several features were added into the FAS2, including a storm
tracker algorithms to evaluate the growth and decay of storms, PreVieux, a quantitative
precipitation monitoring tool for visualizing and estimating predictive rainfall rates up to 1 h in
the future, and an additional FAS server system installed in case of loss of electrical power due
to severe weather in the area (Benavides, 2004, Ref). FAS2 had also created a series of emergency
communication tools integrated on the web site, which automatically warns emergency personnel
at TMC via a variety of methods including web site, emails, cell phones, and faxes (Fang et al.
2008).
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In 2010, the FAS2 was upgraded to FAS3 by incorporating the Floodplain Map Library
(FPML) to the system seamlessly. The FPML system designed to provide visualized information
on floodplain inundation maps consists of the maps that were pre-delineated on the basis of
various rainfall totals while also incorporating frequencies, durations, and spatial variations.
These maps allow emergency personnel to know at a glance where flooding will be most severe
and which roads are most likely to be inundated. For more details please refer to Fang et al. 2008.
Two major updates were made for the HEC-1 model from FAS2 to FAS3. The storage-outflow
curves for the Modified Puls routing method were updated for every reach in the HEC-1 model
based on the latest cross-sectional information from the Tropical Storm Allison Recovery Project
(TSARP) (FEMA 2009). FAS3 is implemented with an algorithm to automatically determine
appropriate loss rates on the basis of antecedent rainfall conditions to achieve better prediction.
Soil infiltration loss rates were also evaluated for the events from FAS2 to FAS3 to represent the
rapid development in the Brays Bayou watershed (Fang et al. 2011). The FAS3 also employs
asynchronous JavaScript and XML (AJAX) technology to reduce the web traffic while allowing

a more timely display of updates. Table 4.1 summarize the FAS update history in the past 20

years.
Table 4.1: FAS update history
Time Update
1997 FASI initiated with Rating Curve method
2003 FAS2 updated with hydrologic simulation
2004 RADAR technology implemented in FAS2
2008 FAS3 updated with new hydrologic parameters
2008 FAS3 updated with a Floodplain Map Library (FPML)
2016 FAS4 updated with a mobile version and an updated hydrologic model
2017 FAS4 tested on Hurricane Harvey

4.3.3 FAS4 update
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In 2016, the FAS3 is updated to FAS4 with a mobile version launch. During this time
period, there were many storm relief projects finished within the Brays Bayou watershed,
including parts of the Project Brays, which is a cooperative effort between the Harris County
Flood Control District (HCFCD) and the U.S. Army Corps of Engineers (Corps) that also
incorporates local initiatives. In 2011, the HCFCD started excavating a new section of the
Eldridge Stormwater Detention Basin on Brays Bayou that includes the removal of approximately
948,000 cubic yards of soil. And from 2011 to 2017, four stormwater detention basins have been
created that hold approximately 3.5 billion gallons of stormwater and cover about 900 acres.
Designed to reduce the risk of flooding, the Brays Bayou Flood Damage Reduction Project, today
known as Project Brays, consists of more than 75 individual projects throughout the entire 31
miles of Brays Bayou. With these projects finished, the hydrologic characteristics of the area has
changed. And in FAS4, the parameters for the core hydrologic model was updated to reflect these
changes.

The post-Project Brays HMS and RAS models represent the 2021 projected land use
conditions of Brays Bayou with all of Project Bray’s flood-reduction components (e.g., detention
basins, channel improvements, and bridge modifications) included. These models were
developed in 2010 by the HCFCD to represent all completed components of Project Brays.
Finally, the May 2015 model was developed to best represent the actual land use conditions of
the Brays Bayou watershed during the 2015 Memorial Day storm. This model combines elements
from both the pre-Project Brays and post-Project Brays models to approximate May 2015
conditions. The May 2015 model includes three detention basins along the upper reach of Brays
Bayou (west of US-59) and a detention basin along Willow Waterhole, a tributary that merges
with Brays Bayou downstream of 1-610. Although bridge and channel improvements existed
along the lower reach of Brays Bayou (downstream of 1-610), a number of these projects were
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either still in construction or had not yet been built at the time of the 2015 Memorial Day storm.
To avoid overestimating flood-reduction benefits in the hydraulic analyses along the lower reach
of Brays Bayou, bridge and channel modifications along this portion of Brays Bayou were
excluded from the May 2015 model. The May 2015 model services as the core baseline

hydrologic model for the FAS4 system.

4.4  Extreme Rainfall events between 2011 to 2017 and FAS performance

Prior to FAS3 (2010), Fang et al. (2008) demonstrated the FAS performance in terms of
shapes, timing, peak values, and volumes of the hydrographs during the 2006 hurricane season
with a conclusion that FAS performs well over a range of normal flows to severe flooding that
generates peak flows much higher than 227 m®/s (8,000 cfs). In 2011, Fang et al. demonstrated
the FAS performance for three major rainfall events during 2008 - 2011: Hurricane Ike on
September 13, 2008, the April 27-28, 2009 event, and the July 2, 2010 even. From 2011 to 2015,
the state of Texas suffered a historical drought, and there were no major rainfall/flood events.
The historical drought ended with the historical flood season for the Houston area. The major
rainfall events happened in three consecutive years (2015, 2016 and 2017) in the Houston area.
The damages cost by these three events in Harris County are summarized in Table 4.2.
FAS3/FAS4 performances during these events are discussed in this section.

Table 4.2: Damages details caused by the latest three major events in Harris County

Flood Event Total House flooding Estimated Damages
August 2017 (Harvey) 70,000 $80-130 billion
April 17-18, 2016 (Tax Day) 9,840 $2.7 billion
May 25, 2015 (Memorial Day) 6,335 $459.8 million

4.4.1 Memorial Day (May 25-26th) 2015 Flood Event
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Texas received a state-wide average rainfall of 23.0 cm in May 2015, marking the wettest
month on record for Texas (NOAA 2016). From the evening of May 25, 2015 to the morning of
May 26, 2015, a jet stream positioned directly over central and east Texas lifted moist and warm
air, generating many severe thunderstorms over the Harris County area as a result. The combined
effects from the moisture from the Gulf of Mexico and the existing warm air in the atmosphere
over Harris County contributed to the development of a continuous battery of thunderstorms
lingering over the Houston area. The most intense rainfall poured directly over the upstream (west
portion) of Houston. An average of 19 cm of rainfall fell in 12 hours over the Brays Bayou
watershed.

The widespread, high-intensity rainfall across the Houston area and the saturated soil from
previous rainfall events resulted in severe overbank flooding along Houston’s major bayou such
as Brays as well as some street flooding (HCFCD and USACE 2015c). In Houston alone, an
estimated 2,589 residential properties experienced significant damage, 750 abandoned cars were
found and towed after the event, and seven people were killed (Fernandez and Perez-Pena 2015).
Three of the fatalities occurred in Brays Bayou and of the 2,589 homes flooded, 1,185 were in
the Brays Bayou watershed. The greatest concentration of damages occurred along the middle
reach of Brays Bayou (751 properties), particularly in the Meyerland neighbourhood (540
properties), which is located along a 1.5-km stretch directly upstream of 1-610 (City of Houston

Emergency Information 2015). (Bass et al. 2017)
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Figure 4.3: Harris County Cumulative rainfall and Rainfall hyetograph over Brays Bayou of

May 2015
Figure 4.3 shows the cumulative rainfall across the Harris County from May 25th to 26th,

during which a maximum of 27.84 cm (10.96 in) fell over a 12-h duration at a USGS gauge
located near Beltway 8, which is slightly greater than the 100-year return period rainfall of 27.4
cm (10.8 in.) over 12h. The average rainfall of 21.51 cm (8.47 in.) experienced in the watershed
upstream of 1-610 was significantly greater than that experienced in any other similarly sized area
in Harris County, which received an average of 13.46 cm (5.3 in.) during the 12-h period of the
most intense rainfall (Lindner 2015). In Brays Bayou, a USGS gauge located at Main Street
recorded a cumulative rainfall over than 20.32 cm (8 in.) as also shown in Figure 4.3, which was
captured at the FAS website (fas3.flood-alert.org) during the Memorial Day Flood event.

At 21:25, May 25th, with 2.8 cm (1.1 in.) rainfall falling on the ground of Brays Bayou,
the FAS3 forecasted that a peak flow of 216.5 m®/s (7,646 cfs) will occur at 01:00 May 26th with
a flooding prediction level of low. One hour later, at 22:25, there was another 4.32 cm (1.7 in.)
rainfall received by the Brays Bayou watershed within the past hour. At this moment, the FAS3
updated the predicted peak flow of 514.3 m®/s (18,617 cfs) would occur at 02:20, May 26th and
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a potential flooding level of medium. The FAS3 immediately notified TMC Emergency personnel
of potential flooding conditions. At 23:30, the FAS3 predicted a peak flow of 981.57 m®/s (34,664
cfs) would occurs in 2 hours at 01:30 with another 3.6 cm (1.4 in.) rainfall from 22:30 to 23:30.
The peak moment was updated to an early time due to the increased intense rainfall intensity
within the past hour. And at this moment, the predicted flooding level was high. The FAS3 was
continuously simulating and observing the rainfall event and updating the simulated peak flow.
At the same time, the observed 12-hr peak flow was only at a level of 356.7 m®/s (12,600 cfs)
reported 40 mins ago. At 02:25, the FAS3 predicted that another peak flow of 800.2 m?/s (28,259
cfs) would occur at 03:00. The predicted peak finally stabilized at 03:00 with 800.2 m®/s (28,262
cfs) occurring at 03:20, as shown the FAS3 snapshot in Figure 4.4. Overall, the predicted peak
discharge of 800 m®/s from FAS3 matched well with the observed peak flows of 807 m®/s. Figure
4.4 shows the comparison of the predicted (blue line) and observed flows (red line) with lead-
time information. Fortunately, FAS3 provided TMC with sufficient lead-time to determine when
to close their flood doors and evacuate cars out of underground garages. Figure 4.5 shows a FAS3

website snapshot at the peak moment (03:00) of the event.
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Figure 4.4: FAS3 hydrograph snapshots of May 2015
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Figure 4.5: FAS3 interface snapshot at peak moment during May 2015

During the overnight hours of April 17-18, 2016, a nearly stationary mesoscale convective
storm system developed over the Houston Metropolitan Area. A low-level jet fueled the system
with ample moisture travelling from south to east over the Houston area, leading to widespread
rainfall rates of 51 mm (2 in.) per hour (Gregory, 2016). From April 17th to 18th (Tax Day), an
average of 30.48 to 40.64 cm (12 to 16 in.) rainfall fell on the region in the duration of 12 hours,
flooding neighborhoods from Katy to Meyerland to Greenspoint. At one recorded location, the
rainfall rates reached an estimated 10.16 cm (4 in.) per hour. The total duration of Tax Day event
is around 41 hrs (Shang et al. 2018). During this event, there were around 9,800 residence
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properties flooded in the Harris County area. In Brays Bayou, the structure flooding estimation
was approximately 1,380. At Rice Avenue of Brays Bayou, the observed high-water mark
reached to 15.76 m (51.7 ft.), which overbanked the top of the bank of 15.61 m (51.2 ft) (Lindner,
J. 2016). Figure 4.6 shows the Harris County cumulative rainfall from April 18th to 19th, 2016,
with a maximum of 48.26 cm (19 in.) west of Brays Bayou and 25.4 to 27.94 cm (10 to 11 in.) in

the west part of Brays Bayou. This marked the wettest April on record for Houston.
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Figure 4.6: Harris County rainfall during Tax Day

In early 2016, the FAS system was upgraded to generation 4 with the new plots and user

interface. During the Tax Day event, the FAS captured and recorded the rainfall events. Figure
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4.7 demonstrates the hourly rainfall data and cumulative rainfall intensity at the gauge location
upstream of the Main St at 04:00 and 16:45 on April 18th, 2016. At 04:00, the FAS system
captured the first peak of the event with a reading of 119.49 m3/s (4220 cfs) as observed flow
happened at 12:15 with a value of 124.59 m®/s (4400 cfs) at peak and 01:00 as the peak moment
of simulation (Green Line), with a total rainfall of 3.81 cm (1.5 in.) at this moment. For the next
12 hours, there was another xx cm (7 in.) received at this gauge location and the FAS was
continually updating the simulated flow with an accurate prediction peak flow rate of 785.37 m?s

(27735 cfs) at 10:00 am compared with an observation of 770.22 m3/s (27200 cfs) at 9:45 am.
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Figure 4.7: Tax Day event FAS hyetographs and hydrographs

Overall, it was found that the shape of the hydrograph generated from FAS is very similar
to the measured hydrograph, but the simulated rising limb for the second peak lagged about 1h
from the measured rising limb. FAS was able to generate the simulated hydrograph matching the

observation in terms of the shape, peak timing and the magnitude, which is an outstanding
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performance.

45  Hurricane Harvey and FAS4 Performance

4.5.1 Hurricane Harvey

Hurricane Harvey is viewed as one of the most severe tropical cyclones in U.S. history,
both in terms of spatial coverage and total rainfall amount. Harvey started as a typical, weak
August tropical storm that affected the Lesser Antilles and dissipated over the central Caribbean
Sea. However, after re-forming over the Bay of Campeche, Harvey rapidly intensified into a
category 4 hurricane (on the Saffir Simpson Hurricane Wind Scale) before making landfall along
the middle Texas coast (Blake and Zelinsky, 2018). Table 4.3 shows the full timeline of Hurricane

Harvey.
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Table 4.3: Hurricane Harvey Development Timeline

Date Time Development
Wednesday, Aug. 10:00 | Harvey regenerates into tropical depression.
23 23:00 | Harvey strengthens to tropical storm.

Thursday, Aug. 24 | 12:00 | Harvey strengthens to Category 1 hurricane with 80 mph
winds. National Hurricane Center begins predicting a major
hurricane — Category 3 or higher.

Friday, Aug. 25 00:00 | Midnight: Harvey strengthens to Category 2. Maximum
sustained winds estimated at 100 mph.

06:00 | Harvey’s winds increase to 110 mph

10:00 | Harvey approximately 115 miles southeast of Corpus
Christi.

14:00 | Harvey strengthens to Category 3 hurricane. Maximum
sustained winds measuring near 120 mph.

18:00 | Harvey intensifies to Category 4. Maximum sustained
winds at 130 mph.

22:00 | Harvey makes landfall on San Jose Island, between Port
Aransas and Port O’Connor.

Saturday, Aug. 26 01:00 | Harvey makes second landfall on northeastern shore of
Copano Bay.

05:00 | Tide gauge at Port Lavaca measures 6.6 feet. Rain gauge at
Victoria measures 24-hour precipitation total of 16.43

inches
13:00 | Harvey weakens to a tropical storm
Sunday, Aug. 27 00:00 | Harvey begins moving slowly southeast toward Houston
area

Monday, Aug. 28 12:00 | Harvey’s center moves into Gulf of Mexico with winds of
45 mph. Catastrophic flooding in southeastern Texas
continues.

Tuesday, Aug. 29 00:00- | Rain, catastrophic flooding continues in southeastern Texas
24:00 | and extends into southwestern Louisiana. Harvey remains
just offshore of middle and upper Texas coast.

Wednesday, Aug. 06:00 | Tropical storm Harvey makes third landfall, just west of

30 Cameron, Louisiana. Continues through Southwestern and
central Louisiana.

22:00 | Weakens to tropical depression. Beaumont and Port Arthur
experiencing flash flood emergencies. Far eastern Texas and
western Louisiana receiving flooding rains.

Thursday, Aug. 31 | 04:00 | National Hurricane Center ceases tracking Harvey's
remnants.

Hurricane Harvey made landfall in Texas on Friday, August 25, 2017 as a Category 4
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hurricane. From August 25th to 29th, due to the stalling effect of Harvey over the Greater Houston
area, Harris County received around 104.14 cm (41 in.) of rainfall county-wide from Harvey,
which is much higher than those of Hurricane Ike (2008), Memorial Day (2015) and Tax Day
(2016) events for this area. The highest total rainfall recorded by a rain gauge during Hurricane
Harvey was 154 cm (60.58 inch) in Nederland (located in the northeastern part of Houston),
which is nearly 22.86 cm higher than the previous record of 132 cm (52 inch) from Hurricane
Hiki in August of 1950. In the aftermath of this storm, different studies estimated the return period
of the rainfall associated with this event and quantified the human-induced climate change signal
using a combination of observations and climate models. It was found that the return period of
Harvey’s rainfall was around 2,000 years in the late twentieth century and predicted that it would
drop to 100 years by the end of this century (Emanuel 2017). It was also found that across large
portions of Harris County, rainfall totals exceeded the 1000-year return period (Sebastian, et al.,
2017). Human-induced climate change was found made this event between 1.5 and 5 times, or at
least 3.5 times, more likely, respectively (van Oldenborgh et al., 2017; Risser et al., 2017). Figure
4.8 shows a comparison of Harvey with Recent Extreme Rainfall Events, PMP, and Frequency

Design Precipitation.
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Figure 4.8: Comparison of Harvey with Recent Extreme Rainfall Events, PMP, and Frequency
Design Precipitation

Table 4.4: Selected Maximum Rainfall Totals for Harris County Watersheds (cm)

Watersheds 5-Day Total basin

wide rainfall

amount (inch)
Vince Bayou 45.8
Hunting Bayou 45.3
Armand Bayou 43.3
Clear Creek 41.8
Brays Bayou 41.1
Buffalo Bayou 40.7
White Oak Bayou 38.6

Houston was hit especially hard by flooding from the abnormal rainfall amount from
Harvey. The extreme precipitation of Hurricane Harvey caused catastrophic flooding, which
inundated more than 300,000 structures and over 500,000 cars, and necessitated 120,000 rescues
(Blake and Zelinsky, 2018; FEMA, 2017). Harvey cost a potential estimate of $97 billion in

damages in Houston alone, and is listed as the second-most costly hurricane in U.S. history, after
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accounting for inflation, behind only Katarina (2005) (NOAA 2017). During Harvey, all 22
watersheds in the greater Houston area experienced flooding of various magnitude. Many of
Houston’s creeks and bayous exceeded their channel capacities, reaching water levels never
recorded before (Linder, 2018). Figure 4.9 shows the Harvey cumulative rainfall map over Harris
County and the maximum 24-hour rainfall in Brays Bayou. In Brays Bayou watershed, Harvey
was one of the most significant flooding events ever recorded with water levels generally
averaging between the 2% (50-yr) and 1% (100-yr) annual exceedance probability in the middle
reach of the bayou. The lower and upper reaches were below the 2% (50-yr) annual exceedance
probability primarily due to the completion of the Project Brays federal project in the lower
portion of the watershed and the extensive regional detention with slightly lower rainfall amounts
in the upper areas. Table 4.5 demonstrates the maximum recorded rainfall intensity for rain
gauges in Brays Bayou during Harvey. Flooding along Willow Waterhole also established new
records for Harvey and exceeded the previous record on Memorial Day 2015 by an average of
0.30to 0.91 m (1 - 3 ft). Water surface elevations along Willow Waterhole were generally at or
above the 0.2% (500-yr) annual exceedance probability. Additionally, significant backwater
flooding occurred along several lateral channels and tributaries that drained to Brays Bayou as a

result of high flows in Brays Bayou (HCFCD, 2018).
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Table 4.5: Maximum recorded rainfall intensity for rain gauges in Brays Bayou during Harvey

Gauge start 6-hr Max start 12-hr start 24-hr
number time (inch) time Max time Max
8/27/201 8/26/201 8/26/201
400 7 3:00 8.16 7 21:00 12.84 7 20:00 15.96
8/26/201 8/26/201 8/26/201
410 721:00 9.04 7 21:00 14.04 721:00 17.12
8/27/201 8/26/201 8/26/201
420 7 3:00 7.12 7 23:00 9.84 7 21:00 14.2
8/27/201 8/26/201 8/26/201
430 7 1:00 6.24 7 19:00 11.2 7 19:00 13.8
8/27/201 8/26/201 8/26/201
435 7 4:00 6.12 7 19:00 13 7 19:00 16.56
8/26/201 8/26/201 8/26/201
440 7 20:00 7.44 7 19:00 13.56 7 20:00 17.72
8/26/201 8/26/201 8/26/201
445 7 20:00 7.04 7 19:00 12.4 7 20:00 17.12
8/26/201 8/26/201 8/26/201
460 7 20:00 9.72 7 19:00 13.92 7 20:00 17.92
8/26/201 8/26/201 8/26/201
465 7 20:00 9.88 7 19:00 13.88 7 20:00 17.44
8/26/201 8/26/201 8/26/201
470 7 20:00 10.04 719:00 13.92 7 20:00 17.64
8/26/201 8/26/201 8/26/201
475 7 20:00 8.08 719:00 11.52 7 20:00 14.76
8/26/201 8/26/201 8/26/201
480 719:00 10.36 719:00 14.32 719:00 18
8/26/201 8/26/201 8/26/201
485 719:00 5.24 719:00 9.84 7 23:00 15.64
8/26/201 8/26/201 8/26/201
490 7 20:00 8.32 719:00 12.12 7 23:00 15.44
8/27/201 8/26/201 8/26/201
495 7 1:00 4.44 719:00 8.76 7 23:00 14.04
8/27/201 8/26/201 8/26/201
1020 7 2:00 7.24 7 19:00 12.72 7 19:00 15.92

45.2 FAS4 Performance
The FAS4 team was closely watching the development of Hurricane Harvey. The team
received the alert from NWS and National Hurricane Center (NHC) on Thursday, Aug. 24 and

started actively watching over the system. At 14:00, Aug. 25, Friday afternoon, the FAS4
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received the first drop of rainfall from Hurricane Harvey. From 14:00, Aug. 25 to noon Aug. 26,
the first peak of rainfall passed the area, with an observation flow of 311 m3s (11,000 cfs)
occurring around 07:30 in the Brays Bayou. The FAS4 simulation overestimated the peak flow
of 410 m%/s (14,500 cfs) that happened at 09:00. However, it was found that the rising limb of
the observed and simulated hydrographs match reasonably well (Figure 4.10). Then the water

level in the bayou dropped quickly and stabilized around the flow rate of 170 m3/s (6,000 cfs).

18000 | HEC]!. for Sat! Aug 26| 12:{}0:90 CDT !2017

= Low Loss

16000 || — High Loss i bk iaoi7.08261200 )
— QObserved : : : : :

. Current flow of 11548 cfs |
is falling

e 100 BM.. . _ . .

12000

10000

SPEUTITRR RN, TR IR SRR
ghout 9:40 AN

m 4 B H H

8000 e M

OCCUTTE

6000 L

- 1]
o
vt : q

Channel Flow (cubic feet per second)

ah ah
\ ‘00‘?
% G- oW
12:00 AM Saturday to 12:00 AM Sunday

p‘\“ o p&“ p&“ ?\I\

ot
o ~ o® &9 o o® WO o0 0

Figure 4.10: Snapshot of FAS4 simulated hydrograph for the first peak runoff of Harvey at
Noon Aug. 26, 2017
In Figure 4.11, there are eight simulated hydrographs retrieved from the FAS4 during the
Harvey from 19:30, Aug. 26 to 09:00, Aug.27, demonstrating predicted and observed
hydrographs at eight key time steps for Brays Bayou at Main St. Starting 21:00, Aug. 26, the
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Brays Bayou received the majority rainfall amount from Harvey and FAS4 send out a warning
message of medium level flooding potential based on the received rainfall record at this moment.
Within the next hour, the FAS4 discovered the bayou water surface responded to Harvey very
quickly by monitoring the water surface elevation at Main St. and found that it had risen up from
0.3t0 4.42 m (1 to 14.5 ft.). At 21:30, the FAS4 upgraded the warning level to HIGH with a
simulated peak discharge of 709.14 m3/s (25043 cfs) occurring in 2 hours and 20 mins, while the
observation was still at a level of 175.99 m®/s (6215 cfs). From 21:30 to 00:00 Aug 27, the FAS4
was recalibrating the simulated peak discharge while updating the observation from the USGS
gauge (08075000). At 22:00, the simulated peak from FAS4 was increased by another 42.16 m3/s
(1,489 cfs) reaching 751.30 m®/s (26532 cfs), and the water surface level in the bayou reached
4.27 m (14 ft). One hour later, at 23:00, the observed discharge reached to the peak level and the
rising limb of hydrograph started to stabilize. At 00:00, Aug. 27, the FAS4 updated a maximum
observation flow of 756 m®s (26,699 cfs) occurring at 23:45, Aug. 26, which matches the
prediction information that FAS4 send out at 21:30, Aug 26. From 00:00 to 03:00, Aug 27, the
system was able to forecast the second peak flow from the rainfall with a simulation value of
764.55 m3/s (27,000 cfs). At this moment, the observation was at 807.03 m®/s (28,500 cfs). One
of the speculations of this inconsistency is the overbank flood. It can be found out that the water
surface already overbanked the main channel at this moment (Figure 4.11). In such a case, the
traditional USGS rating curve is no longer accurate. And starting 04:30, the observational data
from the USGS gauge was interrupted due to this error. However, the FAS4 system was still
under operation on a 5-mins frequency with an updated peak prediction of 906.14 m®/s (32,000

cfs) at 09:00, Aug. 27.
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Figure 4.11: Simulated hydrographs and monitoring camera image at eight time step

Figure 4.11 also shows eight corresponding flood-monitoring camera images at the same
time step focusing the Brays Bayou Channel at the Main St. The real-time camera image
presented the channel condition over the event, providing real-time high-water marks and
validating the USGS observation data and simulation. The observation from USGS gauge usually
comes in with at least 30-mins delay and is also an indirect measurement transferred from an
electronic signal. In contrast, flood monitoring camera provides a real-time water-surface
reading. The last image pairs in Figure 4.11, at 09:00, Aug. 27 shows that the road deck was
completely overbanked by the flood and that the bridge flood gauge with a maximum of 6.1 m
(20 ft) reading was totally submerged by the flood water as well. These real-time monitoring

images provided the emergency team with vital information for the road access and on-site
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road/channel condition.

From 09:00 Aug 27 to 12:00 Aug 28, the watershed received another 22.2 cm (8.73 in.)
precipitation in basin average from Harvey. Finally, the third channel peak flow happened at
21:00, Aug 27. The FAS4 predicted a third peak flow of 877.82 m®/s (31,000 cfs), while, at this
moment, the USGS gauge was still NOT back in action. After the third peak, the watershed
received a constant level of rainfall with an average intensity of 0.3 inch per hour. After 00:00
Aug 29, Harvey started moving towards Beaumont, TX, and the water in the Brays started recede.
The peak NEXRAD rainfall data over Brays Bayou is shown in Table 6.

Table 4.6: Peak NEXRAD Rainfall over Brays Bayou during August 25/00 am — August 29/23

pm, 2017
Duration All of Upstream of Midstrea | Downstream of
Brays Brays m of Brays
Brays
Max 1hr (in) 2.99 2.99 2.85 3.18
Max 3hr (in) 6.54 6.51 6.27 6.95
Max 6hr (in) 10.51 10.82 10.43 10.06
Max 12hr 17.11 15.86 18.3 17.75
(in)
Max 24hr 20.92 20.92 23.27 17.75
(in)
Max 48hr 33.11 31.99 34.17 33.71
(in)
8/25 total 1.55 1.5 1.68 1.49
(in)
8/26 total 9.84 9.86 9.83 9.8
(in)
8/27 total 21.02 20.92 21.68 20.34
(in)
8/28 total 7.71 7.05 8.05 8.46
(in)
8/29 total 2.42 1.67 2.62 3.49
(in)
Total 42.55 41 43.85 43.59
(120hrs)
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During Harvey, FAS4 was continually updating the flood inundation map on the systems
using the accumulated rainfall depth information from the Brays Bayou. Figure 4.12 shows eight
inundation maps generated by FAS4 during the highest rainfall intensities from 20:00, Aug 26 to
09:00, Aug 27. From 20:00, Aug. 26 to 00:00, Aug. 27, four spatial coverage of 1-hr cumulative
rainfall intensity map from FAS4 was demonstrated in the figures. It was found that the
inundation expands very fast during these four hours. From 00:00 to 12:00, the Figure 4.12 also
shows the spatial coverage of the 3-hr cumulative rainfall intensity map from FAS4. It was found
that the maximum flooding extent stabilized at these moments. The extent slightly decreased from
00:00 to 03:00 and increased again till 09:00. And from 09:00, the maximum flood maps
inundation area reached, and kept at the same level till 02:00, Aug 28. It is the first time that
FMPL was tested on FAS4 for an enormous rainfall over a long rainfall duration. The FMPL
worked effectively and provided the real-time inundation visitation for the emergency

management team.
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Figure 4.12: Archived real-time flood inundation map demonstration from FAS (one-hour
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accumulative rainfall and flood inundation from 21:00 to 24:00; three-hour accumulative
rainfall and flood inundation from 00:00 to 09:00)

We also compared the maximum flood inundation map for Brays Bayou compassions
between Harvey (2017), 100-year flood, 500-year flood, and the probable maximum precipitation
(PMP) during Harvey in a post event analysis. The results are shown in Figure 4.13. These flood
inundation maps were generated using the latest HEC-HMS and HEC-RAS model from the
TSARP project during Hurricane Harvey. The flood inundation map from Harvey shares a
similarity with a 500-year flood inundation. However, at the downstream portion of Brays Bayou,
the inundation caused by Harvey is closer to the PMF inundation. At the tail of the Brays Bayou,
Harvey caused the additional inundation with the storm surge effects, while in other conditions,

the storm surge effects were not considered.
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45.3 FAS4 Summary during Harvey

Hurricane Harvey stalled over the Houston area for around 5 days. To better demonstrate
the FAS4 performance on a wide time span, six hydrographs were captured and shown from the
FAS4 at Aug. 25, 23:00, Aug. 26, 09:00, Aug. 27, 00:00, Aug. 27, 03:00, Aug. 28, 00:00 and
Aug. 28, 23:00 (Figure 4.14). It shows the overall stable performance from FAS4 during the five-
day period of Hurricane Harvey stalling over Houston. FAS4 was able to provide the prompt
forecasted information, past rainfall and real-time monitoring and key information source to make
critical decisions. Throughout the entire event, the system was operating on a 5-mins frequency
and continually updating the simulated peak and estimated peak moment for the Brays Bayou.
The system continues to simulate the watershed hydrologic performance even after the USGS

gauge stopped working, providing essential information to the emergency management team.

172



0 1
0 w Tgo?‘“ o
RS {

Channel Flow (cubic feet per second)

Channel Flow (cubic feet per second)

4000

3500

3000

2500

2000

1500

1000

L]

L]

soof . J

HEC1 for Fri Aug 25 23:00:00 CDT 2017

—  LOow Loss
= High Loss
- Observed

1870 cfs at 10

L 1

18000 HEC1 for Sat Aug 26 09:00:00 CDT 2017
— Low Loss ll I I : dated
16000 [ — Highloss| i ..i......l4879cfspeak ......_
— Observed 5 5 5 predicted to be 9:40 AM

14000

12000

10000

8000

6000

4000

2000

AR M
% ™

11:00 AM Friday to 11:00 AM Saturday

W“QQ\" 2™ B 6'90‘& s'-"QPXA

Estima d cigrent ﬂmn.r

- dov \) \) \) 0 o o
\ﬂ&\\g B'QQP‘ 69‘3?" qu?‘ N 3.::3;3. Hpg

9:00 PM Friday to 9:00 PM Saturday

173



Channel Flow (cubic feet per second)

Channel Flow (cubic feet per second)

HEC1 for Sun Aug 27 00:00:00 CDT 2017

.................................

35000 H '

— Low Loss
— High Loss
— Observed

30000 H

25000F - ; ............. é ............. E _________
20000} é ............ ;é ............. éf
15000 F - % ............. R .
10000 NG é ------------- % ------------- 5

5000

0 i | i
R R ) W X
NS 3.;3@' P g.pﬁ ‘!@.ﬁ\g 3.90?\ b.pﬁ?\ g.p'a?‘
12:00 PM Saturday to 12:00 PM Sunday
HEC1 for Sun Aug 27 03:00:00 CDT 2017
35000 H ' : P

— lowloss [T
— High Loss . .
— Observed| =

30000

00 AN

25000

20000

27000 cfs at 2-45 A

15000 |- oo S @
10000} S— 5

5000 g

o N o p o
) w°
W 40T 0T
3:00 PM Saturday to 3:00 PM Sunday

dﬁq@‘

Al
N
0 5

o
Q
Q@ o

ER

174



50000 | HECl! for Mor!1 Aug 28 00:00:00 CDT 2017

-  Low Loss
= High Loss

40000} o S AR .

Maxir:num flow 3i3238
30000

10000

Channel Flow (cubic feet per second)

10000 — S L

0 | |
N ?‘h ?\h Q\h Ao P\" g;.,\“ ?&‘\
\ Q M) )
w° o0 &9 o0 W@ 20 O G
12:00 PM Sunday to 12:00 PM Monday
HEC1 for Mon Aug 28 23:00:00 CDT 2017
35000 M — omoss | IR
— High Loss : :
T 30000 b R e
o . . .
J
EJ,l : :
v 25000} -2
Q :
L .
v : . :
& 20000 LS S S
L ; 5 :
£ . .
= . .
L 1500012 T —
= : : :
e
L
©
=
c
[1+]
=
[

5000

o0 p.\‘\ Q0 ﬁ“

0
o .90?\“ 6.90?\“ o™

S
g W ®

11:00 AM Monday to 11:00 AM Tuesday

Figure 4.14: Six hydrograph snapshots of FAS4 overall Harvey
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An overall comparison was made between the FAS4 prediction and USGS observed flow
for Harvey after the event. Figure 4.15 illustrates the accuracy of the performance of FAS4. The
USGS observation data was retrieved afterwards when the QA/QC process was finished. Table
4.7 shows the overall FAS4 predicted flow compared with a cumulative rainfall amount and the
USGS observed flow and stage. FAS4 predicted 936.78 m®/s (33,082 cfs) of peak flow occurring
at 12:00 p.m. of August 27th versus the USGS measured peak stage value of 13.91 m (45.64 ft)
MSL for the same time. The flow rate from USGS was not reported. According to the TMC's
president and CEO Bill McKeon, during Hurricane Harvey, the radar-based flood warning system
(FAS4) provided reliable, prompt and accurate warning information to the TMC, allowing the
hospitals to shut their floodgates and evacuate basement garages before the flood hit. This helped
the TMC maintain the power system and continue caring for patients throughout the ordeal of the

record rainfall caused by Harvey.
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Table 4.7: FAS4 Predicted Flow vs. USGS Gauge Measured Flow at Main St. during Harvey

Time Cumulative | FAS3 Predicted | USGS Measured | USGS Measured
Rainfall (in) Flow (cfs) Flow (cfs) Stage (ft)
8/26/2017 21:00 9.17 7370 6500 27.01
8/27/2017 0:00 13.19 25706 24700 40.56
8/27/2017 6:00 21.02 29968 31800 44.4
8/27/2017 12:00 26.08 33082 N/A 45.64
8/27/2017 18:00 27.48 31226 N/A 45.11
8/27/2017 19:00 27.69 30794 32900 44,94
8/28/2017 0:00:00 33.08 31372 33000 44,96
8/28/2017 6:00:00 33.73 28379 28900 42.93
8/28/2017 18:00:00 38.40 26830 25300 40.93
8/29/2017 0:00:00 40.38 26831 25100 40.8
4.6  Discussions and future improvements

Even though the FAS4 was able to provide prompt, critical information, there are still

several improvements that could be made to further increase the performance of the FAS.
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Currently, in the FAS4 system, there are two flood monitoring cameras focusing on the
Bray Bayou channel under Main St. with different levels of magnification. Under normal weather
condition, images from the camera are sharp and clear. When the rainfall starts to intensify, the
flood monitoring image captured by the system starts to become blurry. Under this condition, the
camera is not able to pick up the condition of the channel. Additionally, we also found out that
during sunrise, the camera performed poorly due to the reflection of the sun on the road,
especially if the road is inundated. This affects the direct reading of the camera. Aside from these
deficiencies, the camera works much better in day-light than at night. However, the vulnerability
of the area is at its maximum during the night. The camera should consider using a multi-band
camera with better night vision. Additionally, reflective material should be applied to the text
near the bridge so that it is more legible. At this moment, there are no algorithms to convert the
image reading to digital data automatically due to the limited computational resource and the
available logistics. With the rapid development of machine learning (ML) techniques and the
need of validation, we are currently incorporating a ML model into the system to deliver this
function.

In the current interface, the hyetograph (http://fas4.flood-alert.org/#Rainfall:Rainfall) is
demonstrating the hourly rainfall for the past 24 hours. However, with the lessons learned from
Harvey, the frequency and resolution should be improved in this matter. For a development scale
(95%) of the study area, the rainfall intensity plays a vital role in making accurate flood peak and
inundation predictions. There is also a rainfall associated level of flood concerns in the system.
The details of the concern level are shown in the Table 4.8. The time interval, the intensity, and
the magnitude should all be updated from the latest data, including Harvey and the newly
published NOAA Atlas 14 information.

Under the current design criteria for FPML, the maximum flood level of consideration is

178



a 100-year rainfall event. The trigger variable is the half-basin wide cumulative rainfall depth.
With the lessons learned from Harvey, maximum flood should at least incorporate the 500-year
rainfall level for the study area. When an intense event happens such as Harvey, the intensity of
the rainfall will become a key factor in terms of the flood inundation. In this sense, the intensity
of rainfall should also be a variable considered for triggering the flood inundation maps. From
the maximum inundation maps comparison in the post event analysis shown in Figures 4.10, it
was also found that the storm surge effects were affecting the downstream part of the Brays Bayou
at the junction of the Houston Ship Channel and Brays Bayou. However, this effect has not been
incorporated under the current design criteria. In Fang et al. 2019, the storm surge effects were
evaluated with the rainfall intensity for this area. We are currently developing this feature for the
system. While considering the storm surge effects. We are also investigating the 2-D hydraulic
modeling and real-time hydraulic model for the study area.

It was also found that FAS4 tends to delay the rising limb for some events after picking
up the rising limb signal from the rainfall initially. This is due to the widening channel condition
of the Brays Bayou. The flood control projects of Brays Bayou have been ongoing for more than
two decades. Although the HEC-1 model has been updated regularly to keep up with the current
condition of the Brays Bayou, there are still updates that need to be made more frequently,
especially during hurricane season. This reminds us to set up a regular (seasonal or monthly)

update for the hydrologic parameters for the FAS4 to make sure the performance is at its best.
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Table 4.8: FAS4 rainfall concern level

Rainfall Levels of Concern

Concern 3-hr 6-hr  Shr  24-hr |
little 0 0 0 0
low 40 48 57 6.8

medium 47 57 6.7 82
high 556 67 82 95

Hundred year | 6.8 85 105 125

4.7  Conclusion

Over the past two decades, the existing FAS has a reliable and stable performance for
more than 20 major storms with prediction accuracy of R? = 0.90. The FAS system has been
expanded to other cities in Texas, USA, including the Cities of Sugar Land, Grand Prairie,
Carrollton, etc. As on-going efforts, we are currently working on incorporating more the state of
art technologies to the existing FAS. Recently, the FAS has been migrated from the conventional
IT framework and integrated with the Cloud Technology. This new upgrade greatly improves the
stability of the system especially when operating in a time and reliability sensible environment.
Several new features have been added to the system including the hydrologic model package
update and real-time traffic monitoring developed by the Fang Research team at the University
of Texas at Arlington (UTA). Several more features are under development: real-time hydraulic
simulation, 2-D/3-D inundation mapping, integrations with data assimilation and machine
learning techniques. We envision an expansion of the system worldwide especially for the flood
prone urban regions. FAS provides time-series plots of predicted and measured hydrographs as

flood warning information on the basis of real-time radar rainfall data. It should also be noted
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that the FAS has been used many times over the past years in numerous rainfall events that did
not cause flooding. In these cases, the FAS is able to correctly identify the nature of the front, the
intensity and determine rainfall totals over the watershed and predicate peak flows. This allows
emergency personnel to determine that there is not a system-wide danger of flooding happens.
FAS generally performs with average differences of 0.88 h in time of peak and 3.6% in peak
flows and R? of 0.90 for the overall performance among 11 major rainfall events since 2002.
Among these events, FAS was found to better predict shapes, peak values, and peak timing for
bigger storm events than those of small or moderate events. For instance, FAS yielded an accurate
prediction with a peak difference of 5% during Hurricane Ike on September 13, 2008, which is a
large event resulting in 95% bank-full conditions in Brays Bayou. Similar technology and
methodology have been applied to expand the flood alert systems to the City of Sugar Land,
Texas, and other flood-prone cross sections in the coastal regions for TxDOT. In addition,
because of the unique characteristics of the coastal region, research on hurricane-induced storm
surge is being performed to address the concern of inland flooding that is exacerbated by storm
surge under extreme weather conditions. The research results will be incorporated into the flood
alert system and the FPML and will be reported in a future paper. Overall, the radar-based flood
warning system has demonstrated its value and importance in flood-prone areas where no
permanent flood mitigation solution can be sought in a reasonable time frame.

Existing FAS works well (20 yrs, 30 major storms, and prediction accuracy of R? = 087).
FAS is one of the operational prediction tools in the existence. Better inform TMC emergency
personnel to deal with flood disasters. The current system has been expanded to other critical
transportation locations (TxDOT, Sugar Land, and Clear Creek). 70% of Harris County was
under the water and the midstream of Brays Bayou experienced massive inundation during
Hurricane Harvey. With an excellent performance during Hurricane Harvey, FAS enhanced the
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flood resilience to this flood-prone area and demonstrated the benefits of a non-structure flood

warning tool.
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CHAPTER 5: CONCLUSIONS

5.1  Answer to the Research Questions

Three research questions were posted in the beginning of this dissertation to guide and
organize the research presented. These questions are interrelated and progressive. Through
developing strategies to answer each of these questions, we understand different aspects of the
complicated to assess and help solve urban flooding issues and gain a comprehensive view of
approaching this research questions. A succinct summary of the answer to each question is
presented and discussed below.

1. What is the accuracy level that UAV photogrammetry can provide to generate a DEM
dataset and what are the optimal density and spatial distribution pattern of ground
control points (GCPs) to generate a relative accurate DEM model?

As a result of the analysis listed above, it is evident that it is necessary to make a detailed
plan of the GCPs survey locations in order to maximize the accuracy of DEMs from
photogrammetric project. An aerial photo scouting mission will be beneficial for a higher DEM
accuracy. The photogrammetry method is able to deliver a DEM dataset with RMSEz value of
0.20 m that is comparable to the accuracy of a LIDAR dataset. Moreover, the photogrammetry
can be obtained with a much higher resolution. By comparing the LIDAR DEM and UAV
photogrammetry DEM, it is concluded that he photogrammetry method tends to amplify the
effect of the land surface. A density of GCPs within the range of 1 to 2 GCPs per acre is need for
controlling a UAV photogrammetry project for optimal accuracy. It is also found that a dispersion
distribution will generate a higher accuracy DEMs dataset compared with other scenarios.
Combine the two finding, it is suggested that a dispersion distribution with a density of 1 to 2
GCPs distribution should be surveyed in order to generate an accurate UAV photogrammetry

DEM dataset.
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2. What is the benefit of flood mitigation projects for a highly urbanization area? What

is the joint effect of extreme rainfall event and storm surge on coastal communities?

The stormwater pipeline improvements from to Project Bayou benefits the storm drainage
system with increasing of storm severity, the benefit will become more recognizable in terms of
the reduced inundation depth and volume. The study area within Harris Gully watershed has a
potential of suffering more severe flooding under the 9.75 m (32-ft) storm surge condition with
ground (more specific) elevation lower than 12.66 meter. It is found that the west corner of the
Rice Campus, the areas adjacent to the Brays Bayou, and the TMC campus are the vulnerable
locations that are sensitive to the future extreme storm events within this flood-prone area. The
that TMC will still remain vulnerable to heavy rainfall events, especially those combined with
storm surge conditions, and critical infrastructures and equipment should continue to be protected
to the levels as described in this study. The joint effect of extreme rainfall event and storm surge
will inevitably increase the flood risks. However, this severity is more apparent for flood extend
compared with flood depth at an extreme level (500 year with 32 ft storm surge).

3. How does an example flood warning system can evolve over the years? What is the

performance of flood warning system during an extreme event?

Over the past two decades, the existing FAS has a reliable and stable performance for
more than 20 major storms with prediction accuracy of R?= 0.90. Recently, the FAS has been
migrated from the conventional IT framework and integrated with the Cloud Technology. This
new upgrade greatly improves the stability of the system especially when operating in a time and
reliability sensible environment. Several new features have been added to the system including
the hydrologic model package update and real-time traffic monitoring developed by the Fang
Research team at the University of Texas at Arlington (UTA). FAS provides time-series plots of
predicted and measured hydrographs as flood warning information on the basis of real-time radar
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rainfall data. It should also be noted that the FAS has been used many times over the past years
in numerous rainfall events that did not cause flooding. In those cases, the FAS is able to correctly
identify the nature of the front, the intensity and determine rainfall totals over the watershed and
predicate peak flows. This information allows emergency personnel to determine that there is not
a system-wide danger of flooding happens. FAS generally performs with average differences of
0.88 h in time of peak and 3.6% in peak flows and R? of 0.90 for the overall performance among
11 major rainfall events since 2002. Among these events, FAS was found to better predict shapes,
peak values, and peak timing for bigger storm events than those of small or moderate events. In
addition, because of the unique characteristics of the coastal region, research on hurricane-
induced storm surge is being performed to address the concern of inland flooding that is
exacerbated by storm surge under extreme weather conditions. Overall, the radar-based flood
warning system has demonstrated its value and importance in flood-prone areas where no
permanent flood mitigation solution can be sought in a reasonable time frame. Existing FAS
works well for over 20 years and will be continually in development. As one of the most mature
and operational prediction tools in the existence, FAS better inform TMC emergency personnel
to deal with flood disasters over the years of operation. Excellent Performance of Flood Alert
System 4th Generation during Hurricane Harvey, significantly enhancing the flood resilience to
this flood-prone area.
5.2  Recommendation for Future Work

To better understand the UAV photogrammetry platform and help it reach a higher level
of accuracy, several aspects need more attention. A better spatial interpolation method is needed
and to be validated to better smooth the predicted terrain data. The impacts from other variables
should also be investigated in terms of deriving UAV photogrammetry DEMs dataset, including
the flight height, the weather condition, the sunlight condition, and other physical parameters that
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determine the simulating or capturing the features of land surface. The effects of the software
parameter setting should also be investigated. In this study, results indicate that the influence of
switching the cloud quality parameter from “low” to “high” is in the order of a decimeter only.
Note, however, that this assessment was carried in a rather urban area, in which even a low density
point cloud might capture the mean surface elevation as well. The influence of the cloud quality
parameter might be larger in a steeper terrain land surface. Due to the limited computational
resource, a “high” density run increased computational time by a factor of almost twenty in
average. With more computation resources available in the future, the effect of choosing a “high”
density point cloud on the UAV photogrammetry DEM accuracy should be investigated.

In analyzing the benefits from flood mitigation projects and modeling flood inundation,
Quantifying and reducing uncertainty will consequently continue to be a research need and
emphasis. Using surrogate models can potentially ease the constraint of the heavy computational
demand from uncertainty analysis and should be explored further. Methodologies acknowledging
the uncertainty inherent in the inundation modelling process, such as probabilistic flood risk maps
have proven to be preferable to single deterministic maps of inundation extent and are likely to
be more in demand in the near future. From a technology point of view, parallel computing and
cloud computing has become a trend for reducing a model's computational cost. Any use of
parallel and supercomputing technologies will require that model developers have the appropriate
hardware in mind when writing model codes. Open source availability of software is another
direction for the future as its elevated accessibility encourages high and diverse usage which in
turn assists in model development improvements.

For FAS4 system, updates are needed in many different aspects, both in hardware and
software wise. For hardware, multi spectrum or other camera that is able to capture the condition
of the bayou during the intense rainfall is needed. Reflective material should be applied to the
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text near the bridge so that it is more legible. From a modeling perspective, the simulation should
incorporate a real-time hydraulic model instead of using a predetermined map library. 2-D even
3-D inundation mapping should be considered, with these models demonstrating several good
cases in other study areas. An algorithm that automatically convert the image reading to digital
data should be in invested, while currently not available due to the limited computational resource
and the available logistics. In general flood warning system advance, the expansion of the existing
FAS is needed. It has more than 20 years of operational experience and lesson that can leveraged
to other flood warning applications. The continental flood warning system has been initiated in
many countries. However, the performance of these system is still questionable when the
hydrologic modelling is involved. Hence, how to couple the regional scale and the continental
scale is a challenge for the flood warning communities but remain the great opportunities and

reward.
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