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ABSTRACT: 

EXPLORING THE DETERMINANTS BEHIND THE MODE PREFERENCE 

FOR AND FREQUENCY OF USE OF APP-BASED, ON-DEMAND RIDE 

SERVICES AND FIXED-ROUTE TRANSIT SERVICES BY TRANSIT-

DEPENDENT POPULATIONS 

Farokh Bagheri 

The University of Texas at Arlington, 2020 

Supervising Professors: Dr. Shima Hamidi & Dr. Maria Martinez-Cosio 

 

In recent decades, the development of diverse types of transportation systems to meet the 

needs of people in all parts of a country is a trend in urban development that is in line with 

interest in the sustainable development of communities. This development has prompted 

transportation policymakers to adopt policies to improve the transportation conditions of the 

community, while citizens, in the face of these policies, make decisions in choosing the type of 

transportation system that is possible, and may be different from the policy makers' management 

programs. Therefore, paying attention to people's views and their awareness of their preferences 

can help policymakers in predicting travel behavior and thus aid policymakers in adopting proper 

management policies. In this regard, the present study, titled " Exploring the Determinants 

Behind the Mode Preference For and Frequency of Use of App-Based, On-Demand Ride 

Services and Fixed-Route Transit Services by Transit-Dependent Populations" examined the 

preferences of transit-dependent citizens from 48 cities in 27 U.S. states in 2019-2020. This 

study examines the travel behavior of transit-dependent individuals and their preferences for the 

use of traditional public transit services as compared to the app-based, on-demand ride services 
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(also known as ridehailing), as the new generation of transportation systems. Using random 

sampling and Cochran's formula, 385 people were selected as the sample and a questionnaire 

was given to these people using Qualtrics. Thirty-one participants were excluded from the final 

analysis for various reasons, such as the presence of paradoxical answers in the questionnaire, 

misspellings, and taking less than the standard response time to complete the questionnaire. 

Finally, 354 people were analyzed as the sample for this study. The data collected by the 

questionnaire were analyzed by SPSS and AMOS software, and the final analysis used the SEM 

model, testing two approaches including one in which the built environment variables were 

entered, and a second without entering these variables. The findings indicate the appropriate 

goodness of fit of the model. Theoretically, I have used two theories of the Planned Behavior by 

Icek Ajzen (Ajzen, 1991) to discuss the sample’s modal prefrences. This study may serve as one 

of the first comprehensive survey investigations which examines the determinants behind the 

modal preferences and the usage frequency of use of both ridehailing services and fixed-route 

transit by transit-dependent people in the form of a single model simultaneously. 

The results showed that the overall preference for using private ride services has a 

positive effect on the percentage of ridehailing trips made by transit-dependent people, and the 

overall preference for using fixed-route transit services has an inverse effect on the percentage of 

ridehailing trips. Also, the effects of employment density, population density, preference for 

living in compact neighborhoods, and land use mix on the percentage of ridehailing trips were 

not confirmed. Moreover, the study of the direct effects of the independent variables in the 

model showed that the overall preference for using fixed-route transit is the strongest predictor of 

the percentage of ridehailing trips made by transit-dependent people, among the studied 

variables. 
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In contrast with the research literature, the study found that the built environment 

variables had no effects on the people's travel behavior. To explain this discrepancy between the 

research findings and the research literature, the status of the three built environment variables 

including population density, employment density, and land use mix in the residence of the 

sample, was examined. Through this examination, it was found that the residences of the sample 

population are at a very low level in terms of population density, employment density, and land 

use mix. Thus, it can be argued that it is possible that this ineffectiveness of the built 

environmental variables is due to the low density of the population and employment, as well as 

the low diversity of the land uses in the residence of the sample.  
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1 CHAPTER ONE: INTRODUCTION 

 

1.1 Introduction 

 

America is a car-dependent society. According to the 2013-2017 American Community 

Survey, it is estimated that 76.4% of American workers aged 16 years and over have driven 

alone to work in 2017 (U.S. Census Bureau, 2019). The car dependency in the U.S. has 

substantially increased with the recent trends of the growth of urbanization. According to the 

U.S. Census Bureau, over 80% of all Americans live in an urban area (U.S. Census Bureau, 

2016). The growth of urbanization has coincided with the emerging challenge of access to 

transportation as transit networks struggle under the increased demand for transit (Jiao & 

Bischak, 2018). The demand has outstripped the supply of transit networks and has led to 

inadequate transit coverage (Jiao & Bischak, 2018). Transit-dependent populations would 

determine transit demand in transportation underserved communities. According to the U.S. 

Department of Transportation’s definition, transit-dependent populations are characterized as 

persons without private transportation, under age 18, over age 65, and/or below poverty or 

median income levels as defined by U.S. Census Bureau (U.S. DOT, 2012).  

This study aims to investigate the determinants behind the mode preferences for and 

frequency of use of ridehailing services and fixed-route transit by transit-dependent people. App-

based, on-demand ride services are provided by companies such as Uber, Lyft, and their 

competitors (Rayle et al., 2014). I focus on 48 populous cities, categorized as Urbanized Areas 

(UAs), across the United States.  I also employ the Structural Equation Modeling (SEM) 

technique as the analytical method to explore the direct and indirect relationship between the 

explanatory variables and the outcome variables. I model the preferences and trip frequencies 
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using a rich survey dataset, employing the Structural Equation Model (SEM) to constitute both 

direct and indirect effects, in order to provide new perspectives on the mode preferences for and 

frequency of use of these travel modes. I have selected populous cities as the study area for this 

research in order to provide a unique perspective on the patterns of preferences and use and 

travel behaviors. This study may serve as one of the first comprehensive survey investigations 

which examines the determinants behind of the modal preferences and the usage frequency of 

both ridehailing services and fixed-route transit by transit-dependent people in the form of a 

single model simultaneously. 

 

1.1.1 Problem Statement  

Over the past few decades, U.S. cities have experienced the relocation of urban-oriented 

populations at outer-urban and auto-oriented neighborhoods. The suburban or low-density 

physiography of these neighborhoods is associated with a philosophy of urban design that 

prioritizes the automobile, leading to limited access of public transit services. The existing trend 

of locating less wealthy population with a high dependency on transit in outer-urban areas results 

in increasing the demand for transit (Allen, 2018).  

Transit-dependent people constitute a significant demographic of population. They have 

limited automobile access and there is not an adequate level of mass transit to service them (Jiao 

& Dillivan, 2013). These groups are often characterized as marginalized populations and have 

often been excluded from overall participation in society, with a lack of access to employment 

and retail (Jiao & Dillivan, 2013). As such, the impact of the lack of transit on these groups is 

adverse. The dependency of these groups on transportation is not limited to traveling to work 

(Sanchez & Brenman, 2010). They rely on transportation for other purposes such as obtaining 
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medical care, getting to school, and shopping for basic needs, such as groceries (Sanchez & 

Brenman, 2010). Transit-dependent populations are often comprised of people with low incomes. 

(Sanchez & Brenman, 2010; U.S. DOT, 2012). Due to the orientation of transportation policies 

and public funds towards traveling by car, these populations face the challenge of economic 

inequities (Sanchez & Brenman, 2010; Sanchez et al., 2004; Clifton & Lucas, 2004; Garrett & 

Taylor, 1999; Welch & Mishra, 2013; Allen, 2017).  

App-based, on-demand ride services are ubiquitous across the United States. The type of 

service provided by these companies is flexible. A passenger can take a ride with these services 

almost any time and anywhere. The drivers of these services are scattered in many places, as the 

required by the flexible nature of these service. They supply a substantial coverage area of 

service for transit-dependent people who have been deprived of access to mass and fixed-

infrastructure transit.  However, it is controversial if the app-based on-demand ride services 

could serve transit-dependents as a viable transportation option. Seventy percent of Uber and 

Lyft trips are made in nine large and densely populated metropolitan areas in the U.S. including 

Miami, Seattle, Boston, San Francisco, Philadelphia, Los Angeles, Washington DC, Chicago, 

and New York (Schaller, 2018). The number of trips made in these nine cities in 2017 

constituted 1.2 billion trips (Schaller, 2018).  

The lack of transportation equity and access may result in the segregation of poor and 

minority communities and make public transportation a central struggle in the larger theme of 

civil rights. Issues that must be considered include economic priorities at the regional level, and 

development and land-use practices associated with the continued disparities in public 

transportation (Allen, 2018). The poor are significantly more influenced by cuts in bus services 

and the workers with the lowest wages often have the longest commute, while the affluent have 
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favored the expansion of transportation infrastructure (Euchne, 2016 as cited in Allen, 2018; 

Sanchez et al., 2003; Starkey & Hine, 2014; McKenzie, 2013). As such, fixed-route public 

transportation services, such as bus and rail, still serve as vital transportation options for transit-

dependent people, despite the rapid expansion of app-based on-demand ride services. 

Additionally, transit-dependent people are faced with barriers that deter them from accessing 

app-based, on-demand ride services, which may significantly reduce their preference for and use 

of these services (Dillahunt et al., 2017; Shaheen, et al., 2017; Moran, 2016; Creger et al., 2018; 

Dillahunt & Veinot, 2018; Shirgaokar, 2018; Golub et al., 2018; Yan et al., 2019). Little is 

known about the influence of a combination of various factors, such as the residential preference 

and built environment, mobility-related travel attitudes, technology adoption, and the 

aforementioned barriers on the preference for and frequency of use of ridehailing services and 

fixed-route transit by transit-dependent people in the form of a single model simultaneously. 

1.1.2 Research Objectives  

 

This study seeks to address the abovementioned gap by conducting a survey to explore 

the modal preferences and usage frequency of transit-dependent people in 48 U.S. urbanized 

areas. These cities were choosing because ridehailing services occur mainly in urbanized areas 

and populous cities (Clewlow & Mishra, 2017). Therefore, in this study, 48 populous U.S. 

Urbanized Areas (UAs) have been selected as the study area based on the data obtained from the 

US Census Bureau. The Census Bureau identifies Urbanized Areas (UAs) as the areas of 50,000 

or more people (U.S. Census Bureau, 2018). These urbanized areas have diverse populations, 

ranging from 192,364 (Tempe, AZ) to 8,398,748 (New York City), all of which are cities with 

more than 50,000 population. 
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In my research, I specified the factors that are expected to be determinant in the overall 

preference for these travel modes and frequency of use by transit-dependent people as the 

outcome variables, and I measured the associations between these determinant factors and the 

outcome variables. I developed a model that explores the direct and indirect effect of these 

factors on the outcome variable. Also, I specified the barriers deterring transit-dependent people 

from accessing app-based, on-demand services, and I evaluated the effect of these barriers on the 

overall modal preferences and use.  I also explored the importance of the factors that may 

influence the decision making of people, including transit-dependent populations, in choosing 

fixed-route and on-demand services as the preferred mode.  This dissertation tries to evaluate the 

overall mode preferences and use by residents of large cities in the U.S. and compare fixed-route 

transit and ridehailing services, while explaining the pros and cons of each mode especially for 

transit-dependent populations as the users.  

1.1.3 Research Questions and Hypotheses 

 

This study tries to answer the following questions: 

What are the determinants behind the mode preference for the use of ridehailing services and 

fixed-route transit by transit-dependent people? 

What are the determinants behind the frequency of the use of ridehailing services and fixed-route 

transit by these populations ? 

What is the effect of the built environment variables on the percentage of ridehailing trips made 

by these populations? 
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The first hypothesis: Population density, employment density, and land use mix (entropy) are 

determinant factors in identifying the percentage of ridehailing trips made by these populations. 

When built environment variables such as population and employment density are low in 

an area or land uses are not very mixed, people's preference can be affected in two ways. First, 

people who care about the travel time factor prefer to use app-based systems such as Uber to get 

to their destination faster because they are living in scattered areas. On the other hand, given the 

low-income status of the sample, those who care more about the cost of travel prefer to spend 

more time using traditional transportation systems such as buses, which are cheaper but slower. 

Research shows that ridehailing services offer more significant performance in dense urban 

areas, and higher population and employment densities, presumably attribute to more frequent 

trip requests. More frequent trip requests would lead to the attraction of more drivers to the area 

(Hughes & MacKenzie, 2016). But research also indicates that higher densities make 

destinations closer together, which inevitably results in shortening trip lengths and making transit 

use more comparative in comparison with automobile travel. (Yu et al., 2019; Porter et al., 

2013). However, increasing land-use mix increases the likelihood of the adoption of ridehailing 

services (Yu et al., 2019). 

The reason for the selection of these three built environment variables in this study is that 

population density, employment density, and land use mix were expected to be more important 

than other built environment attributes in travel behavior investigation. In a seminal meta-

analysis, Ewing and Cervero (2010), summarized the empirical findings on the relationships 

between the built environment and travel. They figured out that among the built environment 

attributes, population density, employment density, and land use mix are ranked as the top three 

variables in terms of the total number of studies examining transit use and vehicle miles travels 
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with respect to the built environment. As such, these three variables were expected to be more 

important than other built environment attributes in travel behavior investigation in my study. 

The second hypothesis: Preference for living in compact places (accessibility preference) is a 

determinant factor in identifying the percentage of ridehailing trips made by these populations. 

The research shows that residents who do not have the chance of living in their preferred 

residential type may have reduced travel satisfaction because the use of the preferred travel mode 

is restricted by the built environment. As such, these residents are forced to use substitute travel 

modes (Kamruzzaman et al., 2013). Also, research shows that in neighborhoods with proper 

fixed-route transport connections, a significant portion of people prefer to use fixed-route transit 

services than other modes (Van Wee et al, 2002). Therefore, it is important to figure out if 

residential preference is determinant in identifying the rate of the trips made by app-based, on-

demand ride services by transit- dependent people. 

The third hypothesis: Importance of service availability in selecting the preferred travel mode 

from the viewpoint of passengers is a determinant factor in identifying the preference for using 

private ride services by these populations. 

The fourth hypothesis: Importance of service time efficiency in selecting the preferred travel 

mode from the viewpoint of passengers is a determinant factor in identifying the preference for 

using private ride services and fixed-route transit services by these populations. 

The fifth hypothesis: Preference for living in compact places (accessibility preference) is a 

determinant factor in identifying the preference for using private ride services and fixed-route 

transit services by these populations. 
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1.1.4 Research Significance 

One of the significances of this study relates to its concentration on transit-dependent 

people, as the target population. In addition to examining the determinants behind the modal 

preferences and the usage frequency of the fixed-route transit, this study also evaluates the 

determinants behind the preferences for and the usage frequency of the ridehailing services as a 

new generation of transportation systems which may be the response to the transit-dependent 

populations’ transportation needs due to the wide range of services available in separate 

locations and areas where fixed-route services do not exist, or the existing ones are little, or 

inefficient. Also, the results of this study may engender visions for transportation policymakers 

who are interested in exploring the viability of app-based, on-demand ride services for transit 

dependent people. It could assist future researchers in investigating the factors through which the 

mobility of disadvantaged populations can be enhanced or exacerbated by incorporating 

ridehailing into transportation systems. This research also considers the attitudes of transit-

dependent people into the investigation of their mode preferences by including robust attitudinal 

statements that pertain to the issues related to mobility by these two modes and related to users’ 

concerns. This study is also significant because it seeks to answer a theoretical gap concerning 

the relationship between the built environment attributes and the transportation modal use and 

preferences. Previous research has shown that built environment attributes are determinant in 

predicting the travel behavior of people. The present study intends to investigate whether this 

effect still exists when these variables are at a low level in terms of population and employment 

densities and the diversity of land use in the area where low-income people live. The prominence 

of the present study is that it may be able to respond to this gap while strengthening previous 

work that explores the relationship between the built environment and travel behavior. 
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1.1.5 Dissertation Outline  

The dissertation begins in Chapter two, the literature review, where I introduce fixed-

route transit services and app-based, on-demand ride services into the transportation system in 

American cities. Then, I explain transit-dependent people and their characteristics, followed by 

discussing the barriers that deter these populations from accessing app-based, on-demand ride 

services. Afterward, I explore the determinants of travel modal usage and preferences, which is 

followed by the summary of the chapter.    

Chapter 3 explains the methodologies applied in this dissertation. It begins with the 

research design and explains the steps of performing the data collection and analysis. Then, I 

explain the conceptual framework which shows the conceptual explanation of the expected 

relationship between variables, backed by theory. Next, the selected study area is introduced, and 

I also explain the sampling method. The next section is the survey design, which demonstrates 

the objectives of conducting the survey, and I explain the survey structure. Also, I describe the 

survey distribution and data cleaning. Thereafter, the data and variables are discussed, and I 

describe the type of data used in this study. Finally, I discuss the selected analytical method and 

the reasons for this choice.  

In Chapter 4, I present the descriptive statistics of the results and the results of the 

Structural Equation Modeling analysis, and discuss the direct and indirect effects of the 

explanatory variables, including socioeconomic and demographic characteristics; adoption of 

technology; attitudes; accessing barriers to ridehailing services and built environment attributes 

on the outcome variables. Also, I examine the research hypotheses in this chapter.  
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Chapter 5 constitutes the discussion and conclusions, and I also present policy 

implications and recommendations.  
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2 CHAPTER TWO: LITERATURE REVIEW 

 
 

This literature review begins with an introduction of the fixed-route transit services and 

the app-based, on-demand ride services into the transportation system in American cities. These 

introductions demonstrate a typology of fixed-route transit services and app-based, on-demand 

ride services and their components, in addition to the pros and cons of each mode, and the effect 

of on-demand services on fixed-route transit. Next, there is a focus on transit-dependent people 

and their characteristics, followed by the barriers that deter them from accessing ridehailing. I 

also examine the key determinants of the preference for and the frequency of use of the fixed-

route transit and on-demand services, including socioeconomic and demographic characteristics; 

built environment and residential preferences; travel-related attitudes; and technology adoption. 

This chapter ends with a summary of findings and insights from the literature.  

 

2.1 The Introduction of Fixed-Route Transit Services into the Transportation System in 

American Cities 

Fixed-route transit occurs where adequate population or employment density exists to 

support more significant volumes of transit. It is a transportation system that provides service 

“on a repetitive, fixed-schedule basis, along a specific route with vehicles stopping to pick up 

and deliver passengers to specific locations; each fixed-route trip serves the same origins and 

destinations” (KFH Group, 2013, p. 11-54). Bus and rail transit are the recognized types of 

fixed-route transit service. The function of this mode in North America can be distinguished in 

two major roles. First, it accommodates riders who opt to use transit for travel, although other 

travel modes, particularly a motor vehicle, are available to them. These riders, also called choice 

riders, may opt for transit over the other travel modes due to several reasons, such as spending 
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less, in particular for parking costs; productive use of travel time for other activities; and 

avoiding driving in heavy traffic. Transit particularly helps these riders within peak periods for 

work trips and it surges the quantity of riders who may commute by urban transportation 

systems. This role of transit makes it necessary for mobility in downtown areas of major cities 

and high-density employment districts (Kittelson & Associates, Inc, 2003).  

The second key role of transit is providing essential mobility services to people who are 

too poor, too young, too old, or individuals with physical and mental disabilities, who are unable 

to drive, as well as people without driver's license. These individuals are recognized as captive 

riders. In major cities of the North America, larger numbers of choice and captive riders are 

served by transit. Variations in factors such as population, employment and parking costs in 

central business districts, supplying bus and rail transit services, and geographic features would 

result in differences in the share of transit modes across urban areas (Kittelson & Associates, Inc, 

2003).  

2.1.1 Bus Transit 

Bus transit is the most popular type of public transport in North America. In 2011, bus 

ridership formed 52% of all passenger trips by transit in the U.S., and 56% of transit trips on 

larger transit systems in Canada. An estimation for 2010 showed that over 1,200 bus systems 

were in operation in United States. High flexibility is a main characteristic of bus services. 

Distinct types of vehicles provide this service, and it can operate in a variety of environments. 

Also, this service can implement various stopping patterns (KFH Group, 2013). 

2.1.2 Rail Transit 

Distinct types of urban rail transit have been serving the U.S. cities just before the start of 

the 21st century. Traditional rail rapid transit and commuter rail lines have been working for a 
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long time in many metro areas and later new regional rapid transit, light rail, and commuter rail 

systems were included in the U.S. rail transit system. At the beginning of the 21st century, over 

20 U.S. cities were served by some types of urban rail service, and in most big cities such as 

New York, Philadelphia, Chicago, and Toronto rail transit systems were the main modes of 

traveling to or from the downtown areas (Thompson & Matoff, 2000).  

Rail transit systems in North America transport over 5.4 billion passengers every year. 

The major rail transit submodes include heavy rail, light rail, commuter rail, and automated 

guideway transit (AGT). Minor rail submodes are constituted by monorails, funicular railways, 

aerial ropeways, and cable cars. The New York region has the most significant share of the use 

of rail transit countrywide. The number of passengers who were carried by rail transit operators 

in the New York City area in 2010 was more than 2.4 billion, which constituted over 62% of the 

entire passengers carried by rail transit across the country (KFH Group, 2013). 

Heavy rail is the prevailing transit mode in the largest metro areas in North America. It 

has been provided, at least as a starter system, in most American cities with the essential 

population and job density to meet the supply of this transit mode. Light rail transit (LRT) allows 

increased capacity and higher speeds, which can be operated with single cars or multiple-car 

trains. Commuter rail is a long-distance transit service which uses trackage that is part of the 

general railroad system. This mode tends to work at peak commuting hours, but most of the 

mainlines of the larger commuter rail systems provide all-day service. Automated Guideway 

Transit systems (AGT), as their name implies, are fully automated, and the role of personnel is 

limited to supervision. The operation of the AGT systems is restricted to certain destinations, 

such as airports, government buildings, universities, and leisure and amusement parks. Monorail 

vehicles are characterized as being straddled or suspended from a single rail. Driverless 
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monorails, such as the Jacksonville Skyway, are classified under the Automated Guideway 

Transit (AGT). Finally, cable cars are currently only being used in San Francisco. Lessening the 

costs of operations and increasing reliability were the reasons for the conversion of the most 

cable lines to electric street cars. However, lines were still operating in Seattle, San Francisco, 

and Tacoma in the 20th century, because the land of these cities were very steep for streetcars 

(KFH Group, 2013). Figures 13 through 18 display some recognized submodes of rail transit. 

 
Figure 2. 1 Heavy rail transit in San Francisco Bay Area (Source: KFH Group, 2013) 

                  
Figure 2. 2 Diesel light rail (San Diego County) (Source: KFH Group, 2013) 
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Figure 2. 3 A commuter rail in San Francisco Bay Area (Source: KFH Group, 2013) 

 
Figure 2. 4 An Automated Guideway Transit (AGT) as downtown people mover in Miami 

(Source: KFH Group, 2013) 

 
Figure 2. 5 A Straddle Monorail in Seattle (Source: KFH Group, 2013) 
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Figure 2. 6 A cable car in san Francisco (Source: KFH Group, 2013) 

 

2.1.3 Rail Transit vs Bus Transit 

According to Henry and Litman (2014), rail transit stations could encourage intense 

development, although the numbers of stations are limited. Intense development is reflected in 

increased transit ridership per person, lessening car ownership per person, increased walking 

trips, increased resident density, employee density, and business activity density. Also, rail 

stations often encourage transit-oriented development, which can stimulate the reduction of 

additional vehicle travel. Rail transit tends to provide a higher prestige and service quality in 

terms of speed, comfort, and convenience than conventional bus transit. As such, it tends to 

attract more riders. Also, public support for rail transit tends to be stronger than for bus transit. 

Voters’ enthusiasm for funding rail tend to be higher than for bus improvements.   

However, rail investments on the grounds have been criticized from an equity 

perspective, which means that residents who belong to higher-income classes essentially benefit 

more from these investments. They attract the financial resources required for supplying 

essential bus service that transit-dependent populations and low-income individuals use. Rail 
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funding often depicts an overall increase in transit funding rather than substituting for bus 

funding, because the funding for rail transit is often replaced by the funding for highway 

projects, and voters tend to be more enthusiastic in advocating for new financial resources for the 

improvement of rail, rather than bus service. However, some rail transit services still transport 

many lower-income passengers. Some of the outcomes of the improvements of rail transit 

services in the long term would be increasing bus service, improving the conditions of walking 

and cycling, more accessible land use, and an overall surge in the diversity of transportation 

system. These outcomes would come about by attracting more transit riders who would 

otherwise drive, surging the total demand for transit, and justifying more programs for the 

support of transit. Disadvantaged households can be beneficiaries of the outcomes of improving 

rail transit (Henry & Litman, 2014).   

Bus transit can cover a more significant service area than rail transit. Therefore, the total 

ridership with bus can be greater than rail, especially for destinations located in sprawled areas. 

The number of destinations covered by bus transit is more than rail transit, which may include 

sprawled and suburban activity centers. In fact, bus transit is more suitable for reaching the 

destinations that are in sprawled areas with lower transit demand, due to the capacity of 

converging several routes onto one busway, which reduces the necessity of transferring. 

Meanwhile, rail transit is more suitable for serving concentrated destinations in corridors. Transit 

ridership per person with bus transit is fewer than rail transit, but the impact of this lower 

ridership on land use pattern is insignificant. Also, because of the higher load factors of rail 

transit, this mode has lower costs per passenger-mile than bus, but the costs per vehicle-mile 

with bus transit tend to be less than rail transit. Bus services are flexible because the change and 

the expansion of their routes are feasible. The operation of buses can happen in the existing 
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roadways—as such, bus transit does not need particular facilities. Also, the capital costs of bus 

transit are lower than rail transit, and the operating costs per passenger-mile with bus is lower 

than rail in the occasions where there is low demand for transit. Bus transit is a more popular 

choice for transit-dependent people, thus improving bus services would bring more significant 

equity benefits. However, passengers like rail stations more than bus stations, and the demand 

for rail transit is more significant than the demand for bus transit. Rail transit has a positive effect 

on the value of properties near the stations, and compared to bus transit, rail transit has a more 

positive effect on land use (Henry & Litman, 2014). 

2.1.4 What Does the Fixed-route Transit Bring to the City and the Household? 

The mobility options for responding to the essential travel needs of transit-dependent 

people are limited in the United States. It creates persistent challenges for these populations and 

affects their quality of life. A community design and a land use pattern that does not support the 

development of public transit is the most significant reason for the failure of providing adequate 

transit services to these people in areas, which are mainly recognized with a sprawl pattern. This 

particular pattern increases the dependency on driving personal cars, which consequently lessens 

the use of transit. Also, the scattered distribution of job locations results in inadequate services in 

central business districts and corridors (Zhao & Gustafson, 2013). Mass transit brings mobility 

benefits to users. These benefits are the outcomes of additional personal travel that would not 

otherwise happen. Transit-dependent people, including the individuals who are not able to drive 

due to economic, social, and physical restrictions, gain most from these mobility benefits. Transit 

is a significant travel mode for non-drivers who belong to low- and median-income classes. For 

instance, the annual transport cost for a household with $20,000 annual income is about $2,500. 

A non-driver with this annual household income can only pay for about five taxi trips every 
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week. Living in a community with decent transit service enables this person to buy a monthly 

transit pass and still pay for 2-3 taxi trips every week (Litman, 2015). 

Low-income households challenge the spatial mismatch of jobs, due to a land-use pattern 

that quells the demand for transit, as well as insufficient capital and operating funding for transit 

properties. Workers from these households challenge the cost of housing, which is fast-growing 

and has reduced the current residence options with transit access to jobs. They also have 

problems with transit services with higher capacity than usual during the rush hour. Low-income 

workers are often involved in the service sector, with a schedule different from the 9 am-to-5 pm 

work schedule. Transit does not provide access to many of the service jobs. Moreover, housing 

affordability should not be decreased to the actual housing price. The cost of job accessibility 

and other destinations, as well as reductions in mobility that increase travel cost and extend 

travel time, are also significant in housing affordability. Limited access to cars and the costs 

associated with the maintenance of a personal car increase the dependency of low-income 

workers on public transit, while travel time with public transit is much longer than with personal 

automobiles, even when transit operates for the entire day (Zhao & Gustafson, 2013).   

Inequal access to opportunities by transit is an issue in many of the large cities, even 

those with robust transportation networks. For instance, there are areas in New York City that 

suffer from poor service coverage by subway systems, although it has one of the most massive 

subway systems in the world (Regional Plan Association, 2019). Significant portions of NYC, 

including low income neighborhoods, are dependent on public transportation. These 

neighborhoods face the challenge of lacking access to any form of transit, which could 

drastically limit the access of residents to job opportunities. Over one-third of the city’s 

populations do not live within walking distance of a transit station. This condition is particularly 
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severe in Queens, where over sixty percent of residents do not live within walking distance of a 

subway station. There are many low-income neighborhoods across the city where transit-

dependent people live. These neighborhoods constitute high population density, approximately 

20,000 people per square mile, which justifies the need for subway and bus services for the 

transit-dependent people living there (Regional Plan Association, 2019). 

Also, the results of a comprehensive study on the state of transportation equity in Dallas 

show that approximately 37% of Dallas population is not covered by transit in anytime of the day 

(Hamidi, 2017). The results indicate that in the transit dependent cores, where most of the transit 

dependent residents live along employment centers, approximately 32% of residents are not 

covered by transit. Also, the transit coverage for 26 % of city’s population and 31% of residents 

living in the transit cores can depend on only one station, with the average daily 3-6 trips per 

hour. The study demonstrates that there is no coverage within walking distance by transit for 

over a third of the residents, in both the city and transit dependent cores, which means no transit 

is being used by this proportion of population. On average, the accessibility of about 30 % of the 

city’s population and 41% of population in the transit dependent cores is limited to less than 1% 

of regional jobs in 45 minutes of transit. The most significant obstacle towards the consideration 

of transit as the major transportation mode for all Dallas residents, particularly transit-dependents 

and the low-income people, is the lack of adequate access to jobs by transit. It also displays that 

the lack of access to jobs along with the lack of access to a decent transportation system, 

integrated with spending roughly a quarter of household income on transportation, would result 

in holding households living in the transit dependent cores captive in places with fewer chances 

of upward mobility  . Meeting the travel needs of all employees requires the operation of transit 

services twenty-four hours a day. Some communities do not provide this operation, and it does 



36 

 

not meet the transit needs of employees who must work the second or third shift, after 11:00 PM 

and in the early hours of the morning. The restricted access and mobility of low-income 

households to affordable housing and jobs is the outcome of suburbanization and the land use 

patterns that do not support public transit, as well as increasing costs of developing transit 

services, car culture, and no significant increase in income for low-income working households 

(Zhao & Gustafson, 2013). Given that consumers of mass transit tend to be disadvantaged 

people, the increase of mass transit could bring equity benefits for disadvantaged households. 

The existence of mass transit in a community can contribute towards fulfilling the equity goals of 

a community. It helps the socially, economically, or physically disadvantaged households, 

through increasing the accessibility to employment opportunities, education, and public services, 

which contributes to increasing the social and economic opportunities for these populations 

(Litman, 2015).  

Transit brings option value to the users. This means the value of having an option for the 

feasible prospective use. Transit may provide serious transportation services during emergency 

situations, such as disasters that restrict automobile traffic. It also increases public fitness and 

health through stimulating more walking or cycling trips. It lessens traffic congestion, increases 

traffic safety, and lessens air and noise pollution. It also leads to saving costs associated with 

maintaining roads and parking facilities (Litman, 2015). In addition, the potential benefits of 

transit for Transit-Oriented Development include lessening the additional vehicle travel, 

lessening the infrastructure costs, preservation of farmland and the natural environment, and 

enhancing accessibility especially for non-drivers. Transit can be also supportive and cost 

effective for government agencies and their activities. Transit accessibility enables the elderly 

and individuals with disability to live independently, which can result in lessening the costs 
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allocated for care facilities. This would result in compensating parts of subsidies allocated for 

public transit through saving in other government budgets. Communities providing high-quality 

transit to households enable them to own fewer cars and drive less, and it tends to reduce a 

significant portion of household budgets specified for transportation (Litman, 2015). 

Mass transit, however, may have some potential costs for both residents and cities, such 

as transit vehicle crowding, diminishing the activity of automobile business, challenges 

pertaining to more compact development, the need for subsidies for the increased capital and 

operating costs of materials, equipment and vehicles, and costs of infrastructure construction, 

such as improving the roadways (Litman, 2015).  

Operating and capital costs constitute the costs of providing public transportation 

services. Operation and maintenance of vehicles, maintenance of stations and other facilities, 

general management and purchase of transportation from private operators constitute the 

operating costs. Capital costs include the purchase of equipment, including buses, railways and 

railway stations. Operating costs account for about two-thirds of public transportation costs, and 

the rest are capital expenditures. Fares and other operating income cover only 25 percent of the 

total cost, with the rest provided by federal, state, and local governments. The federal 

government supplies less than 10% of operating costs, but approximately 40% of the capital 

costs (Mallett, 2019). However, many transit costs are fixed, and transit services tend to 

experience economies of scale. As such, the marginal costs are not often significant (Litman, 

2015). 
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2.2 The Introduction of App-Based, On-Demand Ride Services into the Transportation 

System in American Cities 

App-based, on-demand ride services, also known as Transportation Network Companies 

(TNCs), or more informally, ridesharing, is a new generation of transportation service that has 

been introduced into the transportation systems by leveraging advances in technology (Rayle et 

al., 2014). TNC is a term used to define a transportation mode that connects drivers with 

passengers through technological devices. The type of services provided by TNC’s is very 

similar to that of traditional taxis. A passenger orders a ride and pays for the service provided by 

a driver. Requesting a ride requires downloading a TNC's application on technological devices 

including smartphones, tablets, or computers and the payment process requires the travelers to 

register with a valid credit card (Moran, 2016). 

The most popular service provided by app-based on-demand ride services in the U.S. is 

ridehailing or ridesourcing which is a private-ride service provided by privately-owned 

companies, wherein drivers provide passengers with a ride in a personal vehicle for a fee. UberX 

and Lyft are two famous examples of ridehailing service (Moran, 2016). Uber is a well-

recognized TNC available in 263 cities and regions within the U.S. (Uber, 2019), and has a 

significant contribution to the U.S. economy with more than $17 billion in the Gross Domestic 

Product (EDR Group, 2017). Lyft currently provides its service in over 200 cities nationwide. In 

2017, more than 28% of Lyft rides originated from the low-income areas, which often lack 

reliable public transportation, and about 47% of passengers used this service where public transit 

did not work (Lyft, 2017). 

Ridesplitting, carpooling, taxi/car services are other examples of services provided by 

TNCs (Moran, 2016). A ridesplitting service is a ridesourcing service through which “TNC 
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drivers can offer a shared ride for several riders who are sharing a similar route, for a discounted 

rate” (Moran, 2016, p. 3). Via, LyftLine, and UberPOOL are the examples of ridesplitting 

(Moran, 2016). Via provides service in New York, Chicago, Washington DC, West Sacramento, 

and Arlington, TX (Via, 2019). The results of a report commissioned by New York City’s Taxi 

and Limousine Commission in 2018 show that the earning of Via driver partners in New York 

City is on average 43% more than Lyft drivers and 35% more than Uber drivers (Via, 2019). 

Taxi/car services such as UberBLACK and UberTaxi provide ride by professionally licensed 

drivers or chauffeurs. Travelers can also use Lyft Carpool as a type of carpooling service 

provided by TNC’s, through which “a TNC facilitates a transaction between two commuters 

traveling a similar route” (Moran, 2016, p. 3). 

2.2.1 What Does the App-based, On-demand, Ride Services Bring to the City and the 

Household? 

App-based, on-demand ride services can pay off for municipalities and States. 

Ridehailing passengers in Chicago pay a 15-cent fee for every ride, which will be used for 

making the city’s trains run faster and smoother through upgrading the tracks, signal and trains’ 

electricity. In 2018, it was expected that the city of Philadelphia earned $2.6 million dollars for 

public schools through a 1.4% on ridehailing usage—this tax generated over one million dollars 

for the enforcement and regulation of the ridehailing industry. In South Carolina, municipalities 

and counties earned over one million dollars through a 1-percent ridehailing fee. In 

Massachusetts, during February 2018, a fee of 20 cents was determined by the officials for every 

trip made by app-based, on-demand ride services, and the revenue of this tax was designated to 

improving roads and bridges, compensating for the lack of funds dedicated to state 

transportation, and assisting taxi industry to adjust to new technologies and job training (Hu, 

2018). 
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Although the expansion of ridehailing services has increased congestion, threatened taxi 

industries, and caused political and legal challenges for states and municipalities in regulating 

them, they serve as an unexpected advantage for municipalities, through saving them millions 

that would have otherwise been spent for transportation and infrastructure needs. Many 

municipalities and cities across the U.S. have designated fees and taxes on app-based, on-

demand ride service companies or ridehailing passengers, or both. New York has a new 

surcharge on the trips made by app-based, on-demand ride services and taxi services, which can 

be turned into a central component of a congestion pricing plan for Manhattan. Also, a state task 

force, which has proposed fees of $2 to $5 on the trips made by app-based, on-demand ride 

services and taxi services in New York City, could create up to 605 million dollars per year for 

the failing subway. In 2015, South Carolina included a 1% fee to the trips made by app-based, 

on-demand ride services, which enabled it, to some extent, to set up a single regulatory 

framework. Adding this fee was also essential in hindering local officials from charging high 

fees to ridehailing vehicles parked outside. As an example, the city of North Charleston in South 

Carolina earned over $30,000 per year from this fee and used it for municipal operations. 

Supporters of the charges on ridehailing companies believe that these charges are justified, as 

these vehicles utilize public streets and resources, and redirect passengers and fares from public 

transit (Hu, 2018). 

Research shows that female passengers are concerned about their sense of security from 

potential crimes in ridehailing vehicles and their drivers (Yan et al., 2019). They are 

uncomfortable with sitting with strangers in a small-sized vehicle and they fear that on-demand 

shuttles may travel to unsafe places. Installing security cameras, placing larger spaces between 

seats, and ensuring the driver are trained adequately are recommended for increasing the safety 

https://www.nytimes.com/2018/01/18/nyregion/driving-manhattan-congestion-traffic.html
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of on-demand ridesharing services (Yan et al., 2019). However, researchers observe safety of 

travel with app-based, on-demand ride services from various perspectives. Hailing a ride with 

these services could increase passengers’ safety or at least a perception of safety, because both 

riders and drivers have “a digital record of the trip and reviews of one another” (Brown, 2018, 

p.137), which can also discourage discrimination against many passengers living in underserved 

neighborhoods or communities of color. Hailing rides by these apps can lessen the likelihood of 

drivers rejecting passengers due to characteristics such as race or gender. App-based, on-demand 

ride services stretch travel options to underserved areas because drivers do not know their 

passengers’ destination before picking them up, and they cannot refuse to enter ill-favored 

neighborhoods (Moran, 2016). It means that travel to and within unfamiliar neighborhoods is 

more facilitated with the navigation systems of on-demand services (Brown, 2018). Ridehailing 

services may improve the perceptions of safety because riders and drivers can rate one another 

and ridehailing drivers particularly know that troublesome passengers are not eligible to use 

ridehailing platform. Also, the payment process with ridehailing services, at least in U.S., is 

cashless, which may increase the security of payment for both drivers and passengers, although it 

could be a barrier to low-income households because of their lack of access to debit/credit cards 

(Brown, 2018). However, there are partnership programs between ridehailing companies and 

local governments for helping low income households. For instance, the Pinellas County 

Transportation Disadvantaged (TD) Program, a partnership between Uber and the Pinellas 

County in Florida, has been created for supporting low-income households by subsidizing 

transportation for individuals who earn less income than the 150% of the federal poverty criteria. 

Low-income passengers who meet the eligibility criteria may request to hail a maximum of 23 

free rides between 9:00 p.m. and 6:00 a.m. every month (Moran, 2016). 
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The literature calls for the complementary effect of app-based, on-demand ride services 

on the existing public transit system by improving last-mile transit access. The promotion of 

transit ridership and reducing operations costs are the possible outcomes of alternating low-

ridership bus lines with these services (Yan et al., 2018). The technology-driven nature of app-

based, on-demand services probably serves as a competitive advantage for these services over 

traditional ones. The results of a study in San Francisco indicate that travelers tend to substitute 

the taxi and public transport trips with most trips made by app-based, on-demand services (Rayle 

et al., 2014). Factors such as speed, convenience, and shorter waiting time for the arrival of 

ridesourcing vehicles, as well as the role of age, education, and travel behavior of individuals are 

determinant in tendency towards modal substitution (Rayle et al., 2014).   

App-based, on-demand ride services, as a travel mode, have been widely explored in 

previous studies and travel behavior studies discuss the determinants of the mode choice (Lee et 

al., 2018; Vij et al., 2017; Kuppam et al., 1999; Clifton & Handy, 2003; Handy et al., 2004; 

Circella et al., 2017). These studies assess the shifts of travel modal preference over time, and the 

role of generational differences in being multimodal (Lee et al., 2018; Vij et al., 2017). 

Researchers investigate mode choice of on-demand ride services by takings various methods, 

such as designing a framework for a mode choice model for integrating on-demand services into 

regional travel models, as well as examining the factors that can limit the adoption of these 

services by passengers (Alemi et al., 2018; Henao, 2017).   

Due to the scarcity of publicly available data, it has not yet been adequately assessed 

which travel modes are being substituted by on-demand ride services (Lavieri et al., 2018). Some 

survey-based studies examine the preference for on-demand services by passengers (Clewlow & 

Mishra, 2017; Dias et al., 2017; Rayle et al., 2016; Lavieri & Bhat, 2019; Asgari et al., 2018). 
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For instance, the results of a survey-based research in San Francisco display the substitutability 

of these services for the taxi, public transit and driving (Rayle et al., 2016). Also, the outcomes 

of the other survey-based research in the state of California highlights the strong impact of 

individuals' preferences for owning and using vehicles, limiting the ridehailing adoption among 

users and non-users (Alemi et al., 2018).  

Millennials tend to be the frequent users of these services with a high likelihood of 

adoption (Alemi et al., 2018). The more usage of on-demand services results in a decreased rate 

of driving made by both frequent and non-frequent riders. Frequent riders, those who are more 

multimodal, those living in zero-/lower-vehicle households, and younger individuals, have a 

greater tendency towards using these services as a substitution for some travels that would have 

otherwise been made by active modes or transit (Alemi et al., 2018). Frequent users of these 

services are those who are more willing to pay to have less travel time, but the likelihood of 

being a frequent user is lower among individuals with stronger preferences for personal vehicle 

ownership, and those who have more significant concern about safety/security of on-demand 

services (Alemi, 2018). The most widely cited public safety concerns, which have called for 

some regulations by local governments, are drivers' background checks and insurance 

(Holloway, 2015). The background check is particularly significant in addressing the expectation 

of the customers of the safety of on-demand services. Dyer (2016) compares the background 

check standards for these services with taxicabs in Nevada and recommends implementing more 

comprehensive background checks and safety features by Uber to help the company to avoid 

prospective lobbying and lawsuit costs. 

Having a tech-savviness lifestyle positively influences ridehailing in general and pooled 

ridehailing in particulate (Lavieri & Bhat, 2019). The likelihood of the adoption of on-demand 
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services is higher in people who live technology-oriented lifestyles. It displays the association 

between familiarity with, and the adoption of modern technology in daily life, and the adoption 

of on-demand services (Alemi et al., 2018). Young, higher income and well-educated individuals 

tend to be the consumers of this travel mode. These are the individuals who work and reside in 

higher-density areas. Also, the likelihood of the usage of this mode is higher among households 

with one or more vehicles (Dias et al., 2017). The results of a survey-based nationwide study 

about mode choice behavior of participants concerning ridesourcing and automated vehicles 

(AV) highlights the potentiality of on-demand services, including AV technologies in becoming 

a viable travel mode for many travelers (Asgari et al., 2018). The results highlight the preference 

for single rides compared to shared rides by most drivers and passengers, but the preference for 

shared rides by transit users is more significant than exclusive services. It may specify the 

significance of cost for transit users in their mode choice decisions.  

Urban Americans are regular users of app-based, on-demand ride services, which are 

used less regularly by individuals in the suburbs (Clewlow & Mishra, 2017). The results of a 

study concerning the adoption, use, and the effects of app-based, on-demand services in seven 

major U.S. cities signified a net decrease in transit use reported by the users of this mode 

(Clewlow & Mishra, 2017). More frequent users are those who disposed of a vehicle, and 

roughly half of the trips made by ridehailing services are those that would have otherwise been 

made by other modes including walking, biking, transit, or completely avoided. Also, there is not 

a smooth adoption of this travel mode across income classes and age groups, and the rates of 

vehicle ownership are similar between consumers of this travel mode and everyone else 

(Clewlow & Mishra, 2017). This displays the significance of factors such as vehicle ownership, 

income, and age in examining the adoption of on-demand services. These are the factors through 
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which a significant portion of populations are characterized. These populations are called transit-

dependent and their characteristics are discussed in the following section.  

2.3 Transit-Dependent Population and Their Characteristics 

According to the U.S. Department of Transportation, transit-dependent populations are 

characterized as persons without private transportation, under age 18, over age 65, or those living 

below poverty or median income levels, according to U.S. Census Bureau’s definition (U.S. 

DOT, 2012). Transit-dependent populations have limited automobile access and there is not an 

adequate level of mass transit service to serve them (Jiao & Dillivan, 2013). The dependency of 

these groups on transportation is not limited to travel to work (Sanchez & Brenman, 2010). They 

rely on transportation for other purposes, such as obtaining medical care, getting to school, and 

shopping for basic needs such as groceries (Sanchez & Brenman, 2010). Transit-dependent 

populations are often low-income people (Sanchez & Brenman, 2010). Due to the orientation of 

transportation policies and public funds towards travel by car, these populations face challenging 

economic inequities (Sanchez & Brenman, 2010).  

Transit-dependent populations constitute a significant demographic of people and the 

impact of the lack of transit on these groups is adverse. They are often characterized as 

marginalized populations from society and are often excluded from overall participation in 

society, for example, with a lack of access to employment and retail (Jiao & Dillivan, 2013). 

Exclusion creates a direct connection between transportation and the socioeconomic status of 

individuals (Gordon, 2010). A possible consequence of this relationship is poor transportation for 

the poor, as well as a decline in the poor’s demand to receive strong transportation (Gordon, 

2010).  
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The improvement of transit access for all requires reframing transportation as a civil right 

with civic organizations and transportation advocates at the local state, and national levels. 

Attempts towards enhancing the fairness of transportation policies require the recognition of the 

broad influence of these policies on civil rights, mobility, land use, and the environment. 

Evaluation of the fair distribution of the benefits and burdens of transportation policies to 

minority and low-income communities must be an essential part of every attempt made towards 

improving the fairness of transportation policies (Litman, 1999 as cited in Sanchez et al., 2003; 

Gutiérrez, 2014; Bullard, 2004; Kanter, 2015; Inwood et al., 2015;  Baida, 2003; Gordon, 2010; 

Attoh, 2013; Allen, 2017). From a civil rights perspective, I can argue that people in need of 

transportation, such as low-income individuals, must not be charged for public transportation as 

a public service, because these people are paying taxes, and it is their right to use public 

transportation free of charge.  App-based, on-demand ride services are ubiquitous across the 

country. The type of service provided by these companies is flexible, and a passenger can take a 

ride with these services almost anytime and anywhere. The drivers of on-demand services are 

scattered in many places, as the flexible nature of this service for driving requires. This 

flexibility provides a substantial covered area of service for transit-dependent populations 

deprived of access to public transit.  However, app-based, on-demand ride services are private, 

and people must pay to use them. Having these services as a replacement for public 

transportation will no longer make transportation a public service, and people in need of 

transportation may question where the taxes they have paid have gone. Having public 

transportation as a free service can be perceived as a public right by people in need of 

transportation who must rely on it and replacing public transportation with on-demand services 

may negatively impact the perception of these individuals towards on-demand services.  
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The identification of transit-dependent populations serves as a useful tool for determining 

the unmet demand for transit. On-demand ride services can serve as a viable mode for transit-

dependent populations. In a comprehensive study on the state of transportation equity in Dallas, 

Hamidi (2017) examined all types of transit-dependent populations, addressing socioeconomic 

characteristics such as age, income, and life cycle to figure out the hot spots of transit demand.  

She developed regression models to determine the relationship between transit demand and 

socioeconomic features of neighborhoods.  Next, the spatial pattern of selected socioeconomic 

factors was assessed using spatial autocorrelation, which is applicable to measure if there is an 

underlying geographic clustering of the data based on both location and socioeconomic 

characteristics of block groups (Getis & Aldstadt, 2010 as cited in Hamidi, 2017). Then, the Z-

scores of socioeconomic factors were measured and aggregated together to define transit demand 

for each block group. Finally, the resulting average of these criteria were implemented for hot 

spot analysis, and based on the outcome of this final step, statistically significant spatial clusters 

of high values (hot spots of transit demand) and low values (cold spots of transit demand) were 

specified. It indicates the significance of addressing socioeconomic and demographic 

characteristics of transit-dependents in specifying their demand for transit. Socioeconomic and 

demographic characteristics of riders are also key determinants of travel mode choice, along with 

travel attitudes, technology adoption, and built environment. The next section is a discussion of 

the barriers that deter transit-dependent people from accessing app-based, on-demand ride 

services, which is followed by a section exploring the key determinants of travel mode 

preference and frequency of use of ridehailing services and fixed-route transit. 
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2.4 Barriers That Deter Transit-Dependent People from Accessing App-based, On-

Demand Ride Services 

According to the literature, limited access to credit cards, cost, limited payment method, 

slow digital literacy, lack of access to smartphones, internet, or Wi-Fi, using a basic mobile 

phone with no internet capabilities, lack of access to a regular data plan, anxiety about and 

distrust of online payment methods, and the need of translation for transportation apps into 

languages other than English, are the major barriers that can deter transit-dependent people, 

especially low-income people, from accessing app-based, on-demand ride services (Dillahunt et 

al., 2017; Shaheen, et al., 2017; Moran, 2016; Creger et al., 2018; Dillahunt & Veinot, 2018; 

Shirgaokar, 2018; Golub et al., 2018; Yan et al., 2019).  

Although ridehailing services have rapidly expanded in recent years, access by low-

income adults to these services is still challenging, particularly for low-income communities of 

color (Creger et al., 2018). App-based, on-demand ride services are not still affordable to many 

riders for routine commuting and longer non-work trips, although they compete with public 

transit for shorter trips (Shaheen, et al., 2017). They are costly and riders may need to rely on 

credit cards (Dillahunt & Veinot, 2018). Access to smartphone and bank account are the 

prerequisites for using these services and these are important barriers to which low-income 

people often face. App-based, on-demand ride services like many other shared mobility services 

require debit/credit cards for payment. (Shaheen, et al., 2017).  Thus, being unbanked or 

underbanked deters low-income people from accessing these services. Being underbanked means 

that a person may have a bank account but must rely considerably on cash or checks rather than 

bank services, such as credit cards. The rate of being unbanked and underbanked is generally 

higher among younger, less educated, low-income, and non-white populations. Due to banking 

restrictions, cash is still an important means of paying transportation fares. For riders who only 
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use cash to pay for travel, this results in preventing them from using app-based, on-demand ride 

services (Brown, 2018). 

Lack of access to a smart phone is another main barrier for access to ridehailing services. 

Smartphone access varies across households, and there is a significant positive association 

between smartphone access and the income level and educational attainment of people. Data plan 

limitations can restrict the use of app-based, on-demand ride services even among the households 

that own smartphones (Brown, 2018). Transit-dependent riders with the lack of access to regular 

data plan may fear being unable to hail a ride for their return trips, even if they could access Wi-

Fi in their returning points. Populations with no access to the internet are the populations that 

have been left out by the “Digital Divide” (Shaheen, et al., 2017, p. 20). Like many other shared 

mobility systems, it is essential to access the Internet, in particular through a smartphone, in 

order to access to ridehailing services. Providing real-time data and location services by 

ridehailing apps requires access to high-speed data connections, and thus, locating riders and the 

process of real-time transactions is problematic with low speed internet (Shaheen, et al., 2017).  

Research also addresses logistical issues, such as the malfunction of the technology as a concern 

for transit-dependent riders when considering using ridehailing apps (Yan et al., 2019). 

Low digital literacy is also a major barrier, because people with this challenge may need 

help from family members and friends for the process of downloading the app on the 

smartphone, creating account, and hailing the ride. They can feel discomfort using the ridehailing 

app or even the smartphone, due to low digital literacy (Dillahunt et al., 2017). Also, among 

transit-dependent people, low-income people and seniors are reluctant to connect personal 

financial information to mobility applications. Identity theft or losing funds from online or 

smartphone accounts may be a big concern for low-income riders, which deters them from using 
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these services. Access to data and the internet is a significant barrier to low-income people, and 

they fear the risk of reducing data use or cancelling cellphone plans because of cost or data 

restrictions (Golub et al., 2018). 

2.5 Key Determinants of Travel Mode Preference and Frequency of Use 

There is a relationship between travel mode preference, mode choice, and frequency of 

use. Discussion of the demand for trips is a requirement for the analysis of trip frequency and 

mode choice. Demand approach allows the researcher to investigate questions concerning travel 

behavior, such as the effect of changing trip distance on the desire and ability to take trips by a 

particular travel mode. Discussion of the demand for trips can happen in a framework that the 

tools of microeconomics can provide. In this framework, it is significant to figure out to what 

extent the overall restrictions of resources necessitate compromising, among the existing 

alternatives, such as travel modes and to what extent the comparative desirability of these 

alternatives associates with the comparative costs. According to the demand approach, 

preferences over the goods in question is a factor based on which choice is taken. Preferences 

include attitudes and tastes towards travel modes and there is a correlation between individuals’ 

preferences and their demographic and other personal characteristics (Crane, 1996). Also, 

frequent choice of a particular travel mode would lead to a habitual choice of this mode. This 

means that the increase in the usage frequency of a travel mode would result in the development 

of a habit of using this mode and lessons the likelihood of choosing substitute mode (Fujii, & 

Gärling, 2003). Given the relationship between travel mode choice, mode preference, and 

frequency of use, I have also considered mode choice in investigating the key factors influencing 

mode preferences and usage frequency.  



51 

 

Some previous studies have launched surveys to obtain measurable data for the evaluation 

of trips made by app-based, on-demand ride services (Treasure, 2018; de Souza Silva et al., 

2018; Rayle et al., 2014; Rayle et al., 2016; Aarhaug & Olsen, 2018; Clewlow & Mishra, 2017; 

Murphy, 2016; Yan et al., 2018; Chen, 2018; Asgari, et al., 2018; Lewis & MacKenzie, 2017; 

Pike et al., 2017; Henao, 2017; Smart et al., 2015). In these studies, data was collected through 

various methods, such as phone-based, and Internet-based questionnaires or a mix of survey and 

qualitative data collection methods, such as interviews and focus group discussions (Aarhaug & 

Olsen, 2018; Murphy, 2016; Henao, 2017). The study of Rayle et al. (2016) in San Francisco 

was a notable example of conducting an intercept survey. Survey-based studies have evaluated 

travelers’ preference for using app-based on-demand ride services (Clewlow & Mishra, 2017; 

Dias et al., 2017; Rayle et al., 2016; Lavieri & Bhat, 2019; Asgari et al., 2018), and they have 

apprised the substitutability of these services for other travel modes, although these 

investigations have not been extended due to limited access to the essential data to be used by the 

public (Lavieri et al., 2018). This study may serve as one of the first comprehensive survey 

investigations which examines the determinants behind the modal preferences and the usage 

frequency of both ridehailing services and fixed-route transit by transit-dependent people in the 

form of a single model simultaneously.  

The following section discusses socio-economic and demographic characteristics, built 

environment and residential locations, mobility-related attitudes, and technology adoption as the 

key determinants of travel modal preferences and the usage frequency of ridehailing services and 

fixed-route transit. 
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2.5.1 Socio Demographic Characteristics, Travel Behavior and Modal Preferences 

 

Demographic characteristics of individuals are well cited in the investigation of 

ridehailing demand in the literature of on-demand ride services (Dias et al., 2017; Alemi et al., 

2018; Lavieri et al., 2017; Henao & Marshall, 2017; de Souza Silva et al., 2018; Clewlow & 

Mishra, 2017; Yan et al., 2018; Chen, 2018; Lewis & MacKenzie, 2017; Henao, 2017). 

Sociodemographic variables are among the traditional determinants that influence travel 

behavior and have significantly remained related to the most aspects of travel (Alemi, 2018; 

Hanson, 1982). Mode choice depends on both the built environment and socioeconomic 

characteristics, although most likely the role of socioeconomics characteristics is more 

significant (Ewing & Cervero 2001; Ewing & Cervero 2010). The inclusion of 

sociodemographic variables in transportation mode choice models can improve the statistical 

assessment of the model and it can increase its descriptive capacity (Bernetti, et al., 2008). 

Variables such as the vehicle per capita and household income are determinant in the mode 

choice of passengers (Ewing & Cervero, 2001), and research control for the socioeconomic 

characteristics of individuals, serve to explain the shift in mode choice for various distance 

travels (Limtanakool et al., 2006). 

Travel mode preferences are also related to the socioeconomic and demographic 

characteristics of individuals and their households, such as such as age, sex, income, and 

household size, as well as vehicle ownership (Van Wee et al, 2002). There is a relationship 

between the comparative usefulness of cars to public transport and mode preference. Preference 

for cars is stronger among residents who own a car, higher-income people, and individuals living 

in larger households. It is also strong among men and people younger than 46. People who own a 
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car, people who have a higher income, and people with larger family size have an above-average 

car preference (Van Wee et al, 2002).  

The socioeconomic background of individuals is applicable in specifying the users of on-

demand services, and this information is useful in specifying the effect of the adoption of on-

demand services on the established travel modes (Clewlow & Mishra, 2017). Investigating the 

basic demographics of individuals, as well as their previous and alternative modal choices is 

taken as a method for the comparison between on-demand services and other traditional 

alternatives (Rayle et al., 2016). Age, gender, household income, having children in the 

household, individual’s status as student, ethnicity, race, vehicle availability, household size, and 

household composition are among the determinant variables in examining the likelihood of the 

adoption of on-demand services and mode choice (Yan et al., 2018; Alemi et al., 2018; 

Hampshire et al., 2017; Lavieri & Bhat, 2019; Rayle et al., 2016). The income level of mass 

transit users is significantly lower than automobile commuters. Bus ridership can be predicted 

based on the socioeconomic characteristics of the riders, and there is an indirect relationship 

between car availability in the households and riding the bus. Also, having fewer cars than 

drivers per household is related to the increased use of bus services (Flannelly & McLeod,1989). 

Individuals younger than age 60 years are less likely to change their transportation towards the 

transit mode, in comparison with older adults (Bernetti, et al., 2008). 

In survey-based studies, the socio-economic and demographic information of respondents 

and their households, such as sex, employment, educational status, income level, living expenses, 

and access to vehicle, are significant in determining the likelihood of choosing travel modes by 

respondents (Asgari et al., 2018; Yan et al., 2018). Research controls for the sociodemographic 

characteristics of the ridehailing travelers to estimate the variation of ridehailing adoption with 
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respect to built environment attributes, and to evaluates the impact of the ridehailing adoption on 

the overall patterns of travel across a variety of sociodemographic characteristics (Alemi et al., 

2018). 

Users of on-demand services differ in their sociodemographic characteristics. The results 

of a study on the frequency and the adoption of ridehailing in California shows that about half of 

the frequent ridehailing users are more probable to reside in low /medium-income households, 

and are between the ages of 25 and 34—and the likelihood of adoption to on-demand ride 

services is increased with highly educated, older millennials (Alemi et al., 2018). Also, a larger 

proportion of frequent ridehailing consumers reside in households in which no vehicle exists, but 

it is not proven if the number of vehicles available in the household affect the higher usage or the 

adoption of users (Alemi et al., 2018). There is a positive correlation between personal vehicle 

usage and economic status (Yan et al., 2018), and income and vehicle access are significant 

attributes of driving. Higher spending likely increases the tendency of students to live near 

campus, and higher rent on campus offsets the need to drive. The likelihood of selecting non-

driving travel alternatives is higher between students than faculty and staff, although there is not 

a significant difference between males and females in terms of using motorized versus non-

motorized modes (Yan et al., 2018). Research highlights that the availability of on-demand ride 

services could be beneficial for university students due to a lower rate of vehicle ownership in 

this group than working people. Restricted parking regulations and an inflated cost of parking in 

universities are the other reasons that can make on-demand services a viable option for university 

students (Lavieri et al., 2017).  The need to have a smartphone, credit cards, and bank account, as 

well as linguistic isolation, are the obstacles to which lower-income communities encounter to 

choose ridehailing as a travel mode (Hughes & MacKenzie, 2016; Pike et al., 2017).  
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The adoption of on-demand services and their usage can be modeled as the functions of 

sociodemographic characteristics of riders (Lavieri & Bhat, 2019). The literature calls for the use 

of census level sociodemographic data at the trip origins for estimating the characteristics of 

ridehailing users (Lavieri et al., 2017 as cited in Hampshire et al., 2017). Also, the 

socioeconomic and demographic background of riders, including gender, age, work status, 

educational attainment, and race/ethnicity, along with household annual income and household 

composition, are applicable in creating a regional profile of on-demand services (Clewlow & 

Mishra, 2017). Concerning race/ethnicity, there are relationships between belonging to a certain 

ethnicity and privacy concerns with pooled ridehailing (Lavieri & Bhat, 2019). Race and gender 

are recognized as key demographic variables in access to on-demand services (Ge et al., 2016). 

Research displays a pattern of racial discrimination against African American customers in the 

form of longer waiting times and trip cancellations by drivers, particularly in low-density areas 

(Ge et al., 2016).  

The literature review indicates that there are consistencies between the type of 

socioeconomic and demographic characteristics that feature transit-dependent people, such as 

income, and age, as well as access to a vehicle and those characteristics that feature the users of 

fixed route and on-demand ride services. It shows the significance of including these 

characteristics in exploring the modal preferences for and the use of these modes by transit-

dependent populations. However, there appears to be some areas of disagreement in the results of 

studies applying socio-economic and demographic characteristics of riders. According to Dias et 

al. (2017), ridehailing users tend to be high-income individuals, but the results of Alemi et al. 

(2018) study on the frequency and adoption of ridehailing in California shows that about half of 

the frequent ridehailing users are more likely to reside in low-/medium-income households. The 
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income status of individuals is associated with the income level of their households, especially in 

low income families with large household sizes. In these households, all family members earn 

money and spend it together. Therefore, personal income is not a good criterion for survey-based 

studies that aim to focus on low-income populations to investigate mode choice, mode 

preference and usage. Also, disability is an issue that may seriously limit or prevent individuals 

from some travel activities, such as using shared app-based ride services. The issue of disability 

can serve as an important variable for exploring ridehailing as a preferred mode by transit-

dependent people, but it is not very much explored in previous studies concentrating on mode 

preference for on-demand ride services. 

The next section discusses the effect of the built environment on the mode preference for 

and use of fixed-route transit services and app-based on-demand ride services.  

2.5.2 Built Environment and Travel Mode Choice 

2.5.2.1 D-Variables, Mode Preference, and the Use of Fixed-Route Transit Services 

 

The possibilities of moderating travel demand by altering the built environment have 

always been a significant topic in urban planning discussions (Ewing & Cervero, 2010). Such 

impacts used in travel studies have often been themed with words which start with the letter D, 

thus arose the term “D-Variables.” Three of these include density, diversity, and design, were 

originally highlighted by Cervero and Kockelman (1997), later followed by distance to transit 

and destination accessibility. The sixth D, which has been studied less, is demand management, 

including parking supply and charge. The seventh D would be the word "Demographics", and 

while not related to the environment, it has administrated as confounding effects in travel studies 

(Ewing & Cervero, 2010). 
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Density, which more precisely can be defined as a measurement of the volumetric mass, 

is the mass of a unit volume of a material substance per unit of area. Gross or net can be 

considered as the area, and the variables can be employment, population, dwelling units etc. 

Population and employment, which are the variables of interest, are generally calculated to roll 

up the overall activity density per area (Ewing & Cervero, 2010). 

A diversity index is a quantitative measure that pertains to the number of various land-

uses in a given area, and the degree to which they are depicted in employment, floor area, or land 

area.  Entropy measures of diversity are extensively applicable in travel studies. Entropy's low 

values demonstrate single-use environments, while more varied land uses are specified with 

higher values of this index. Ratios, including jobs-to-housing or jobs-to-population are used, but 

less frequently (Ewing & Cervero, 2010). 

Street network features within an area are connected to design, which are different from 

aggregated urban grids of extremely interrelated, straight streets, to thin suburban networks of 

curving streets, forming loops and lollipops. The average block size, the ratio of four-way 

intersections, and the number of intersections per square mile, are the measures which are 

usually considered. Design is sometimes gauged as sidewalk coverage, average street widths, 

average building setbacks, or other physical variables that distinguish auto-oriented 

environments from pedestrian-oriented ones as well (Ewing & Cervero, 2010). 

Destination accessibility, which can be regional or local, measures ease of availability to 

trip attractions (Handy, 1993 as cited in Ewing & Cervero, 2010). Regional accessibility has 

been simply defined as the distance to the central business zone, as well as the number of jobs or 

other attractions easily accessed within a given travel time, which tends to be higher at central 
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locations, and lowest at circumferential ones (Ewing & Cervero, 2010). The local accessibility is 

defined as the distance from home to the nearest store (Handy, 1993 as cited in Ewing & 

Cervero, 2010). Distance to transit is usually calculated as an average, which can be related to 

the shortest street routes from where people live or work, to the closest rail station or bus stop. 

Further, it may be calculated as transit route density, distance amongst transit stops, or the 

number of stations per unit area (Ewing & Cervero, 2010). 

Population density, the density of housing units, and employment density shorten travels, 

which encourages public transit, and lessens dependency on the private car (Sun et al., 2017). 

Researchers have addressed increased network connectivity and grid-like street patterns as the 

contributing factors that would generally encourage taking public transit (Sun et al., 2017). In 

terms of accessibility to transit, the results of a study in Shanghai, China, showed that 

individuals' relocation to suburban areas closer to metro stations could lessen job accessibility 

and increases the likelihood of substituting non-motorized commuting with transit commuting 

(Cervero & Day, 2008 as cited in Sun et al., 2017). 

The demand for transit is affected by the types and mix of land uses (TCRP Report 16, 

1996). High residential density, compact cities with mixed land use, and suitable accessibility are 

recognized as the factors that can increase travel with public transit (Yu et al., 2019). There is an 

association between higher density and individuals’ motivation for reducing car use and selecting 

public transit as a travel mode (Yu et al., 2019). Concerning destination accessibility and 

distance to transit, research highlights the relationship between increasing car use and long-

distance to a destination or the inconvenience of walking to bus stops (Yu et al., 2019). Higher 

densities make destinations closer together, which inevitably results in shortening trip lengths 
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and makes transit use more comparative in comparison with automobile travel (Porter et al., 

2013). 

2.5.2.2 D-Variables, Mode Preference and the Use of App-Based, On-Demand Services 

 

The literature cites built environment attributes, such as employment density (jobs/acre), 

road network density, and transit stop density (stops/mile), that are applicable in exploring the 

geographical distribution of trips made by ridehailing service across neighborhoods (Brown, 

2018).  Higher accessibility to Uber is correlated with higher road network density, population 

density, and less travel time to work (Wang & Mu, 2018). Travel time is a key predictor of the 

ride-splitting behavior of passengers (Chen et al., 2017). Increasing the regional accessibility and 

land-use mix increases the likelihood of the adoption of on-demand services. The likelihood of 

using this travel mode is more significant among individuals who have more long-distance 

business trips and have a more significant proportion of long-distance trips made by plane 

(Alemi et al., 2018). On-demand services offer more significant performance in dense urban 

areas and higher population and employment densities, presumably attributed to more frequent 

trip requests. More frequent trip requests would lead to the attraction of more drivers to the area 

and the reduction of waiting time (Hughes & MacKenzie, 2016). 

There are existing strategies concerning land use, which are created to make the residents 

closer to their destinations and provide them lasting alternatives to driving, which would result in 

driving less. In fact, and more precisely, when there is more accessibility, it would lead to people 

to drive less. Accessibility to new areas enhanced by strategies that incorporate mixed-use 

zoning and permit for retail, and other commercial applications within close adjacency to 

residential zones and street connectivity ordinances, would guarantee more direct routes between 

residential and commercial regions (Handy et al., 2005).  There is an association between more 
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significant land-use mix and regional accessibility by car and the higher likelihood of the 

adoption of on-demand ride services (Alemi, 2018). Those who are concerned about the 

environment want to decrease their auto travel and would prefer to live in higher-density zones, 

due to the ease of access to work. Those who are concerned about better accessibility, and having 

flexible and convenient auto travel, choose the lower-density form of living, and that is the factor 

that makes it easy for people to use the car as a symbol of status (Schwanen & Mokhtarian, 

2010). Researches refer to low residential location density and individuals' privacy concerns as 

the key part of the impediments to the adoption of pooled ride-hailing, with non-Hispanic Whites 

with sensitivity to their privacy than members of other races (Lavieri & Bhat, 2019). 

2.5.2.3 Residential Location and Mode Preference 

 

Residential location is a choice that one chooses with the long-range in mind. This choice 

has an effect on daily travel choices. (Domencich & McFadden, 1975 as cited in Handy & 

Mokhtarian, 2004). Travel-related decisions have been classified into three distinct groups: long-

range decisions, medium-range decisions, and short-range decisions. Residential location, along 

with housing type and employment location, is classified as a long-range, or major land 

use/locational decisions. Automobile ownership and the usual mode of travel to work, variables 

that are very interdependent, particularly for the household's primary worker, are categorized as 

medium-range decisions. Finally, non-work travel decisions are categorized as short-range 

decisions. Medium-term travel-related decisions are conditional on long-range decisions, and 

short-range ones are conditional on both medium and long-range decisions. (Ben-Akiva & 

Atherton, 1977). It highlights the importance of considering residential location as a major 

variable in both travel behavior studies.  
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The residential location choice of riders is a determinant in the prospective rates of the 

adoption of on-demand services and the effect of this adoption on using other travel modes 

(Alemi et al., 2018). It is expected that the adoption rate of on-demand services is more 

significant among those who are residing in cities and large metropolitan areas, where the usage 

of these services is widespread. Also, frequent ridehailing users are more likely to reside in urban 

neighborhoods (Alemi et al., 2018).  The literature calls for employing various methods for 

identifying the residential location of riders. Alemi et al. (2018) geocoded the home address for 

everyone in their dataset, then categorized the residential neighborhood into three classes 

including predominantly urban, suburban or rural. Yan et al. (2018) obtained the residential 

preference variables by asking respondents about the importance of travel modes when they 

moved to their current residence, and these variables were found to be major determinants of 

mode choice. Lavieri & Bhat (2019) defined residential location based on a survey item, in 

which the respondents figured out the type of neighborhood they resided in, and they classified 

residential locations as either rural areas, small towns, central areas/downtown, or suburban 

areas.  

The relationship between the preference for and use of travel modes can be explained, 

with respect to the relation of these concepts, with the residential location of people and the built 

environment. Residents who do not have the chance of living in their preferred residential type 

may have reduced travel satisfaction because the use of preferred travel mode is restricted by the 

built environment. As such, these residents are forced to use substitute travel modes. 

(Kamruzzaman et al., 2013).  Determining the impact of the built environment on travel behavior 

requires the investigation of personal attitudes and preferences (Van Acker, 2010). Research 

shows that in neighborhoods with proper public transport connections, a significant portion of 
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people prefer to use public transport (Van Wee et al, 2002). The importance of mode preferences 

is stronger for public transport lovers than for car lovers, because from a spatial perspective, the 

road network is more developed than rail (and bus) networks, and the accessibility to 

destinations by public transport varies more than the accessibility to destinations by car. Also, 

the likelihood of choosing a residential location in harmony with travel mode preference is lower 

among the individuals who prefer to travel by cars than those with a preference for public 

transport. Considering travel mode preferences of people in land-use policies would assist people 

who prefer using public transport to travel according to their preferences (Van Wee et al, 2002).  

 

2.5.3 Mobility-Related Attitudes 

 

Mobility-related attitudes of individuals is well cited in travel behavior studies (Spears et 

al., 2013; Choo & Mokhtarian, 2004; Molin et al., 2016; Cao et al., 2008; Circella et al., 2016; 

Lyon, 1981; Lyon, 1982; Lyon, 1984; Circella et al., 2008; Redmond & Mokhtarian, 2001; 

Diana & Mokhtarian, 2008; Handy et al., 2006; Etezady et al., 2019; Kuppam et al., 1999; 

Clifton & Handy, 2003; Circella et al., 2017). Attitudes, values, preferences, and perceptions can 

strengthen associations among individuals (Vinayak et al., 2018). Geographical proximity no 

longer serves as the sole factor which determines the interdependence between people. The 

likelihood of close social interaction is higher between people with similar attitudes and lifestyle 

preferences, and close social interaction subsequently reinforces the impacts of attitudes and 

preferences (Vinayak et al., 2018). The change in passengers' attitudes about information and 

communications technology has greatly influenced the change in public transportation. 

Individuals’ interactions and information exchange on transportation choices or observing the 
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behavior of other individuals in their close vicinity can also influence behavioral choices 

(Shaheen & Cohen, 2018).  

Using a specific travel mode and the tendency towards using it mutually affect one 

another (Kroesen et al., 2017). Attitudes for travel, personality, and lifestyle are significant to 

vehicle mode choice. For instance, those who might be interested in living in urban areas 

characterized with higher-density mixed uses are also more interested in driving expensive cars 

or SUVs, which indicates that having the desire for living in urban districts may not be in 

relation with an interest in fuel-efficient transportation, as a new urbanist commentator might 

desire. The lack of preference for travel is related to their preference for driving a luxury car, a 

preference that likely arose due to the desire to make an unpleasant activity more tolerable. The 

worse travel conditions get, the more some will try to make up not by shortening travel, but by 

improving their experience, via obtaining a more expensive vehicle, for example. Those who 

believe they do travel a lot in long distances are less likely to go by compact cars (Choo & 

Mokhtarian, 2004).  

Transit policies must not merely concentrate on designing and developing spatial plans, 

but also should consider subjective implications (Van Acker, 2010). Living in a high-density and 

mixed-use area close to the center of the city or village is related to lower car usage and using 

more public transportation, as well as an increase in activities such as walking and cycling. 

However, these spatial influences on modal selections are generally small, and other influences 

are of more significance (Van Acker, 2010). As an example, modal choices are not only directly 

affected by high density and more diversity, but principally indirectly through the interplay with 

other aspects, such as car ownership.  Also, some people select a residential neighborhood by 

themselves so that it would be in harmony with their residential and travel attitudes and 
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preferences. To others, however, the enjoyment of travel dominates their modal choices, and it 

does not matter where they live in. In such conditions, the primary purpose of spatial planning 

strategies, like lessening car usage through densification, is not frequently gained (Van Acker, 

2010). 

  The likelihood of the use of app-based transportation services is more significant for 

individuals who use these services frequently, and those who have utilized taxi and carsharing 

services in the past (Alemi et al., 2018). Also, the tendency of the quicker adoption of these 

services is observable among individuals with a stronger attitude towards supporting the 

environment—these individuals tend to be variety-seeking and technology-embracing (Alemi et 

al., 2018). Aiming to explore the determinants of the continues intention of the mobile taxi 

booking (MTB) application service, Weng et al. (2017) surveyed 387 users of this service in 

Kuala Lumpur, Malaysia. They used the Technology Continuance Theory (TCT) to explore the 

subjective factors, such as attitudes and perceptions that motivate passengers towards the 

continuous usage of the taxi app. They considered attitudes, perceived risk, perceived ease of 

use, and perceived usefulness as predictor variables to better understand the contentious intention 

of using MTB apps. TCT is a theoretical model proposed by Liao et al. (2009), which represents 

and explains users’ behavior concerning technology continuance. The findings emphasized the 

substantial impact of perceived usefulness, attitude, and satisfaction on the continuance intention 

of using the MTB App. 

Consideration of the behavioral experiences of people in access to transit is significant in 

the investigation of the role of attitudinal factors in the preference for on-demand services as a 

travel mode by transit-dependent people. One can imagine the experience of transit-dependent 

individuals: they live in transportation underserved communities, in which they have no access to 
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transit, but they are able to receive an on-demand service, as an alternative travel mode. This 

alternative might serve as a satisfactory choice. However, if these individuals change their 

residential location and move to places that offer decent public transit, they obtain a behavioral 

experience of access to transit that they did not have before. Experiencing transit can change 

their subjective knowledge and attitude towards on-demand services. Based on this new 

knowledge, they might not find the on-demand ride services as a satisfactory choice, and they 

might demand transit. The experience of a particular travel mode can form one’s subjective 

knowledge about it. Transit-dependent people in transportation underserved communities do not 

have the subjective knowledge of transit or adequate transit, because no transit exists in these 

areas—or the existing transit is limited or inefficient. They might receive a substitute choice, 

such as ridehailing services, but they have not had the chance to experience using transit or 

adequate transit to be able to compare such experiences to ridehailing. Therefore, the behavioral 

experiences of transit-dependent people in their access (or lack thereof) to fixed-route public 

transit can influence their travel attitudes, which influence their preference for, and use of app-

based, on-demand ride services.  

2.5.4 Technology Adoption 

App-based, on-demand ride services imply a transportation service that connects drivers 

with passengers through app-based technological devices. Thus, technology adoption must be 

included as a variable in exploring the transit-dependents’ mode preference for and their use of 

this travel choice. The activity-travel choices of individuals who own smartphones significantly 

differ from those who do not own these devices (Astroza et al., 2017). Obtaining travel 

information by these devices makes the effect of smartphone ownership on activity-travel choice 

more significant. There is a correlation between owning and using a smartphone and increasing 



66 

 

the likelihood of using multiple options for travel (Astroza et al., 2017). Given the rapid 

expansion of technology, and the widespread use of the smartphone, the significance of 

including the impacts of technology in travel forecasting models for predicting travel demand in 

the context of substitute scenarios, becomes even more prominent (As,troza et al., 2017). 

The emergence of app-based, on-demand ride services as a new generation of travel 

modes is the result of the integration of transportation and information technology (Yan et al., 

2018). Following the advances in the information and communication technologies (ICTs), the 

travel and lifestyle of people have changed. Due to the fast emergence of mobile apps and web 

payment methods, on-demand ride services have rapidly become widespread (Asgari et al., 

2018). These services are now equipped with the essential enabling technologies and features, 

such as digital maps and GPS technologies, providing ridehailing users with waiting times based 

on real-time information (Clewlow & Mishra, 2017). The integration of transportation and 

information technology may increase access to shared mobility, and populations challenging the 

lack of adequate travel options are the potential beneficiaries of increasing access to shared 

mobility (Feigon & Murphy, 2016). Transit-dependent populations could be one of these 

potential beneficiaries.  

The expansion of technology companies providing ridehailing platforms is the 

consequence of the connection between drivers and passengers, through mobile smartphone 

applications, and social networks and real-time information, which are determinants in making 

this connection (Henao, 2017). However, access to information technology is recognized as an 

obstacle towards the widespread adoption of new shared mobility options, because such access is 

a precondition to using many of these shared modes. It is more observable among lower-income 

individuals and those who are not familiar with using new technology (Feigon & Murphy, 2016). 
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Among transit-dependent people, the elderly might be the individuals who do not feel as 

comfortable using ridehailing services, due to the technology-based nature of this travel mode.  

Research quantifies the associations between the use of ridehailing services and various 

explanatory variables, including technology adoption, to examine the frequency and the adoption 

of these services (Alemi et al., 2018). The extent of individuals’ familiarity with modern 

technology and the adoption of these technologies in their daily life would determine an increase 

in the likelihood of the adoption of this travel mode. As such, technology adoption should also 

serve as a useful variable in exploring the mode preference for and the use of on-demand ride 

services. Riders’ adoption of ridehailing as a technology-based mode can be explained in the 

context of the Technology Acceptance Model (TAM). According to TAM, the role of perceived 

ease of use and perceived usefulness are significant in the acceptance or rejecting of a 

technology. People's beliefs about the usefulness of a system in enhancing their performance 

would determine perceived usefulness, and the degree to which they believe that using that 

system would require minimal effort, would determine perceived ease (Davis, 1989). It is 

expected that transit-dependent individuals who are more familiar with modern technologies are 

more likely to have mode preference for and use of this travel choice.  

2.5.5 Summary 

Transit-dependent populations form a significant demographic of people, and the impact 

of the lack of transit on these groups is adverse. They are often characterized as marginalized 

populations from society and tend to be excluded from overall participation in society and suffer 

from the lack of access to employment and retail. They have limited automobile access and there 

is not an adequate level of mass transit service to them. The dependency of these groups on 

transportation is not limited to travel to work. They rely on transportation for other purposes, 



68 

 

such as obtaining medical care, getting to school, and shopping for basic needs such as groceries. 

Transit-dependent populations are often low-income people. Due to the orientation of 

transportation policies and public funds towards travel by car, these populations face challenging 

economic inequities. 

Transit dependent people in the U.S. are faced with very limited mobility options for 

responding to their essential travel needs, which affects their quality of life. A community design 

and a land use pattern that does not support the development of public transit has led to the 

failure of providing adequate transit services to these people, particularly in areas with a sprawl 

pattern. This pattern increases people’s dependency on driving personal cars, which 

consequently reduces their use of transit. A land-use pattern that quells the demand for transit, 

and insufficient capital and operating funding for transit properties, has led to the spatial 

mismatch of jobs, and low-income household are now more vulnerable than others, due to this 

mismatch. These households and workers challenge the cost of housing, which is fast-growing, 

and has reduced the current residence options with transit access to jobs. They also have 

problems with transit services with higher capacity, which usually operate during the rush hour. 

The restricted access and mobility of low-income households between affordable housing and 

jobs is the outcome of suburbanization, and the land use patterns that do not support public 

transit, as well as increasing the costs of developing transit services, car culture, and no 

significant increase in income for low-income working households.  

Urban Americans are regular users of app-based, on-demand ride services; whereas, these 

services are used less regularly by individuals in the suburbs. In major U.S. cities, the more 

frequent users of app-based, on-demand services, are those who disposed of a vehicle, and 

roughly half of the trips made by ridehailing services are those that would have otherwise been 
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made by other modes, including walking, biking, transit, or completely avoided. Also, there is 

not a smooth adoption of this travel mode across income classes or age groups. The likelihood of 

the adoption of on-demand services is higher among those who live technology-oriented 

lifestyles. This displays the association between familiarity with and the adoption of modern 

technology in daily life and the adoption of on-demand services. Young, higher income and well-

educated individuals tend to be the consumers of this travel mode. These are the individuals who 

work and live in higher-density areas. 

The socioeconomic background of individuals is applicable in specifying the users of 

fixed-route transit services and app-based, on-demand services. It is useful in specifying the 

effect of the adoption of on-demand services on the established travel modes. Age, gender, 

household income, having children in the household, an individual’s status as student, ethnicity, 

race, vehicle availability, household size, and household composition, are among the determinant 

variables in examining the likelihood of the adoption of on-demand services and the mode choice 

and mode preferences. 

The demand for transit is also affected by the types and mix of land uses. High residential 

density, mixed land use, and suitable accessibility are the factors that can increase travel with 

public transit. Also, there is an association between higher density and motivation for lessening 

car use and selecting public transit. Ridehailing services offer more significant performance in 

dense urban areas. Higher population and employment densities presumably is associated with 

more frequent trip requests for ridehailing, while increasing the regional accessibility and land-

use mix increases the likelihood of the adoption of these services. There is also a relationship 

between the residential location of people and their travel mode preferences and usage. Residents 

who do not have the chance of living in their preferred residential type may have reduced travel 
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satisfaction because their use of preferred travel modes is restricted by the built environment. As 

such, these residents are forced to use substitute modes of travel.  

The likelihood of the use of ridehailing services is higher among individuals who use 

these services frequently, and those who have used carsharing services in the past. Research 

quantifies the associations between the use of on-demand services and technology adoption, to 

examine the frequency and the adoption of these services. The extent of individuals’ familiarity 

with modern technology and the adoption of these technologies in daily life would determine the 

likelihood of their ridehailing adoption. The role of perceived ease of use and perceived 

usefulness are also significant in the acceptance or rejecting of a technology. Individuals’ beliefs 

about the usefulness of a system in enhancing their performance would determine perceived 

usefulness, and the degree to which they believe that using that system would be free of effort 

would determine perceived ease.  
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3 CHAPTER THREE: METHODOLOGY 

 

3.1 Research Design 

Following the development of the research questions and hypothesis, explaining the 

research significance, and literature review, it is essential to select the appropriate methods that 

can answer the research questions. The survey is the selected method, and the following steps 

explain the execution of the data collection and analysis.   

Step one: In order to design my survey, I reviewed the existing survey-based studies that have 

emphasized the fixed-route transit services and app-based, on-demand ride services from various 

aspects. The survey must be original and comprehensive enough for the purposes of this 

dissertation. I reviewed previous surveys to figure out the most important factors concerning the 

preference for and use of traditional and technology-based travel modes.  

Step two: I designed my survey based on the procedures performed in step one.  

Step three: I determined transit-dependent people as the target population of this study. As such, 

I needed to design the sample for data collection, based on the socio-economic and demographic 

characteristics of these populations. I collected the data concerning the mode preference and 

usage frequency by running the survey, and I obtained the data concerning the built environment 

variables. This study uses the following types of built environment data: secondary, online, and 

publicly available. 

Step four: Using ArcGIS software, I determined the population centroid of the respondents’ zip 

codes. Then, I buffered around each centroid to examine the status of the built environment 
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attributes. I used built environment data to measure the status of population and employment 

density, and the land-use mix around population centroids.   

Step five: I conducted Structural Equation Modeling (SEM), a statistical analysis, in order to 

model and investigate the direct and indirect effects of the explanatory variables on the outcome 

variables.  

Step six: I analyzed the results and engaged with the literature to figure out if the results answer 

the research questions, and whether the findings validated or invalidate the hypotheses.  I then 

explained the policy implications and recommendations. These two will be presented in Chapters 

4 and 5 respectively. 

3.2 Conceptual Framework & Reference to Theory 

As explained in chapter two, the concept of travel mode preference is related to mode 

choice. The concept of mode choice has usually been employed as an application of consumer 

choice theory, which relates to the belief that individuals make rational choices between options, 

acting or serving in place of other options competing together, in order to maximize personal 

utility or net benefit (Cervero, 2002). Decisions made by travelers concerning commuting 

between the origin and destination points depends on the weight they give to the relative travel 

times, costs, and other characteristics of modes (Cervero, 2002). The consumer choice theory 

assumes the consumer as an individual, with thorough and transitive preferences, will choose the 

most preferred package from the affordable set, defined by the standard linear budget constraint 

(Hands, 2009). In the context of budget constraint, which had been introduced by the theory of 

household consumption (and was later taken over by the general equilibrium theory), budget is a 
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significant factor that serves to designate the plan for revenues and expenditure of any economic 

unit. The budget constraint restricts the set of possible decisions (Kornai, 1980).   

The theory of planned behavior and the technology acceptance model serve as a theoretical 

context for the explanation of the adoption of riders to the fixed-route transit and ridehailing. The 

theory of planned behavior considers behavior as the result of rational choices and emphasizes 

the effect of reasoned influences such as perceptions, attitudes and preferences on behavior 

(Ajzen, 1991 as cited in Van Acker, 2010). The technology acceptance model signifies the role 

of perceived ease of use and perceived usefulness in the acceptance or the rejection of a 

technology. Individuals’ belief concerning the usefulness of a system in enhancing its 

performance would determine perceived usefulness. Also, the degree to which they believe that 

using that system would be free of effort would determine perceived ease (Davis, 1989). 

According to this model, one’s attitude towards using a system determines that person’s actual 

use of that system. 

The theory of planned behavior can be applied as a strong theoretical basis for discussing 

the system of preferences for the use of transportation modes. The main mechanism of the theory 

of planned behavior assumes that one's actual accomplishment of the behavior is influenced by 

one's intention towards adopting a specified course of action. This theory comes from the 

perspective of psychologists, who regarded intentions as mediators between attitudes and actions 

(Haugtvedt et al., 2018). In research on consumer behavior, researchers have identified the 

causal sequence as a hierarchy of beliefs, attitudes, and intentions (Ajzen, 2008). The most 

popular theoretical models in this field are the theory of reasoned action (Aschenbrenner et al., 

1989) and its successor, the theory of planned behavior (Ajzen, 1991). Therefore, according to 

the theory of planned behavior, it can be argued that travel behavior of individuals is influenced 
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by their preferences for using each of these transport systems. On the other hand, this theory also 

discusses the factors that influence the intentions of individuals.  

According to the theory of planned behavior, the intention to perform a particular behavior 

is influenced by three major factors, which are discussed as follows. The first factor is 

“behavioral beliefs,” which refers to the individual’s beliefs about the possible consequences of 

behaviors. These beliefs lead to a favorable or unfavorable attitude toward various behaviors.  

The second factor is “normative beliefs,” which refers to the normative expectations of others 

that lead to perceived social pressure or subjective norms. The final factor is “control beliefs,” 

which “provide the basis for perceptions of behavioral control” (Ajzen, 1991, p.189). Control 

beliefs are a set of beliefs that “[deal] with the presence or absence of requisite resources and 

opportunities” that ultimately “determine intention and action” (Ajzen, 1991, p.196).  Control 

beliefs lead to perceived behavioral control, which refers to the perception of the ease or 

difficulty of performing behavior. The combination of attitudes toward behavior, subjective 

norms, and behavioral control perceptions, leads to the prediction of a behavioral intentions 

(Ajzen, 1991). Planned Behavior Theory is used as a conceptual framework for selecting the 

appropriate policies and understanding the impact of interventions on individuals' behavior. 

These beliefs are the informational foundation of behavior, and the causes of behavior can 

ultimately be found in these beliefs. Therefore, a change in these beliefs can lead to a change in 

behavior (Heath & Gifford, 2002).  

Among the three factors in the theory of planned behavior in the analysis of the system of 

preferences, control beliefs are effective in analyzing the conceptual model. Under this factor, 

the three variables “the importance of service time efficiency in modal preference”, 

“accessibility preference”, and “the importance of service availability in modal preference” are 
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expected to be as variables affecting people's preferences in using transportation modes in the 

model. Time as a key factor that eases the travel process is considered in the intent and 

preference of transit dependent people to use a particular travel mode. Importance of service 

availability is also expected to affect the individuals’ preference for using a particular travel 

mode. The importance of the index of availability becomes more significant, especially in 

relation to the type of service provided by private ride services such as Uber, as the most 

available mode of transportation and easing travel behavior. As mentioned, control beliefs lead 

to perceived behavioral control, which refers to the perception of the ease or difficulty of 

performing behavior. Thus, this effect can also be explained under the theory of planned 

behavior. Overall, the timeliness, speed, and availability are all attractive factors for 

transportation by a particular travel mode, and they are critical in increasing the preference for 

using this mode. 

Theory of Planned Behavior can be viewed as a rational approach to consumer behavior 

because it assumes that goals and behavior in this domain rationally follow the one's behavioral, 

normative, and control beliefs (Haugtvedt et al., 2008). This theory has been used as a 

framework for selecting the proper policies and understanding the impact of interventions on 

individuals' behavior (Heath & Gifford, 2002). Based on this theory, it can be expected that the 

use of transportation modes depends on the financial ability of individuals. In fact, planned 

behavior theory deals with the determining role of people's financial level in making a rational 

decision proper to the financial level. Therefore, transit-dependent people choose a certain mode 

of transportation according to their household income. Income and employment status are among 

the factors influencing the use of transportation systems that fall under the economic situation of 

individuals. Household size and studentship are other factors influencing the use of travel modes 
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that fall into the category of socio-demographic characteristics. In addition to these factors, 

transportation modal use may be also subject to some personal limitations that limit individuals’ 

arbitrary control on preferences. One of the limitations that is expected to be an influential 

variable in the model is disability.  

Residential preference or the preference for living in compact and accessible or sprawl 

neighborhoods is also expected to affect modal preferences. Residents who do not have the 

chance of living in their preferred residential type may have reduced travel satisfaction because 

the use of preferred travel mode is restricted by the built environment. As such, these residents 

are forced to use substitute travel modes (Kamruzzaman et al., 2013).   

 Determining the impact of the built environment on travel behavior requires the 

investigation of personal attitudes and preferences (Van Acker, 2010). Research shows that in 

neighborhoods with appropriate public transport connections, a significant portion of people 

prefer to use public transport. (Van Wee et al., 2002). Built environment variables are expected 

to affect travel behavior and modal preferences. It could be understood by mentioning two 

examples. When built environment variables such as population and employment density are low 

in an area or land uses are not very mixed, people's preference can be affected in two ways. First, 

people who care about the travel time factor prefer to use app-based systems such as Uber to get 

to their destination faster because they are living in scattered areas. On the other hand, given the 

low-income status of the sample, those who care more about the cost of travel prefer to spend 

more time using traditional transportation systems such as buses, which are cheaper but slower. 

The conceptual model below illustrates these relationships. 
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Figure 3. 1 Conceptual framework: The effect of the explanatory variables on the overall 

mode preference and usage frequency (Borrowed from the work of Etminani-Ghasrodashti, 

R., & Hamidi, S. (2019)) 

 

3.3 Study Area 

This study focuses on 48 populous U.S. Urbanized Areas (UAs) as the study area, which are 

displayed in figure 3.2 and described in tables 3.1 through 3.4. The Census Bureau defines 

Urbanized Areas (UAs) as the areas of 50,000 or more people (U.S. Census Bureau, 2018). 
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Figure 3. 2 Study Area (Source: Esri, 2019 https://www.esri.com/en-us/home) 

 
Category Fact Minimum Maximum Average Median 

Population Population estimates, July 1, 2018,  (V2018) 192,364 8,398,748 973,357 632,381 

Age and Sex Persons under 5 years, percent 4.40 7.90 6.52 6.55 

Persons under 18 years, percent 13.40 28.00 21.69 21.65 

Persons 65 years and over, percent 8.70 16.70 12.10 12.25 

Female persons, percent 47.00 53.00 51.02 51.20 

Race and 

Hispanic 

Origin 

White alone, percent 14.60 80.80 57.71 60.40 

Black or African American alone, percent 3.20 78.60 24.52 23.35 

American Indian and Alaska Native alone, 

percent 

0.10 4.60 0.71 0.40 

Asian alone, percent 1.10 34.20 6.76 4.40 

Native Hawaiian and Other Pacific Islander 

alone, percent 

0.00 1.70 0.17 0.10 

Two or More Races, percent 1.80 7.00 3.77 3.50 

Hispanic or Latino, percent 3.10 80.90 23.32 17.35 

White alone, not Hispanic or Latino, percent 10.30 70.50 42.43 42.40 

Computer and 

Internet Use 

Households with a computer, percent, 2014-

2018 

79.40 95.20 88.51 89.40 

Households with a broadband Internet 

subscription, percent, 2014-2018 

59.30 89.30 79.01 79.65 

Education High school graduate or higher, percent of 

persons age 25 years+, 2014-2018 

76.50 94.60 85.99 86.35 

https://www.esri.com/en-us/home
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Bachelor's degree or higher, percent of persons 

age 25 years+, 2014-2018 

14.60 62.80 36.74 35.35 

Income & 

Poverty 

Median household income (in 2018 dollars), 

2014-2018 

29,008 104,552 54,698 54,452 

Per capita income in past 12 months (in 2018 

dollars), 2014-2018 

17,338 64,157 32,653 30,107 

Persons in poverty, percent 10.90 36.40 19.59 19.10 

Geography Population per square mile, 2010 1,265.40 27,012.50 5,489.54 3,971.50 

Table 3. 1 Summary of the descriptive statistics of the selected cities as the study area (source: 

U.S. Census Bureau QuickFacts, 2020) 



80 

 

 
C

a
te

g
o

ry
 

Fact 

A
lb

u
q

u
er

q
u

e 

ci
ty

, 
N

ew
 

M
ex

ic
o
 

A
rl

in
g

to
n

 c
it

y
, 

T
ex

a
s 

A
tl

a
n

ta
 c

it
y

, 

G
eo

rg
ia

 

A
u

st
in

 c
it

y
, 

T
ex

a
s 

B
a

lt
im

o
re

 c
it

y
, 

M
a

ry
la

n
d

 

B
o

st
o

n
 c

it
y

, 

M
a

ss
a

ch
u

se
tt

s 

B
u

ff
a

lo
 c

it
y

, 

N
ew

 Y
o

rk
 

C
h

a
rl

o
tt

e 
ci

ty
, 

N
o

rt
h

 C
a

ro
li

n
a

 

C
h

ic
a

g
o
 c

it
y

, 

Il
li

n
o

is
 

C
in

ci
n

n
a

ti
 c

it
y

, 

O
h

io
 

C
le

v
el

a
n

d
 c

it
y

, 

O
h

io
 

C
o

lo
ra

d
o

 

S
p

ri
n

g
s 

ci
ty

, 

C
o

lo
ra

d
o
 

C
o

lu
m

b
u

s 
ci

ty
, 

O
h

io
 

D
a

ll
a

s 
ci

ty
, 

T
ex

a
s 

D
en

v
er

 c
it

y
, 

C
o

lo
ra

d
o
 

D
et

ro
it

 c
it

y
, 

M
ic

h
ig

a
n

 

Population Population estimates, July 1, 2018,  

(V2018) 

560,218 398,112 498,044 964,254 602,495 694,583 256,304 872,498 2,705,994 302,605 383,793 472,688 892,533 1,345,047 716,492 672,662 

Age and 

Sex 

 

  

Persons under 5 years, percent 6.10 6.70 5.70 6.70 6.50 5.10 6.80 6.80 6.50 7.30 6.50 6.60 7.30 7.70 6.30 7.30 

Persons under 18 years, percent 22.80 26.00 18.50 20.80 20.90 16.20 22.70 23.90 21.20 21.90 22.70 23.40 22.50 25.40 20.20 25.10 

Persons 65 years and over, percent 14.60 10.20 11.40 8.70 13.20 11.20 12.40 10.00 12.00 12.20 13.50 13.10 10.00 10.10 11.40 13.30 

Female persons, percent 51.20 50.80 51.30 49.30 53.00 51.90 52.40 52.00 51.40 51.80 51.80 50.00 51.20 50.40 49.90 52.70 

Race and 

Hispanic 

Origin 

White alone, percent 73.50 61.50 40.30 73.50 30.40 52.60 47.40 49.50 49.40 50.30 39.80 78.30 59.50 62.50 76.50 14.60 

Black or African American alone, 

percent 

3.20 22.50 51.80 7.80 62.50 25.30 36.70 35.10 30.10 42.70 49.60 6.20 28.50 24.30 9.40 78.60 

American Indian and Alaska Native 

alone, percent 

4.60 0.40 0.20 0.60 0.30 0.30 0.50 0.40 0.30 0.10 0.50 0.70 0.20 0.30 1.00 0.30 

Asian alone, percent 2.80 6.90 4.20 7.30 2.60 9.60 5.60 6.50 6.40 2.00 2.40 3.00 5.70 3.40 3.80 1.60 

Native Hawaiian and Other Pacific 

Islander alone, percent 

0.10 0.10 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.10 0.00 0.30 0.10 0.00 0.10 0.00 

Two or More Races, percent 4.50 3.10 2.40 3.30 2.50 5.10 4.00 2.80 2.70 3.60 4.30 6.00 4.30 2.50 3.60 1.90 

Hispanic or Latino, percent 49.00 29.20 4.30 34.30 5.10 19.70 11.60 14.00 29.00 3.70 11.60 17.70 5.90 41.70 30.30 7.60 

White alone, not Hispanic or Latino, 

percent 

39.40 39.10 37.60 48.30 27.50 44.50 43.80 41.90 32.80 48.20 33.70 68.70 55.90 29.00 53.70 10.30 

Computer 

and 

Internet 

Use 

Households with a computer, 

percent, 2014-2018 

88.80 93.50 88.40 93.90 84.00 89.70 83.20 92.90 85.80 84.20 79.40 93.40 90.90 85.30 91.80 79.40 

Households with a broadband 

Internet subscription, percent, 2014-

2018 

78.10 82.40 78.10 85.80 72.30 83.60 70.30 85.40 75.90 75.30 65.80 88.70 83.60 73.50 83.70 59.30 

Education  High school graduate or higher, 

percent of persons age 25 years+, 

2014-2018 

89.70 84.80 90.30 89.10 84.90 86.40 83.90 88.90 84.50 87.60 79.60 93.30 89.50 76.50 87.10 80.00 

Bachelor's degree or higher, percent 

of persons age 25 years+, 2014-2018 

34.70 29.50 49.90 50.40 31.20 48.50 26.60 43.50 38.40 36.10 16.60 39.00 35.70 32.30 47.90 14.60 

Income & 

Poverty 

  

Median household income (in 2018 

dollars), 2014-2018 

51,128  58,502  55,279  67,462  48,840  65,883  35,893  60,886  55,198  38,542  29,008  61,324  51,612  50,100  63,793  29,481  

Per capita income in past 12 months 

(in 2018 dollars), 2014-2018 

29,210  27,513  43,468  40,391  29,700  42,010  23,397  36,426  34,775  29,156  20,085  32,539  27,967  32,804  41,196  17,338  

Persons in poverty, percent 17.60 15.70 21.60 14.50 21.80 20.20 30.30 14.00 19.50 27.20 34.60 12.60 20.40 20.50 13.80 36.40 

Geography Population per square mile, 2010 2,907.60 3,811.30 3,154.30 2,653.20 7,671.50 12,792.70 6,470.60 2,457.10 11,841.80 3,809.80 5,107.20 2,140.60 3,624.10 3,517.60 3,922.60 5,144.30 

Table 3. 2 Detailed descriptive statistics of the selected cities as the study area (source: U.S. Census Bureau QuickFacts, 2020) 
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Population Population estimates, July 1, 2018,  

(V2018) 
682,669 895,008 2,325,502 867,125 491,918 644,644 3,990,456 620,118 470,914 592,025 425,403 669,053 391,006 8,398,748 429,082 285,713 

Age and Sex 

 

  

Persons under 5 years, percent 7.50 7.90 7.70 7.30 6.90 6.50 6.00 6.50 5.80 7.60 6.70 6.80 6.00 6.50 6.30 6.90 

Persons under 18 years, percent 26.90 28.00 25.00 24.70 23.10 24.10 21.00 22.70 17.30 26.10 20.10 21.20 20.20 20.90 19.80 20.90 

Persons 65 years and over, percent 12.40 9.60 10.30 11.90 12.60 14.50 12.10 14.50 16.70 10.20 9.50 11.50 13.50 14.10 12.90 10.20 

Female persons, percent 51.10 51.10 50.00 51.80 51.40 50.00 50.40 51.60 50.70 51.80 49.30 51.80 52.40 52.30 51.60 51.80 

Race and 

Hispanic 

Origin 

White alone, percent 80.80 64.10 57.60 61.40 60.10 62.20 52.40 69.90 75.20 44.60 63.80 63.20 34.00 42.70 36.10 60.70 

Black or African American alone, 

percent 
3.80 19.00 22.50 28.30 29.00 12.20 8.90 23.50 17.70 38.80 19.40 27.90 59.70 24.30 23.60 25.40 

American Indian and Alaska Native 

alone, percent 
0.50 0.50 0.30 0.30 0.40 0.90 0.70 0.20 0.20 0.60 1.40 0.20 0.20 0.40 0.90 0.20 

Asian alone, percent 1.40 4.20 6.90 3.20 2.70 6.60 11.60 2.70 1.10 4.30 6.10 3.60 2.90 13.90 15.70 4.30 

Native Hawaiian and Other Pacific 

Islander alone, percent 
0.20 0.10 0.10 0.10 0.10 0.80 0.20 0.10 0.00 0.00 0.00 0.10 0.00 0.10 0.60 0.00 

Two or More Races, percent 2.70 3.30 2.10 3.20 3.50 4.90 3.60 2.70 1.80 4.00 4.60 2.60 1.80 3.50 6.80 3.20 

Hispanic or Latino, percent 80.90 35.00 44.80 10.20 10.20 32.90 48.60 5.40 72.50 18.80 9.60 10.40 5.50 29.10 26.90 31.10 

White alone, not Hispanic or Latino, 

percent 
13.20 39.50 24.60 55.20 55.10 44.20 28.50 65.80 10.70 35.30 59.80 55.40 30.60 32.10 28.20 37.30 

Computer 

and Internet 

Use 

Households with a computer, 

percent, 2014-2018 
84.50 91.00 87.20 85.50 87.40 90.40 89.80 86.50 81.50 83.00 91.50 90.80 81.80 87.50 90.00 93.20 

Households with a broadband 

Internet subscription, percent, 2014-

2018 

75.00 80.80 77.00 76.50 78.60 78.50 80.70 79.20 64.10 72.10 81.60 82.30 69.60 79.40 81.10 84.10 

Education  High school graduate or higher, 

percent of persons age 25 years+, 

2014-2018 

79.60 81.70 78.30 85.50 89.60 84.40 77.00 88.90 77.00 83.40 89.70 88.30 86.20 81.60 81.60 90.20 

Bachelor's degree or higher, percent 

of persons age 25 years+, 2014-2018 
24.70 28.60 32.10 30.40 34.30 23.90 33.70 29.20 27.90 24.20 49.40 39.70 36.80 37.40 42.50 36.70 

Income & 

Poverty 

  

Median household income (in 2018 

dollars), 2014-2018 
45,656 59,255 51,140 46,442 52,405 54,694 58,385 51,307 36,638 40,036 58,993 55,873 39,576 60,762 68,442 48,511 

Per capita income in past 12 months 

(in 2018 dollars), 2014-2018 
21,927 28,330 31,576 27,119 31,143 29,304 33,420 29,681 27,078 22,605 37,071 33,139 30,177 37,693 40,628 29,930 

Persons in poverty, percent 20.00 16.00 20.60 19.10 16.50 15.80 19.10 16.60 24.30 26.60 19.90 16.50 24.60 18.90 17.60 18.20 

Geography Population per square mile, 2010 2,543.20 2,181.20 3,501.50 2,270.00 1,459.90 4,298.20 8,092.30 1,836.60 11,135.90 6,188.30 7,088.30 1,265.40 2,029.40 27,012.50 7,004.00 2,327.30 

Table 3. 3 Detailed descriptive statistics of the selected cities as the study area (source: U.S. Census Bureau QuickFacts, 2020) 
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Population Population estimates, July 1, 

2018,  (V2018) 
1,584,138 1,660,272 301,048 653,115 469,298 508,529 1,532,233 1,425,976 883,305 744,955 302,838 307,695 192,364 545,975 702,455 389,255 

Age and 

Sex 

 

  

Persons under 5 years, percent 6.80 7.40 4.90 5.40 6.10 6.70 7.10 6.10 4.50 4.90 6.50 7.40 4.40 6.20 6.50 7.40 

Persons under 18 years, percent 22.00 26.50 15.10 18.10 21.20 23.50 25.30 20.10 13.40 15.10 19.70 25.20 14.90 21.40 17.80 25.40 

Persons 65 years and over, percent 13.20 10.30 14.60 12.30 10.20 12.70 11.80 12.30 15.10 12.30 12.60 10.10 10.00 13.90 11.90 13.60 

Female persons, percent 52.70 50.20 51.10 50.50 51.60 51.20 50.60 49.70 49.00 49.60 51.60 50.70 47.00 50.20 52.50 50.70 

Race and 

Hispanic 

Origin 

White alone, percent 41.20 72.30 66.90 77.10 58.50 47.20 80.50 64.80 46.70 68.00 46.20 56.70 67.80 72.40 41.00 74.60 

Black or African American alone, 

percent 
42.30 6.90 23.20 5.80 29.00 13.40 6.90 6.50 5.20 7.00 46.90 16.00 6.50 5.10 46.90 11.10 

American Indian and Alaska 

Native alone, percent 
0.40 2.10 0.20 0.70 0.40 0.80 0.80 0.40 0.30 0.60 0.20 0.90 2.70 3.50 0.30 1.00 

Asian alone, percent 7.20 3.70 5.70 8.10 4.50 18.90 2.80 16.70 34.20 15.10 3.20 18.40 8.90 3.20 3.90 5.00 

Native Hawaiian and Other 

Pacific Islander alone, percent 
0.00 0.20 0.00 0.70 0.10 1.70 0.10 0.40 0.30 0.30 0.10 0.00 0.40 0.20 0.00 0.10 

Two or More Races, percent 3.00 3.80 3.50 5.50 3.00 7.00 2.80 5.20 5.40 6.80 2.30 5.00 4.60 5.10 2.90 4.30 

Hispanic or Latino, percent 14.50 42.60 3.10 9.70 11.00 28.70 64.20 30.10 15.20 6.60 4.00 9.60 22.40 43.20 10.90 17.00 

White alone, not Hispanic or 

Latino, percent 
34.60 43.00 64.80 70.50 53.30 32.50 24.80 42.90 40.60 64.50 43.20 51.40 56.80 44.50 36.20 63.00 

Computer 

and 

Internet 

Use 

Households with a computer, 

percent, 2014-2018 
84.10 89.10 86.80 93.30 95.20 92.00 87.90 94.50 91.90 94.40 82.80 90.60 94.20 89.70 89.80 86.10 

Households with a broadband 

Internet subscription, percent, 

2014-2018 

73.70 79.90 78.80 86.70 87.80 83.20 76.60 89.30 86.00 88.90 70.90 83.30 86.00 80.90 80.00 77.90 

Education  High school graduate or higher, 

percent of persons age 25 years+, 

2014-2018 

83.90 81.50 92.40 92.20 91.70 84.70 82.00 87.90 88.50 94.60 86.90 86.30 92.50 84.90 90.60 87.90 

Bachelor's degree or higher, 

percent of persons age 25 years+, 

2014-2018 

28.60 28.20 42.90 49.00 50.40 32.60 25.90 45.30 57.10 62.80 35.00 40.10 44.60 26.80 57.60 30.00 

Income & 

Poverty 

  

Median household income (in 

2018 dollars), 2014-2018 
43,744 54,765 45,831 65,740 63,891 58,456 50,980 75,456 104,552 85,562 41,107 55,085 54,210 41,625 82,604 50,867 

Per capita income in past 12 

months (in 2018 dollars), 2014-

2018 

26,557 27,870 31,972 38,674 36,875 30,487 25,091 39,066 64,157 55,789 28,478 30,036 29,786 22,645 53,321 27,723 

Persons in poverty, percent 24.90 19.40 21.40 14.90 13.70 18.30 18.60 13.80 10.90 11.80 24.20 19.90 21.30 23.40 16.80 16.20 

Geography Population per square mile, 2010 11,379.50 2,797.80 5,521.40 4,375.20 2,826.30 4,764.20 2,879.80 4,020.40 17,179.10 7,250.90 5,157.50 5,484.30 4,050.20 2,294.20 9,856.60 2,400.40 

Table 3. 4 Detailed descriptive statistics of the selected cities as the study area (source: U.S. Census Bureau QuickFacts, 2020):
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These cities were chosen because on-demand ride services occur mainly in urbanized 

areas and populous cities (Clewlow & Mishra, 2017). Therefore, in this study, 48 American 

populous cities have been selected based on the data obtained from the US Census Bureau. These 

urbanized areas have diverse populations, ranging from 192,364 (Tempe, AZ) to 8,398,748 (New 

York City), all of which are cities with more than 50,000 population. I selected these cities as the 

study area, as they demonstrate a diverse environment and a diversity of transit provisions. 

Including a diversity of fixed-route and app-based, on-demand ride services would increase the 

scale of this research, and it serves to make the study outcomes more generalizable. This study 

includes large cities with robust transportation networks such as New York City, Boston, San 

Francisco, Washington, D.C., and Dallas, as well as cities with limited public transportation 

systems, such as New Orleans, and Arlington, TX, which may restrict the accessibility of 

residents to both local and regional opportunities..  

Unequal access to opportunities by transit is an issue in many of these cities even those 

with robust transportation networks such as New York City that suffer from poor service 

coverage by subway systems, although it has one of the massive subway systems across the 

world (Regional Plan Association, 2019).  In addition, according to a nationwide study by 

Schaller (2018), in 2017, New York area, Washington DC metro area, Chicago , Boston, Los 

Angeles, Philadelphia, Miami, Seattle and San Francisco accounted for 1.2 billion trips, or 70% 

of trips made by ridehailing across the country, while these places held 23% of the nation’s total 

population. The study reported higher rates of using on-demand ride services in these urban 

centers than in the rest of the United States. These services constituted 215 million trips in the 

New York area and a total of 1.0 billion trips in the Chicago, Boston, Miami, Los Angeles, 
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Seattle, San Francisco, Philadelphia, and Washington DC metro area. These are the nation's 

largest and most densely populated urban centers, where the ridehailing use is concentrated. This 

study indicates that 38% of all trips made by app-based services are in the center city of these 

metro areas, 26% are in urban-density census tracts outside the central cities, and 7% are in 

suburban or rural areas. New York area, Washington DC metro area, Chicago, Boston, Los 

Angeles, Philadelphia, Miami, Seattle, and San Francisco are recognized with their high densities 

of population and employment, widespread transit systems, and a considerable number of 

households with no motor vehicle in their possession. These cities are also recognized to have 

high levels of entertainment and social activities, which attract many business and leisure 

passengers. High frequent usage of ridehailing among the residents of these urban centers relates 

to various factors, such as density, the rates of car ownership, and transit usage. In 2017, there 

are 45 trips made by ridehailing per person in the central cities of Chicago, Boston, Miami, Los 

Angeles, Seattle, San Francisco, Philadelphia and Washington DC metro area. Trip rates are 

lower but still significant in urban tracts outside the center city, and much lower in suburban and 

rural tracts. The rates of trips made by ridehailing in the New York metro area are lower than for 

the other eight large metro areas, essentially because taxicabs constitute a roughly equal number 

of trips as the number of trips made by ridehailing in the New York area. However, taxi usage in 

the other eight urban centers was approximately 15-20% of total ridership by ridehailing and 

taxi. Considering the total trip volumes of services provided by New York taxi, ridehailing and 

the other for-hire services in this urban center, trip rates for all for-hire services are comparable 

in the New York metro area as in Washington DC metro area, Chicago, Boston, Los Angeles, 

Philadelphia, Miami, Seattle, and San Francisco. In general, there are substantial clusters of trips 

made by ridehailing in the core of these nine urban centers, and a significant rate of the trips 
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made by on-demand services are outside the most congested downtown core neighborhoods. It 

means that annual trips made by ridehailing per resident are higher in the central city and urban 

districts of large metros than elsewhere across the United States. 

In examining the socio-economic and demographics characteristics of the study area in 

tables 3.1 to 3.4, these highlights were observed. In terms of racial distribution in cities, cities 

with higher proportions of black or African American communities have lower rates of a 

computer at home and Internet use than other cities. Meanwhile, such a racial distinction is not 

seen among the other races to that extent. For example, in cities with a predominantly black 

population, such as Detroit (78.60%), Baltimore (62.50%), and Atlanta (51.80%), the percentage 

of the households with a computer are 79.40%, 84.00%, and 88.40%, respectively. In these 

cities, the percentage of the households with a broadband Internet subscription are 59.30%, 

72.30%, and 78.10%, respectively. Moreover, large and technologically advanced cities such as 

New York City, Washington D.C., Los Angeles, and Chicago all have higher rates of education, 

a computer at home, and Internet use, than other cities. Subject to these factors, which are 

considered a privilege for modern urban life – especially in the United States, which is 

dominated by a competitive neoliberal capitalist system – these cities are also ranked higher in 

terms of the residents’ income rates. 

The choice of these 48 cities has other advantages for my study. First, I considered the 

factor of spatial distribution. In terms of the distribution of territorial spaces, I have selected 

cities in such a way that they cover a wide variety of natural and climatic regions of the country, 

mountainous and plain areas, port and dry areas, etc. and participate in sampling. As a result, the 

research findings can be applied in all types of regions in terms of climatology, geomorphology, 
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and topography, because different climates make different urban spatial structures possible, 

including in transportation. In turn, all these factors affect the citizens' travel behavior. 

Second, I have tried to include diverse cultural regions of the country in the sample. That is 

the reason that I have sampled cities with populations of diverse racial groups. Diverse cultural 

geographies create diverse cultures, and therefore different behaviors. As a researcher who came 

to the field of urban planning with a background in social sciences, these issues have always 

been present in my mind and have influenced my research. 

The third factor is one that should be considered in any sampling of American cities, and I 

have considered it in this study. One cannot speak of the city of the modern age, especially of 

late modern capitalism, while ignoring the key factor of the political economy of space. The 

importance of this factor is emphasized by economic geographers, including David Harvey 

(2013). America, with the largest national economy and the leading global trader worldwide 

(USTR, 2020), has a variety of cities in terms of economic viabilities, from poor cities like New 

Orleans to New York City, the most economically powerful metropolitan worldwide (Florida, 

2012). In a world where economics, though not the only factor, is one of the most principal 

elements in the direction of urban development, this factor can also directly affect the state of 

urban transportation.  

Overall, given that the descriptive statistic tables represent the features of the urbanized 

areas selected as the study area, cities with different economic, political, and geographical 

contextual characteristics have been covered in my sampling of American cities. This has 

provided a representative example of the spatial complexities and entanglements of urban life in 

the United States. 
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3.4 Sample 

I conducted a survey for data collection and analysis, performed through the online 

distribution of questionnaires, aggregating, and analyzing the obtained data. I intended to 

examine the modal preferences of many respondents, and the survey served as the most 

applicable technique of data collection, instead of other techniques such as interviewing or 

observations.  

I used Qualtrics for sampling and launching the survey. Qualtrics is a superior enterprise 

survey technology solution worldwide. For over five years, this company has provided online 

samples and cooperated with more than 20 online panel providers. This partnership has supplied 

a network of quality respondents with significant diversity to their global client base. There have 

been over 15,000 projects completed by Qualtrics Panels Team across a variety of fields in the 

U.S. and throughout the world (Qualtrics, 2014). Most of the Qualtrics’ samples originate in 

traditional, actively managed, double-opt-in market research panels. It is the company’s 

preferred method, but they also use social media occasionally to gather participants. It is feasible 

for the company to access other types of sources to fulfil the requirements of a certain target 

group, upon the request of their clients (Qualtrics, 2019).  

In the sampling process, Qualtrics avoids duplication and verifies the validity by checking 

every respondent’s IP address and utilizing advanced digital fingerprinting technology. Also, to 

maintain the integrity of the survey data and to counter the likelihood of the duplication of 

respondents across sources, every Qualtrics strategic panel partner utilizes deduplication 

technology. Qualtrics is a panel aggregator and leverages numerous sample sources to best fit the 

needs of the research. The Qualtrics panel partners select respondents on a random basis with a 
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high probability of qualifications for a survey. Exclusions such as participation frequency and 

category exclusion occur during the process of achieving the representative sample. The next 

step is proportioning each sample from the panel base to the general population, followed by 

randomizing before survey distribution.  

Qualtrics utilizes their pre-targeting to hone in on the respondents that are in the study area. 

From there, they set quotas according to the key demographics the client would like to segment 

(i.e., age, gender, income). Once in the study area, they randomly reach out to the individuals in 

that region and consequently have their demographic questions silo them into different quotas. It 

would be a convenience sample once they narrow into the given zip codes or regions, because 

they will be working with online panelists. Once a demographic quota is hit, they then start 

strategically sampling for the remaining open quotas. An appropriate example of this is, if they 

have 51% of respondents report their gender as "female", they will then send more survey 

invitations to individuals that identify as "male" based upon their pre-profiled 

information. Before launching, they would need to solidify what segments the client would like 

to specifically construct quotas around, to ensure the effectiveness of the instrument.  

The target population of this study is the total number of transit-dependent people in the 48 

cities, as the study area, across the U.S., which is unknown. I measure the sample size based on 

the following Cochran’s formula:  

 
 

Where: 

 

n = sample size, 

Z(Z statistic for a level of confidence) = 1.96 
p=q= expected prevalence or proportion =0.5 
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d= precision = 0.05 
 

Z statistic for a level of confidence: For the conventional level of confidence of 95%,  Z 

value is equal to 1.96. Expected proportion (p) is the proportion (prevalence) that a researcher 

estimates by the study. The scale of “p” is from 0 to 1, and the variation in the sample size 

depends on the value of “p”. If prevalence is 50%, then “p” is equal to 0.5. “p” is the probability 

of an attribute in society, and “q” is the probability that this attribute does not exist, each of 

which must be considered 0.5. Precision (d) is the optimal probability of precision. In proportion 

of one; if 5%, d is equal to 0.05) (Daniel, 1999 as cited in Naing et al., 2006). 

This formula is applicable when the population size is unknown. The results of the sample 

size calculation would be around 384.16.  Therefore, a rounded sample of 385 respondents will 

be required for conducting the survey.  

3.5 Survey Design 

In this survey, I filtered the eligible participants based on the inclusion criteria explained in 

the section of the survey structure. It was followed by investigating the extent to which 

respondents use fixed-route transit services and app-based, on-demand ride services as their 

actual travel mode, and the extent to which they would prefer to use fixed-route services and 

ridehailing as the main mode of transportation. Then, I explored if they have any of the barrier(s) 

that seriously limit or prevent them from using app-based ride service, and the level of their 

familiarity with and use of modern technologies. It was followed by obtaining data concerning 

the residential neighborhood of respondents and examining their attitudes towards the issues 

related to travel by fixed-route transit and ridehailing. The survey questionnaire terminated with 



 

 

90 

 

 

 

the questions concerning the socioeconomic and demographic characteristics of respondents. 

These steps are explained in detail in the following section, survey structure.  

3.5.1 Survey Structure 

After consultation for feedback with my dissertation committee members, concerning the 

structure and the content of the survey, I submitted the survey to the IRB (Institutional Review 

Board) at UTA for approval.  The survey is designed in five sections, including informed 

consent; screening questions; transportation (actual); active transportation; transportation 

(preferred); burden/access; residential neighborhood; attitudes; and the background section.  The 

following paragraphs describe these sections.   

Section one: The first section of the survey is the Informed Consent. In this section, I introduce 

myself and the subject of the survey. Respondents are informed that the data collected will be 

anonymous and personally identifiable information will not be collected or accessed. At the end 

of this section, they are asked to indicate their voluntary agreement to participate in the online 

survey.   

Section two: Respondents who specify their voluntary agreement to participate may proceed to 

the second section, which displays the inclusion criteria questions. Individuals can choose to 

participate in this research study if they are 18 years old and over, they do not own a car, they 

have used an app-based ride service (such as Uber/ Lyft), they have used traditional public transit 

even if such services are not available in their current residence, they reside in one of  the cities 

that has been defined as the study area, and they currently belong to one of the following 

categories of households:  



 

 

91 

 

 

 

One or two persons with less than $14,999 annual income 

One, or two persons with $15,000 to $24,999 annual income 

One, or two persons with $25,000 to $34,999 annual income 

Two, three or four persons with $35,000 to $49,999 annual income 

Three or four persons with $50,000 to $64,999 annual income 

More than four persons with less than $65,000 annual income  

 

The inclusion criteria was determined based on two major characteristics of transit-dependent 

people, including being low-income and not owning a private car (U.S. DOT, 2012). Due to 

survey limitations, individuals under age 18 cannot participate in the survey, but those over age 

65 can participate. Concerning the car ownership question, I initially asked if the participants 

have access to car(s) in their household, because it is likely that they might be in a household that 

they do not personally own car but there are cars in the household that they may use. I was 

informed by the Qualtrics around a week after data collection that the incident rate of 

participation in survey was very low, because the filter question that asked about people’s access 

to cars in the household. They let me know that targeting participants in terms of car accessibility 

in the household is very difficult, and thus encouraged me to consider car ownership. As such, I 

had to replace car accessibility in the household with car ownership. However, there is a question 

in the survey which asks participants to specify the numbers of vehicles available in their 

household, through which I can measure the relationship between car accessibility in the 

household and mode preference, and frequency of modal usage.  

Concerning the inclusion criteria of household size and the annual household income, using 

2013-2017 American Community Survey 5-Year Estimates data, I considered the maximum and 
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minimum of low household income categories in these cities and combined them into main 

income classes, to increase the chance of collecting data from low-income residents. I considered 

household income rather than personal income, because I am sampling low-income populations 

and low-income people are likely to have large household sizes. In these households, all family 

members bring money and spend it together. Therefore, personal income was not a suitable 

variable for the purpose of this study and sampling.  

It must be noted that to ensure that only eligible individuals participate, Qualtrics has pre-

targeting information from the participants (which they filled out when they initially join the 

panel). With that, Qualtrics also use a third-party system called relevant ID that uses publicly 

sourced information to verify the participant.   

Section three: The questions in this section ask about the actual transportation habits of 

participants in their daily travels. Daily travels usually include work and non-work trips.  I have 

categorized work/school trips as work trips, and participants specify if they are currently 

employed and/or a student. Those who answer yes to this question specify information about 

their daily travel to work/school. They also specify the main way they make this trip for a typical 

trip from home to work/school including bus, rail, app-based on-demand private ride services, 

app-based, on-demand ride-sharing services, and walking/biking. This section also asks all 

participants to specify in a typical month how often they take traditional public transit service, 

private ride services, and ride-sharing services from their home to a work place or school 

location, a church or civic building (ex. library), a service provider (ex. bank, post-office), a 

restaurant or coffee place, a store or place to shop, and a place to exercise (ex. a gym or a park). 

Participants were also asked to specify their overall use of these modes.  
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Section four: The questions in this section ask about the active transportation. The type of 

answers provided in this section reveals information about the respondents’ lifestyle, such as 

how many times in a month they took a walk or a stroll around their neighborhood, or how often 

they exercised or walked from their residence to a local store. 

Section five: The questions in this section ask users about their preferred transportation modes. 

Participants answer their preferences for using private ride services, ride-sharing services, and 

traditional public transit services. They indicate the extent to which they prefer to use each of 

these modes as their main mode of transportation in the absence of private vehicle, and for 

destinations that are not within a walkable distance to a workplace/school, a store or place to 

shop, a restaurant or coffee place, as well as their overall preference for using each mode.  In this 

section participants specify the importance of various factors in choosing the preferred travel 

mode among app-based, on-demand ride services and traditional public transit services. These 

factors affect their decision making for choosing the preferred mode. It must be noted that some 

of these factors are the barriers that deter transit-dependent people from accessing app-based, on-

demand ride services. Participants also specify the importance of various factors in choosing 

their preferred travel mode between private ride services and ride-sharing services. The next 

question includes four statement investigating participants’ residential preferences, through 

which I can use to determine if there is a relationship between residential preference and modal 

preference.  

Section six: The questions in this section ask about the barriers that the literature describes as 

seriously limiting or preventing transit-dependent people from using app-based, on-demand ride 

services including:  



 

 

94 

 

 

 

Access to Credit/Debit card   

Access to a smart phone   

Access to Internet at home 

Have a mobile data plan 

Unaffordable fares  

Feeling the need for assistance initiating rides via the phone apps 

Unwilling to connect personal financial information to phone 

Need for translation for transportation apps into languages other than English 

Discomfort with sharing personal information 

Concern about identity theft  

Unable to use these services when phone battery runs out or have no internet access 

Need training for using online methods 

 

Participants also specified the level of their familiarity with and use of modern technologies 

by selecting one of the following statements to describe themselves: 

A tech-savvy person 

Can complete errands such as shopping, paying bills and registrations using online 

technology   

Can do basic internet tasks like checking emails 

Need someone to help me navigate the internet 

Section seven: The questions in this section ask about the residential neighborhood of 

participants. They specify the type of housing unit in which they currently live, and when they 

moved to their current residence.  
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Sections eight: The questions in this section ask about participants’ attitudes towards the issues 

related to traveling by app-based on-demand ride services and fixed-route transit services. These 

statements are listed in table 3.6.  

Section nine: The Questions in this last section ask about socioeconomic and demographic 

characteristics of respondents and their background. It includes questions about their gender, age, 

the composition of individuals in different age groups in their household, race/ethnicity, 

educational background, current status as a student, employment situation, approximate total 

annual combined income of all the working adults in household, homeownership, possessing a 

valid driver’s license, the numbers of vehicles available in their household, miles traveled on 

their vehicles, and physical or mental disabilities that could seriously limit or prevent them from 

doing travel activities. 

3.6 Data Collection 

3.6.1 Survey Distribution 

 

After the final approval of the survey by the dissertation committee, I sent an IRB 

protocol and I got the IRB approval from the UTA. Qualtrics handled the recruitment of 

participants, the distribution of the approved surveys, and data collection. Qualtrics does not ask 

for any personal information, such as name, contact information or home address—thus the 

respondents will not be individually identifiable. There are no perceived risks for participating in 

the survey, and participants can quit the questionnaire at any time they want. If participants 

decline, Qualtrics will not follow up with them but they will not be compensated, and they will 

just be removed from the study. Given that the study area is widespread and populous, and it is 
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difficult for the researcher to travel across the area for data collection, the Qualtrics panel 

partners will be hired by this company for data collection. The following paragraphs describe the 

recruitment of participants and data distribution and collection.   

Qualtrics sent an email to potential respondents to participate in a survey. The email 

invitation provides information about the purpose of the survey, the expected length of the 

survey, and the types of available incentives. Participants had the choice to unsubscribe at any 

time. The survey invitation does not provide specific details about the survey contents to avoid 

self-selection bias (Qualtrics, 2014). Qualtrics provides respondents with various incentives for 

participating, such as cash, gift cards, and vouchers and redeemable points. The length of the 

survey is a factor that will affect whether respondents will receive an incentive. To ensure the 

highest quality data, and to guarantee proper participation of respondents in the survey, Qualtrics 

offers alternatives for more attention checks. Qualtrics’ measures include replacing participants 

who straight-line through surveys or complete the survey in less than a third of the average time 

expected for completion. 

Panelists participate from a variety of sources. They may be airline customers who were 

selected to join in reward for SkyMiles, retail customers who have decided to participate to get 

points at desired retail outlets, or general consumers who choose to participate for cash or gift 

cards, etc. After inviting participants to complete the questionnaire, Qualtrics informs them of 

the compensation. Because compensation for respondents will vary, it is not suitable to inform 

them in the cover letter how much they will be compensated. Instead, based on the company’s 

recommendation, I made sure that the Informed Consent section informed participants that they 

will be compensated the amount they agreed upon before they entered the questionnaire.  
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Although maintaining the confidentiality and security of compensation is not something 

Qualtrics handles directly (that is handled by the vendor), the company is aware that 

compensation will be confident and secure. 

Qualtrics recruits participants from various sources, such as targeted email lists and social 

media. Confirming the validity of the names, addresses, and dates of birth of the consumer panel 

members typically happens through third-party verification measures before their participation. 

Business-to-business (B2B) participants are subject to measuring extra quality control, such as 

LinkedIn matching. The obtained data will be completely anonymous.  Therefore, there will be 

no situations where respondents might be embarrassed, exposed, or stigmatized. Qualtrics sends 

panel members an email invitation or prompts them on the respective survey platform to begin 

the completion of a given survey. The typical survey invitation is generic and simple. It supplies 

a hyperlink, which will take participant to the survey, in addition to mentioning the incentive 

offered.  

Expected follow-ups for each participant over the entire duration of data collection 

depends on the participant. Some participants answer in the first try. Qualtrics usually sends 

three reminders to participants.  It usually takes one to two reminders for people to answer. 

Qualtrics does not get a lot of people in the first try. Completion of the survey questionnaire in 

this study will take about 10 minutes. Upon request, the Qualtrics’ project manager can inform 

the client of the response rate after the data collection is complete. The response rate is the 

percentage of the target that receives a survey invitation and responds to the survey invitation by 

initiating the survey. The incidence rate is the percentage of individuals who initiate the survey 

that can pass through the survey screeners and are eligible to complete the survey. 
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3.6.2 Data Cleaning 

 

Data cleaning was essential for this study. Following data collection, I needed to clean 

the data, to ensure that all participants responded the questions with no error in their answers. 

The following paragraphs explain some priorities and techniques that were applied for data 

cleaning.  

As mentioned, completion of the surveys takes about 10 minutes. I checked the duration 

of completing the surveys, which is provided by the Qualtrics and recorded in the data set.  

Participants who completed the survey too quickly (less than 5 minutes) most likely had not read 

or answered the questions carefully and appropriately. These respondents’ entries will be 

removed from the dataset. I ran spell check for text entry questions, and I also moved the cases in 

which participants exhibited straight-lining, which is defined as the selection of the initial 

choice/response to every question, regardless of the question (Qualtrics, 2019).  

Two surveys with the exact same answers in separate submissions were assumed to be 

duplicate records. I identified these duplicate rows and removed them. I also checked for the 

Christmas-tree pattern, which occurs when participants select the choices in a diagonal pattern 

without paying careful attention to reading the questions.  

Finally, I removed cases with contradictory answers. For instance, in the section of socio-

economic and demographic characteristics there is a question asking respondents to specify the 

number of persons, including themselves, in the following age categories in their household: 

Under 18 years old, 18 to 24, 25 to 34, 35 to 44, 45 to 54, and 55 or older. This question 

measures both the composition of age groups in household and household size. The household 
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size in this question should be consistent with the household size asked in screening question 

three. Contradiction in reported answers indicate that participants have not read the question 

before selecting their response or have used automated response methods to respond. These cases 

were moved of the dataset. 

3.7 Variables 

3.7.1 Dependent Variable 

 

The dependent variables of interest are the overall preferences for and the use of 

ridehailing services and fixed-route transit. The overall preferences were rated in the survey on a 

scale from 1 (Not prefer at all) to 9 (Strongly prefer). The overall frequency of use were rated on 

a scale including never, less than once per month, once or twice a month, about once every 2 

weeks, about once per week, and two or more times per week. The following three dependent 

(endogenous) variables were examined in the final SE model.  

Overall preference for using private ride services (such as Uber/Lyft) as the main mode of 

transportation (in absence of private vehicle and for destinations that are not within a walkable 

distance) 

Overall preference for using traditional public transit services (such as bus, light rail) as the main 

mode of transportation (in absence of private vehicle and for destinations that are not within a 

walkable distance)   

Percentage of ridehailing trips which indicates the percentage of the sum of the overall use of 

private ride services and ridesharing services in the sum of the overall use of private ride 

services, ridesharing services, and traditional transit. 
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3.7.2 Explanatory Variables 

The following paragraphs describe the explanatory variables considered in this study. It 

was required to recode all nominal and ordinal data and transfer them into dummy variables to be 

examined in the SEM models. Table 3.5 also displays the explanatory variables.  

Categories  Variables Description   

Socio-economic & 

Demographic  

 

Gender  Female (code 1)/non-female (code 0) 

Age Age  

HHSize  Household size 

Race/Ethnicity White (code 1)/Non-white (code 0) 

Edubachler  Educational background: Respondent has a bachelor education or over (code 

1), or not (code 0) 

Studentship  Being Student (code 1) /Not being student (code 0) 

FullTime_Worker Employment status as a full-time worker (code 1)/Not a full-time worker 
(code 0) 

Income Approximate total annual combined income of all the working adults in 

household 

House Ownership House Owner (code 1); Not House Owner (code 1) 

Singlefamily  Living (code 1) /Not Living in the Single-Family Detached Houses (code 0) 

Dis_No Any physical or mental disabilities that seriously limit or prevent you from 

travel activities. Disabled (code 1) or non-disabled/healthy (code 0) 

Residential 

Preference 

accessiblityprefenrece Accessibility preference 

Built Environment  PopDensity  Gross population density in persons per square mile. 

EmpDensity  Gross employment density  

Entroy Land use mix (Entropy) 

Technology 

Adoption   

Techfamilier level of familiarity with and use of modern technologies 

tech familiar (code  1) or non-tech familiar (code 0) 

Mobility-Related 

Attitudes 

Preferenceforprivate Preference for using private ride services over ridesharing services 

Preferencefortraditional Preference for traditional public transit services over the app-based ride 

services 

Barriers Barriers 
 

Barriers That Deter Transit-Dependent People from Accessing App-based, 
On-Demand Ride Services 

Bar_TechReq Barrier of Technology Requirements: Access to a smart phone; Access to 

Internet at home; Have a mobile data plan 

Bar_Afford Barrier of Affordability: Access to credit/debit card; Unaffordable fares; 

Unable to use these services when phone battery runs out or have no 

internet access 

Bar_DigLit Barrier of Digital Literacy: Feeling need assistance initiating rides via the 
phone apps; Need translation for transportation apps into languages other 

than English; Need trainings using online methods 

Bar_TechSec Barrier of Technology Security: Unwilling to connect personal financial 

information to phone; Discomfort with sharing personal information; 
Concern about identity theft 

Household Car 

Ownership 

Household Car 

Ownership 

Having Car(s) in the Household (code 1); Not Having Car(s) in the 

Household (code 0) 

Possession of a 
valid driver's license 

Possession of a valid 
driver's license 

Possession of a valid driver's license (code 1); Not possession of a valid 
driver's license (code 0) 

Vehicle Miles 

Travelled   

VMT  Vehicle Miles Travelled Per typical week (including weekends) 

Service Time 
Efficiency  

Pref_TimeEfficSrv Importance of service time efficiency in selecting the preferred mode from 
the viewpoint of passengers 

Service Availability Availability Importance of service availability in selecting the preferred travel mode 

from the viewpoint of passengers 

Pctridehailtrips  Pctridehailtrips  Percentage of ridehailing trips 

Modal Use  Freqtotprivate Overall use of private ride services (such as bus or Uber/Lyft) 
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FrqtotRshare Overall use of ridesharing services (such as UberPool, Via, GoLink) 

FreqtotTransit Overall use of fixed-route transit services (such as bus or light rail) 

Modal Preference  Prefprivate_overal Overall preference for using private ride services (such as Uber/Lyft) 
 

Pref_Ridshar_overal Overall preference for using ride-sharing services (such as UberPool, Via, 

GoLink) 

Pref_Pub_overal Overall preference for using traditional public transit services (such as bus, 
light rail)  

 

Table 3. 5 Sociodemographic and demographic variable, explanatory variables and dependent 

variables 

 

Residential Preference 

Also, “accessiblitypreference” in table 3.5 refers to the variable of residential preference, 

which measures the preference of respondents for living in a compact and accessible 

neighborhood. The higher the value of this variable, the more respondents would like to live in 

compact and accessible neighborhoods. This preference was evaluated based on four statements 

in the survey concerning the preference of respondents for these two types of residential 

neighborhoods.  

Barriers That Deter Transit-Dependent People from Accessing App-based, On-Demand 

Ride Services 

The other key variable in this research is the “Barriers That Deter Transit-Dependent 

People from Accessing App-based, On-Demand Ride Services” or in brief “Barriers”. The 

survey includes twelve statements, obtained from the literature, that may seriously limit or 

prevent transit dependent people from using app-based services. 

These barriers consist of four categories including the Barrier of Technology 

Requirements (Bar_TechReq), Barrier of Affordability (Bar_Afford), Barrier of Digital Literacy 

(Bar_DigLit) and Barrier of Technology Security (Bar_TechSec), each of which has three factors 
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(see table 3.5). Given that the respondents had the choice to select as many barriers as they are 

facing to use ridehailing services, I summed the number of barriers that each respondent had 

selected to have a ratio variable. There is also a “Barriers” variable itself as a separate variable, 

which is the sum of all the barriers that a respondent chooses from these 12 barriers. 

Mobility-Related Attitudes  

This variable has been examined through fifteen statements included in the survey which 

refer to the attitude and perception of respondents towards the issues related to travel by fixed-

route transit and ridehailing such as travel security, technology embracing, shared mobility, 

travel burden; cost; and time. Table 3.6 presents these attitudinal statements.  

To what extent do you agree or disagree with the following statements? 

I feel carefree to travel using app-based ride services any time of the days.  

I usually feel nervous when using app-based ride services because I think the driver may have unreported criminal records. 

Getting around is easier than ever with my smartphone 

Learning how to use new technologies is often frustrating 

Technology creates as least as many problems as it does solutions. 

I feel uncomfortable when I travel with others using ride-sharing services (such as UberPool, Via, GoLink) 

I believe that ride-sharing services (such as UberPool, Via, GoLink) offer me affordable fares 

I believe that using private ride services (such as Uber/Lyft) is an economic burden to me because of their unaffordable fares. 

Owning a private car can reduce my travel burden 

Access to traditional public transit services (such as bus/rail) can reduce my travel burden 

We need more traditional public transit services (such as bus/rail) because it is the most affordable option.  

I prefer to use app-based ride services (such as Uber/Lyft), even if it is likely to need to reduce data use because of cost.  

I prefer to use traditional public transit services (such as bus/rail) even if I have to have a longer waiting time. 

I think I waste my time when a rideshare vehicle is strolling to pick up or drop off other passengers. 

Although using app-based ride services are more expensive than using traditional public transit services (such as bus/rail), I prefer to use app-based ride 

services to avoid the low speed of bus and rail. 

Table 3. 6 Attitudinal statements  

I have factorized these statements into two categories: first, statement indicating 

preference for private ride services over ridesharing services, and second, statements indicating 

preference for public transit over app-based ride services. Thus, two new variables concerning 

mobility-related attitudes have been generated for the analysis including the preference for using 
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private ride services over ridesharing services “preferenceforprivate”, and the preference for 

traditional public transit services over the app-based ride services (preferencefortraditional).  

Technology Familiarity 

This variable has been examined through four statements listed under a question asking 

participants to describe their level of familiarity with and use of modern technologies (see 

appendix I, survey, Q 6.2). The statements present a variety of choices from being a tech-savvy 

to being someone who needs assistance to navigate the internet. To create the dummy variable of 

"techfamilier” from these statements, the subjects who select the statement one or two are 

considered tech familiar and those who select the statements three or four are considered non-

tech familiar. 

Built Environment  

 

Built environment attributes are key factors which are expected to influence modal use 

and preferences. I expect that the built environment attributes directly affect the respondents’ use 

and preferences. I created 1.25-mile network buffers with ESRI GIS around the population 

centroid of the zip code of each respondent to measure the built environment attributes.  

I then examined various radiuses for buffers around the population centroids to figure out 

the most appropriate radius for measuring employment density, population density, and entropy. 

Smaller radiuses such as 0.5-mile buffer served for measuring built environment variables in 

smaller areas such as neighborhoods (Brownson et al., 2004).  The literature defines a half-mile 

as a walkable distance (Sallis et al., 2004), and the neighborhood has been defined as a 0.5-mile 

radius or a 10-minute walk from the residents' home in which the physical and social 
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environments could be assessed (Brownson et al., 2004). Given that the area where the built 

environment variables were going to be measured was via zip code, which is larger category than 

neighborhoods, the radius must be larger than 0.5-mile. Based on my examination, I realized that 

a 1.25-mile buffer can serve as the most exact radius for measuring these variables because this 

radius covers the largest areas inside the zip codes around the pop centroids.  

I was going to measure the built environment variable in the exact home address of the 

respondents or the nearest intersection to their place of residence. Based on the Qualtrics’ policy, 

this information is personal, and the company cannot include these questions in the survey. It 

was a limitation to my study. To measure the pop centroids of each zip codes, I obtained the 

information of the block groups centroids across the U.S. from the Census 2010 website. Then, I 

determined the block group centers within each specific zip code through geoprocessing. Next, I 

measured the mean center of each block group, which stands for the population centroid of each 

zip code.   

Network buffers needed to be selected, in order to increase the accuracy of measuring the 

built environment around the pop centroids of each zip codes. Euclidian buffers “appear as 

perfect circles when drawn on a projected flat map” through which “straight-line distances are 

calculated between two points on a plane” (Flater, 2011, p. 34). However, with a network buffer 

around a point, not only the distance can be specified, but also the maximum distance that could 

be traveled along a network is signified. Network buffers provide a service area which covers the 

roads reachable within the specified distance. As mentioned, the specified distance in this study 

is 1.25 miles. I performed the spatial join tool in ESRI GIS to measure the built environment 

attributes for each buffer area. The following paragraphs introduce the selected built 



 

 

105 

 

 

 

environment variables in this dissertation and their measurements.  

Land-Use Mix 

There is a correlation between land-use mix and the possibility of adopting ridehailing 

services. Increasing land-use mix increases the likelihood of adopting these services. (Alemi et 

al., 2018).  Entropy measures of diversity, as a selected built environment attribute, is 

extensively applicable in travel studies. Entropy’s low values demonstrate single-use 

environments, and its higher values specify higher level of variety in land uses (Ewing & 

Cervero, 2010). The entropy index is most commonly representative of land-use mix and 

quantifies homogeneity of land use in a given area. Entropy’s value stands between zero and one, 

where zero specifies homogenous land use, and one represents the equal distribution of the tract 

of land throughout the entire land use types (Bordoloi et al., 2013).   

I calculated the entropy for 1.25-mile buffer of the population centroid of each zip code. For that, 

I used 5 NAICS categories of retail, personal service, education, health, and entertainment for 

measuring entropy. Table 3.7 shows the NAICS sectors used in this dissertation and their 

descriptions. Entropy was computed using the following formula: 

 

Where: 

𝑃𝑗 = the proportion of land in the jth land use category 

J = the total number of land use categories. 

 

The variable equals 1 for block groups with equal numbers of jobs in each sector within 

the buffer; 0 for block groups with all jobs in a single sector within the buffer; and intermediate 
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values for intermediate cases.  

Categories 
Variable 

Name 
Description 

Retail cns07 Number of jobs in NAICS sector 44‐45 (Retail Trade) 

Personal 

Service 

cns10 Number of jobs in NAICS sector 52 (Finance and Insurance) 

cns11 Number of jobs in NAICS sector 53 (Real Estate and Rental and Leasing) 

cns19 
Number of jobs in NAICS sector 81 (Other Services [except Public 

Administration]) 

Education cns15 Number of jobs in NAICS sector 61 (Educational Services) 

Health Care cns16 Number of jobs in NAICS sector 62 (Health Care and Social Assistance) 

Entertainment 
cns17 Number of jobs in NAICS sector 71 (Arts, Entertainment, and Recreation) 

cns18 Number of jobs in NAICS sector 72 (Accommodation and Food Services) 

Table 3. 7 NAICS codes and categories used for entropy (Source: Moazzeni, 2018)  

 

Population Density 

As discussed in the literature review, population density is a determinant in higher 

accessibility to on-demand ride services (Wang & Mu, 2018). Population density, the density of 

housing units, and employment density shorten travels, enables taking public transit, and lessens 

dependency on the private car (Sun et al., 2017). Also, the literature displays that population 

density, along with other determinates such as land-use mix and regional accessibility by cars, 

travel time to work, waiting time for the arrival of vehicle, influence the demand for on-demand 

services and the preferences for this travel mode (Brown, 2018; Wang & Mu, 2018; Chen et al., 

2017; Dias et al., 2017; Alemi et al., 2018; Hughes & MacKenzie, 2016; Lavieri & Bhat, 2019). 

Following Ewing and Hamidi (2014), I used ACS 2018 (2012-2016 ACS Total Population) to 

derive the gross population density in persons per square mile. I create a 1.25-mile buffer around 

the pop centroid of each participant’s zip code to measure the population density within each 
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buffer.  

Employment Density  

 

The literature has cited employment density (jobs/acre) as an applicable built 

environment attribute in exploring the geographical distribution of trips made by ridehailing 

service across neighborhoods (Brown, 2018).  Gross employment density (total employment 

divided by area in U.S. Acre) is selected as the second attribute of the built environment (Hamidi 

et al., 2015).  I followed the method used by Hamidi et al. (2015) to measure this variable. I 

derived employment data from the Local Employment Dynamics (LED) database. I then 

aggregated the LED data from census block geography to create total jobs by 2-digit NAICS 

code for every block group. Then, I divided it by land area to generate a measure for 

employment density (Hamidi et al., 2015). 

 

Other Explanatory Variables  

Household Car Ownership has been examined in the survey through a question asking the 

numbers of cars available in the household for daily travel regardless of the respondent’s access 

to them. Importance of service time efficiency in mode preference measures the importance of 

service time efficiency (travel time and waiting time) in selecting the preferred travel mode from 

the viewpoint of passengers. Also, Importance of service availability in mode preference 

measures the importance of service availability (on the day, at the time, and in the area) in 

selecting the preferred travel mode from the viewpoint of passengers (see table 3.5).  
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3.8 Analytical Method 

 

In the present study, I have used proper statistical methods in proportion to the levels of 

measurement of variables. The statistical analysis methods in this study consist of two main 

parts. First, descriptive analysis method.  After collecting the data, according to the type of data, 

I calculated frequency, percentage, minimum, maximum, mean, and standard deviation statistics 

to describe the nominal, ordinal, and ratio data. Second, I studied the inferential analysis method 

in several sections. I did Pearson tests for correlation between research variables, which is 

followed by one-sample t-test to investigate the status of the distribution of research variables 

among the sample individuals. Next, I did Friedman test to prioritize indicators related to 

research variables, and finally, I conducted structural equations to draw the final model and 

statistics related to model goodness of fit (including CMIN / DF, RMSEA, CFI, IFI).    

 

Structural Equation Modeling (SEM) 

This study uses Structural Equation Modeling (SEM) as the analytical method. Using this 

method helps researchers to model the direct, indirect, and total effects of exogenous variables 

on endogenous variables. SEM is very much applicable in behavioral sciences. The reason for 

the popularity of this modeling technique often relates to theoretical constructs displayed by 

latent factors (Hox and Bechger, 1998). A graphical path diagram often visualizes the structural 

equation models, and a set of matrix equations usually represent the statistical model. SEM has 

its roots in path analysis (Hox and Bechger, 1998). Researchers utilize path analysis as a 

methodology for the evaluation of the systems of structural equations. Based on the 
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contemporary applications of this methodology, the three components of path analysis are 

defined as the path diagram; decomposition of covariances and correlations in terms of model 

parameters; and the distinctions between direct, indirect, and total effects of one variable on 

another. A path diagram demonstrates a picture of a system of simultaneous equations and the 

assumed relationships. This pictorial representation looks more apparent to many researchers 

than the equations (Bollen, 1989). 

SEM differentiates three types of effects, including direct, indirect, and total effects. The 

direct effect represents that impact of one variable on another, that has not been mediated by any 

other variables in a path model. At least one intervening variable intervenes the indirect effects 

of a variable are mediated . Total effects are the outcomes of the aggregation of direct and 

indirect effects. A specific model always determines the decomposition of effects. Estimation of 

total, direct, and indirect effects might vary according to the modification of the system of 

equations by the inclusion and exclusion of variables (Bollen, 1989). 

SEM utilizes various types of models to demonstrate the association between observed 

variables. A researcher can test various theoretical models in SEM that hypothesize the 

circumstances under which  constructs are defined by sets of variables and the relationships 

between these constructs. The purpose of conducting the SEM analysis is figuring out the extent 

to which the sample data supports the theoretical model.  If the sample data supports the existing 

theoretical model, this can result in hypothesizing more complex models, but if the sample data 

does not support the theoretical model, then it either needs to be modified to test the original 

model, or the researcher needs to develop and test other theoretical models. Hypothesis testing is 

the scientific method through which SEM tests theoretical models to explore the complex 
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relationships between constructs (Lomax & Schumacker, 2004). 

Understanding the mechanism of structured equation models requires introducing two 

essential types of variables including latent variables and observed variables. The latent variable 

which represents constructs or factors include the variables that are not directly observable or 

measured and are derived from a set of variables that a researcher measures based on various 

techniques such as a survey. A researcher uses the observed, measured, or indicator variables to 

define or infer the latent variable or construct. Each of these variables represents one definition 

of the latent variable (Lomax & Schumacker, 2004). Observed variables and latent variables, 

whether independent or dependent, form structural equation models and a researcher measures, 

defines, or infers the influence of independent latent variable(s) on the latent dependent 

variable(s) by multiple observed or measured indicator variables (Lomax & Schumacker, 2004).  

Structural equations are equivalent to the use of analysis based on covariance and variance, 

which, in addition to showing the effects of independent and dependent variables as done in 

regression, also show how indirect effects can be calculated. In other words, in SEM, it is 

possible for the researcher to identify the indirect effects of independent variables by the 

placement of multiple dependent variables. Because our research data is covariance-based, and 

we also have various dependent variables, in this research, I use SEM to analyze data and 

generate the model. Considering these explanations about the analytical method, the results of 

the study are presented in the next chapter.  
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4 CHAPTER FOUR: RESULTS  

 

In this chapter, I analyze the research data obtained as a result of following the previous 

steps. Data analysis is a multi-step process in which data collected by a questionnaire as a 

research tool are summarized, categorized and finally processed to provide a variety of links 

between this data to test the hypotheses. In this process, data are refined both conceptually and 

empirically, and various statistical techniques play an important role in inference and 

generalization. In this regard, to explain some of the relationships between the research variables 

that were problematic in the SE models, I have investigated a combination of research variables 

in the descriptive statistics section to identify and explain the patterns of individuals' response 

pathways that change or modify the results or effects of the data. 

This study surveyed 385 people from 48 cities in 27 states across the United States. 31 

cases were excluded from the final analysis for various reasons such as contradictory answers in 

the questionnaire, misspelling, less than standard response time, answers like geometric shapes 

as explained in previous chapter. Thus, the sample size was 354 individuals which contributed to 

the final analysis.  Selected cities differ in location, size, access to transportation systems and 

other urban features, so a wide range of behavioral traits of individuals residing in these cities 

can be observed in the sample responses, although the entire sample is low income. It should be 

noted that the most frequent respondents are in New York City (16%) and the least frequent 

participants are in El Paso, Kansas City, Milwaukee, Oakland, Saint Paul, St Louis, Tempe and 

Wichita. 

The research findings are classified and explained into the descriptive and analytical 
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sections. First, the descriptive statistics of the findings are presented in terms of sex, age, 

education, income, race, employment, etc., the research hypotheses are answered using 

inferential statistics. In this regard, I analyzed and explained the effects of each independent 

variables on the travel behavior of the respondents, and examined how these behaviors were 

changed by using Pearson correlation test, one sample t-test, and finally, in the form of structural 

equation models. The objective of the analyst is to describe insights into research issues in large, 

complex and even incomprehensible collections of data. Therefore, the main purpose of the 

analysis is to arrange and summarize the data in a clear, readable, and interpretable way so that 

relationships in research issues can be explored and tested. In this regard, in order to analyze the 

research findings in detail and to explain the underlying relationships, I have also used 

descriptive findings in addition to using statistical tests to document the problematic aspects of 

the data on the basis of descriptive and raw data. 

4.1 Summary of the travel behavior of the respondents, their socioeconomic and 

demographic features and some other characteristics 

Travel behavior 

Minimum Maximum Average Standard deviation 
Vehicle Miles Travelled   0 200 32.1 37.8 

Overall use of private ride services 0 8 2.8 2.4 

Overall use of ridesharing services 0 8 1.9 2.3 

Overall use of fixed-route transit 

services 

0 8 4.4 3.2 

Social-Economic status 

 Minimum Maximum Average Standard deviation 

Household Car Ownership  0 4 0.43 0.8 

Income 0 120,000 28,476.2 22,524.3 

 Frequency 

Education 6.8% Some grade/high school, 26.8% High school/GED , 33.9% Some 

college/technical school, 11.6% Associate degree, 16.1% Bachelor’s degree, 4.0% 

Graduate degree (e.g. MS, PhD, MBA, etc.), 0.6% Professional degree (e.g. JD, 
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MD, DDS, etc.), 0.3% Prefer not to answer. (Median falls into the category of Some 

college/technical school) 

Studentship 82.8%NO; 8.5%Yes, Part-time; 8.8%Yes, Full-time 

House Ownership 83.9%Rent; 16.1%Own 

Full-/Part-time employed 80.2% Non-Fulltime Worker; 19.8% Fulltime Worker 

Demographic status 

 Minimum Maximum Average Standard deviation 

Age 18 70 43.2 15.7 

Household size 1 7 2.4 1.5 

 Frequency 

Gender 34.7%Male; 64.7%Female; 0.6%Non-binary 

Race/Ethnicity 51.4%NoWhite; 48.6% White 

Other Factors 

 Frequency 

Disability/health 

status 

34.7% Disabled; 65.3% Not disabled  

Possessing Drive 

License 

53.4%No; 46.6%Yes 

Table 4. 1 Summary of the variables included in the analysis 

 

Table 4.1 reports the travel behavior of the respondents, their socioeconomic and 

demographic features, and some other characteristics. Concerning travel behavior variables, 

investigating the vehicle miles traveled (VMT) indicates that respondents travel on average about 

32 miles per week. As mentioned in the previous chapter, the overall frequency of using 

traditional public transit services, private ride services and ridesharing services in the survey 

were rated on a scale including “never”, “less than once per month”, “once or twice a month”, 

“about once every 2 weeks”, “about once per week”, “two or more times per week”. In order to 

convert these choices to real numbers to allow statistical analysis, they were recoded using the 

SPSS software. The first choice (never) was assigned a score of zero, the second choice (Less 

than once per month) a score of 1, the third (once or twice a month) and the fourth (About once 

every 2 weeks) choices a score of 2, the fifth choice (about once per week) a score of 4, and the 

sixth choice (Two or more times per week) a score of 8. Investigating the frequency of the use of 
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traditional public transit services, private ride services, and ridesharing services shows that 

respondents on average use the private ride services 2.8 times a month, 1.9 times ridesharing 

services, and 4.4 times traditional transit. It is noted that the frequency of traditional transit usage 

is higher than the other two modes, which was predictable, given the sample's low-income status. 

Figure 4.1 shows the frequency of use of the three modes in general.  

 

 

Figure 4. 1 Frequency of use of the three modes 

Under the heading of “socio-economic status”, the table 4.1 reports the number of cars in 

the households. It shows that there are on average 0.43 cars per household, or there is on average 

one car in two households. Investigating the approximate total annual income of all working 

adults in the family mate total annual combined income of all the working adults in the 

household of the respondents shows that on average, the approximate annual income per 

household is $ 28,476.2. 

Responses to the question about education status show that 6.8% of respondents have 
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some grade/high school education, 26.8% high school/GED, 33.9% some college/technical 

school, 11.6% associate degree, 16.1% bachelor's degree, 4.0% graduate degree, 0.6% 

professional degree, and 0.3% preferred not to answer to this question. It is noted that the median 

in this distribution falls into the category of “some college/technical school”. Therefore, the data 

suggests that the sample is in the lower levels of education. Responses to the studentship status 

question indicate that 82.8% are not students, 8.5% are part-time students and 8.8% are full-time 

students. Regarding house ownership, 83.9% of respondents rent property, while 16.1% own 

their home. Investigating the respondents' employment status resulted in finding that 80.2% of 

them are non-full-time workers and 19.8% are full-time workers. It seems like the low level of 

full-time workers, education, home ownership, household car ownership, and income are all 

related, because our typical population sample is comprised of people who are all low income.  

Participants’ demographic status was also assessed by variables such as age, sex, 

household size, and race/ethnicity. Findings showed that the average age of the respondents was 

43.2 and the household size investigation showed that the average number of household 

members was 2.4. 34.7% of the respondents were male, 64.7% female and 0.6% were non-

binary. In response to the question about race, it was found that 51.4% were non-white and 

48.6% white. 

“Possession of a valid driver license” and the health status in terms of “having/not having 

any physical or mental disabilities that seriously limit or prevent participants from doing travel 

activities” are the other variables that were explored in this study and can help in data analysis. 

Regarding disability, the findings show that 34.7% of our respondents have disabilities, and 

65.3% have no disabilities. Also, 53.4% of the sample did not have a valid driver license, while 
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the other 46.6% did. Figure 4.2 through 4.9 display the SES data concerning gender, race, 

education background, studentship, homeownership, employment status, car ownership, 

disability/health status, and possession of a valid driver license.  

 

 

 

Figure 4. 2 Descriptive Statistics of Educational Background  

 

 

Figure 4. 3 Descriptive Statistics of Studentship  
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Figure 4. 4 Descriptive Statistics of Homeownership  

 

 

Figure 4. 5 Descriptive Statistics of Employment status  
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Figure 4. 6 Descriptive Statistics of Gender  

 

 

Figure 4. 7 Descriptive Statistics of Race  
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Figure 4. 8 Descriptive Statistics of Disability/Health Status  

 
 

 

Figure 4. 9 Descriptive Statistics of Possession of a valid driver license 

 

Table 4.2 displays information about the travel activities of participants who are currently 

employed and/or a student, with respect to the main way they make trips from home to 
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work/school. As the table shows, the mean of trip frequency to work among the users of app-

based systems is higher than the mean for those who use non-app-based systems. 

Question 

Statistics 

N Minimum Maximum Mean Std. Deviation 

Trip frequency to work/school 

per week 

App-based 55 0 7 4.53 1.2 

Non-app-

based 

111 0 7 4.41 1.8 

Distance in miles from 

residence to place of 

work/school 

App-based 55 0 30 8.21 5.8 

Non-app-

based 

111 0 50 7.99 8.7 

How long does it usually take to 

get to your primary place of 

work/school (Min) 

App-based 55 0 60 23.11 14.8 

Non-app-

based 

111 0 90 31.07 24.6 

How often do you work at home 

instead of making the trip to 

work/school? (days per month) 

App-based 55 0 30 4.56 7.0 

Non-app-

based 

111 0 31 4.8 8.5 

Table 4. 2 Travel activities of participants who are currently employed and/or a student with 

respect to the main way they make trips from home to work/school 

In terms of distance in miles from residence to place of work/school, the mean of distance 

among the users of app-based systems is higher than those not using these services. It seems that 

respondents who have to travel a long distance from their residence to their place of work/school 

tend to use app-based services to save time and get to work faster, while those who have to travel 

a shorter distance from their residence to their place of work/school may spend more time to get 

there, so they use the cheaper options such as bus and rail and thus they save money. But the 

mean of time taken to get to work/school is lower among those using app-based services than 

those not using these services. As mentioned, respondents who have to travel a long distance 

from their residence to their place of work/school tend to use app-based services to save time and 

get to work/school faster, so it takes less time to get there than those using other modes. Also, the 
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table shows that the mean of the frequency of working at home instead of making the trip to 

work/school, among those using app-based services, is lower than those not using them.  

The distance between the place of residence and the place of work/education is an 

important factor in the selection and use of ridehailing services by transit-dependent people. That 

is, the greater the distance from one's home to his/her place of work/education, the more likely it 

is for that person to use app-based, on-demand ride services. It aligns with findings from Alemi 

et al. (2018) study about the more significant likelihood of ridehailing use among travelers who 

have more long-distance business trips. However, it should be noted that the population studied 

in Alemi et al. (2018) study was millennials (generation Y), who are known with their comfort 

with using digital interactive technologies for communication (Venter, 2017). The sample 

population in the present study are transit-dependent people who may feel discomfort using the 

ridehailing app or even the smartphone due to low digital literacy (Dillahunt et al., 2017). 

Investigating the Barrier of Digital Literacy in the present study also indicated that the most 

important digital literacy barrier to the sample population was feeling need assistance initiating 

rides through the phone, which will be discussed later in this chapter. 

Table 4.3 shows the importance of various factors in choosing the preferred option 

among app-based, on-demand, ride services and traditional public transit, from the participants’ 

viewpoint. 

option 

 

 

Statement  

Very 
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Access to credit/debit 

card 
19 5.4 22 6.2 66 18.6 96 27.1 151 42.7 3.95 

Access to a smart 

phone 
20 5.6 18 5.1 57 16.1 82 23.2 177 50.0 4.07 

Have internet access 

at home 
24 6.8 18 5.1 71 20.1 63 17.8 178 50.3 4.00 

Have a mobile data 

plan 
20 5.6 15 4.2 66 18.6 99 28.0 154 43.5 3.99 

Public support for 

data access such as 

public Wi-Fi 

38 10.7 34 9.6 80 22.6 91 25.7 111 31.4 
3.57 

Security of my 

personal financial 

information 

19 5.4 9 2.5 46 13.0 55 15.5 225 63.6 
4.29 

Scheduling and route 

finding though apps 
20 5.6 21 5.9 61 17.2 100 28.2 152 42.9 3.97 

Identity theft 19 5.4 19 5.4 62 17.5 67 18.9 187 52.8 4.08 

Out of pocket costs 

of the service 
17 4.8 17 4.8 61 17.2 86 24.3 173 48.9 4.08 

Shorter waiting time 

when I need to use 

the service 

17 4.8 10 2.8 49 13.8 111 31.4 167 47.2 
4.13 

Fastest way to get to 

destination 
16 4.5 15 4.2 42 11.9 98 27.7 183 51.7 4.18 

Sense of security 

from potential crimes 

in the vehicle/station 

19 5.4 15 4.2 50 14.1 69 19.5 201 56.8 
4.18 

Comfort/convenience 16 4.5 14 4.0 44 12.4 108 30.5 172 48.6 4.15 

Certainty about wait 

time, particularly 

during peak hours 

14 4.0 9 2.5 57 16.1 104 29.4 170 48.0 
4.15 

Availability of the 

service in the area 

where I need it 
13 3.7 9 2.5 31 8.8 68 19.2 233 65.8 

4.41 

Availability of the 

service at the time I 

need it 
17 4.8 8 2.3 36 10.2 76 21.5 217 61.3 

4.32 

Availability of the 

service on the day I 

need it 
15 4.2 12 3.4 35 9.9 74 20.9 218 61.6 

4.32 

Cash fare payment 26 7.3 35 9.9 86 24.3 80 22.6 127 35.9 3.70 

Traveling at a safe 

speed 17 4.8 10 2.8 44 12.4 81 22.9 202 57.1 4.25 

Concern about 

drivers 18 5.1 21 5.9 50 14.1 96 27.1 169 47.7 4.06 

Discounts on rides 24 6.8 15 4.2 62 17.5 93 26.3 160 45.2 3.99 

Free rides on eligible 

routes 25 7.1 21 5.9 76 21.5 94 26.6 138 39.0 3.84 

Discomfort with 

sharing personal 

information 
26 7.3 30 8.5 88 24.9 87 24.6 123 34.7 

3.71 
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Familiarity with and 

use of app-based 

transportation 

technologies 

17 4.8 18 5.1 71 20.1 105 29.7 143 40.4 

3.96 

Waiting home for the 

arrival of vehicle 19 5.4 19 5.4 68 19.2 111 31.4 137 38.7 3.93 

Simply waiting for a 

bus/rail service 

instead of the need to 

request for a ride 

28 7.9 26 7.3 101 28.5 100 28.2 99 28.0 

3.61 

Potential malfunction 

of the internet and 

the transportation 

app 

21 5.9 26 7.3 83 23.4 92 26.0 132 37.3 

3.81 

Table 4. 3 Importance of the factors in choosing the preferred travel options among app-based 

ride services (such as Uber/Lyft, UberPool, Via, GoLink) and traditional public transit services 

(such as bus, light rail). 

Participants’ responses to these questions range from very unimportant to very important. 

In this regard, the mean of the response of the sample to each of these factors was obtained. 

Comparison of these means indicates that “Availability of Service in the Area where I need it” is 

the most important factor in choosing the preferred option. Also, “Availability of service at the 

time I need it” and “Availability of the service on the day I need it”, hold equal importance, and 

are the next most important factors. Therefore, it seems that availability of the service is a very 

significant factor to the respondents in their choice of preferred transport option between the app-

based ride services and traditional transit. By contrast, “Public support for data access such as 

public Wi-Fi” is the least important factor in choosing the preferred option. Also, “Simply 

waiting for a bus/rail service instead of having to ask for a ride” and “Cash fare payment” are 

the next least important factors. It is surprising that the poor may not entirely prefer to pay cash 

as cash is still an important mean of paying transportation fare due to banking restrictions 

(Brown, 2018). 

Table 4.4 discusses the importance of various factors in choosing the preferred option 

among private ride services and ridesharing services from the viewpoint of the respondents. 
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Statement 
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Out of pocket costs 

of the service 14 4.0 16 4.5 70 19.8 86 24.3 168 47.5 4.07 

Shorter waiting time 

when I need to use 

the service 
11 3.1 8 2.3 50 14.1 114 32.2 171 48.3 4.20 

Privacy when 

traveling 20 5.6 29 8.2 59 16.7 82 23.2 164 46.3 3.96 

Fastest way to get to 

destination 7 2.0 16 4.5 44 12.4 96 27.1 191 54.0 4.27 

Comfort/convenience 9 2.5 12 3.4 44 12.4 98 27.7 191 54.0 4.27 

Availability of the 

service in the area 

where I need it 
10 2.8 8 2.3 42 11.9 68 19.2 226 63.8 4.39 

Discounts on rides 17 4.8 16 4.5 67 18.9 105 29.7 149 42.1 4.00 

Free rides on eligible 

routes 22 6.2 21 5.9 83 23.4 93 26.3 135 38.1 3.84 

Traveling at a safe 

speed 12 3.4 17 4.8 48 13.6 76 21.5 201 56.8 4.23 

Availability of the 

service at the time I 

need it 
10 2.8 10 2.8 42 11.9 72 20.3 220 62.1 4.36 

Availability of the 

service on the day I 

need it 
9 2.5 10 2.8 40 11.3 71 20.1 224 63.3 4.39 

Discomfort with 

sitting with strangers 

in a small-size 

vehicle 

23 6.5 35 9.9 77 21.8 85 24.0 134 37.9 3.77 

Ability to split fare 29 8.2 37 10.5 105 29.7 78 22.0 105 29.7 3.55 

Table 4. 4 Importance of the factors in choosing the preferred travel options among private 

ride services (such as Uber/Lyft), ride-sharing services (such as UberPool, Via, GoLink)  

  

Examination of the mean of responses indicates that the following factors are weighed in 

equal importance: “Availability of the service in the area where I need it” and “Availability of 

the service on the day I need it.” These two factors were ranked to be of highest importance 

among the sample population. “Availability of the service at the time I need it” is next in 

important factor. Therefore, it seems that availability is, once again, the most significant factor to 
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the respondents in choosing their preferred option among private ride services and ridesharing 

services. “Ability to split fare”, by contrast, is the least important factor in choosing the preferred 

option. The next least important factors are: “Discomfort with sitting with strangers in a small-

size vehicle” and then “Free rides on eligible routes.” 

Table 4.5 contains 12 barriers that seriously limit or prevent participants from using app-

based, on-demand ride service. The barriers consist of four categories designed in the form of 

four barriers, including the Barrier of Technology Requirements (Bar_TechReq), Barrier of 

Affordability (Bar_Afford), Barrier of Digital Literacy (Bar_DigLit) and Barrier of Technology 

Security (Bar_TechSec), each of which has three factors, as displayed in the table. 

 

Statement Frequency Percent 

Barrier of 

Technology 

Requirements 

Access to a smart phone 53 15.0 

Access to Internet at home 38 10.7 

Have a mobile data plan 39 11.0 

Barrier of 

Affordability 

Access to credit/debit card 
52 14.7 

Unaffordable fares 112 31.6 

Unable to use these services when phone 

battery runs out or have no internet access 85 24.0 

Barrier of 

Digital 

Literacy 

Feeling need assistance initiating rides via 

the phone apps 23 6.5 

Need translation for transportation apps into 

languages other than English 18 5.1 

Need trainings using online methods 19 5.4 

Barrier of 

Technology 

Security 

Unwilling to connect personal financial 

information to phone 33 9.3 

Discomfort with sharing personal 

information 73 20.6 

Concern about identity theft 89 25.1 

None of the above 
111 31.4 

Table 4. 5 Barriers that seriously limit or prevent from using app-based, on-demand ride 

service 
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                Investigating the percentage of choosing each of these factors to measure these barriers 

indicates that “Access to a smart phone” poses the greatest obstacle to the use of app-based 

services among the barriers related to “Technology Requirements.” As for the Barrier of 

Affordability, “Unaffordable fares” is the biggest obstacle. Investigating the Barrier of Digital 

Literacy also indicates that the most important digital literacy barrier is “Feeling need assistance 

initiating rides through the phone,” and finally, examining the category of “Technology 

Security” indicates that “Concern about identity theft” is the most important security obstacle to 

using the ridehailing apps. It should be noted that 31.4% of the sample stated that they had no 

obstacle to using ridehailing services. Finally, a look at the frequency of factor selection across 

all four dimensions of the barriers indicates that the “Barrier of Affordability” has the most 

frequency of choice, and this is in line with the economic background of the sample individuals, 

all of whom are low income. Figure 4.10 shows the percentage of the selection of each of the 

factors related to the barriers to using ridehailing services. 
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Figure 4. 10 Percentage of the selection of each of the factors related to the barriers to using 

app-based, on-demand ride services 

 

4.2 Analytical Findings 

Before explaining the relationships between the variables in the SE model, I first consider 

a matrix of the frequency of the modal usage among the respondents. Then, I examine the status 

of the key research variables in the sample and compare it to the standard mean. Following is an 

overview of the frequency of the use of three modes, from the perspective of the respondents, as 

well as prioritization of the barriers to the use of app-based services. Finally, the research models 

will be presented, and the research hypotheses will be discussed in association with the research 

models and their results. 
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4.2.1 Interpreting the Mutual Relationship Between the Dimensions of the Frequency of 

Use of the Three Modes   

 

The transportation modes in this study were investigated in the form of the overall 

frequency of using private ride services (Freqtotprivate), ridesharing services (Frqtotrshare) and 

traditional transit (Freqtottransit). Table 4.7 displays the matrix of the correlation coefficients 

between the three forms of the transportation modal usage.  

 

 Overall usage 

frequency of 

private ride 

services 

Overall usage 

frequency of 

ridesharing 

services 

Overall usage 

frequency of 

fixed-route transit 

services 

 

Overall usage 

frequency of 

private ride 

services 

1 .617 .066 

 .000 .215 

354 354 354 

 

Overall usage 

frequency of 

ridesharing 

services 

.617 1 .073 

.000  .172 

354 354 354 

 

Overall usage 

frequency of 

fixed-route 

transit services 

.066 .073 1 

.215 .172  

354 354 354 

Table 4. 6 Matrix of the correlation coefficients between the three dimensions of the 

transportation modal usage 

Note: In each cell, the first row is the Pearson coefficient, the second row is the significance level, and the third row is the sample. 

 

 

 



 

 

129 

 

 

 

In each cell, the first row shows the Pearson correlation coefficient, the second row show 

the significance level, and the third row shows the sample size. In statistical discussions, Pearson 

correlation coefficient measures the linear correlation between two random variables. As the 

table 4.7 shows, there is a positive correlation between the frequency of using private ride 

services and the frequency of using the ridesharing services, but there is no significant 

correlation between the frequency of using private ride services and the frequency of using 

traditional transit. Also, there is no significant correlation between the frequency of using 

ridesharing and the frequency of using traditional transit. The paired correlation between the 

three dimensions of the transportation modal usage suggests that the use of the app-base-

transportation modes does not have a significant correlation with traditional transit use. That is, 

the users of each of these transport systems do not necessarily use only one transport system and 

may use either of these three types of transport depending on the time and space conditions. 
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4.2.2 Interpretation of the Mutual Relationship Between the Four Dimensions of the 

Barriers to the Use of App-Based Ride Services 

 

Barrier of 

Affordability 

Barrier of 

Technology 

Requirements 

Barrier of Digital 

Literacy Bar 

Barrier of 

Technology 

Security 

 

Barrier of 

Affordability 

1 .181 .179 .387 

 .001 .001 .000 

354 354 354 354 

 

Barrier of 

Technology 

Requirements 

.181 1 .371 .255 

.001  .000 .000 

354 354 354 354 

 

Barrier of Digital 

Literacy 

.179 .371 1 .333 

.001 .000  .000 

354 354 354 354 

 

Barrier of 

Technology 

Security 

.387 .255 .333 1 

.000 .000 .000  

354 354 354 354 

Table 4. 7 Matrix of the correlation coefficients between the four dimensions of the barriers to 

use of app-based ride services 

 

Note: In each cell, the first row is the Pearson coefficient, the second row is the significance level, and the third row is the sample. 
 

Table 4.8 shows the matrix of the correlation coefficients between the four dimensions of 

the barriers to use of the app-based ride services. In this study, four categories of barriers that 

seriously limit or prevent participants from using app-based, on-demand ride service were 

identified. As mentioned, the barriers consist of four categories, designed in the form of the 

Barrier of Technology Requirements (Bar_TechReq), Barrier of Affordability (Bar_Afford), 

Barrier of Digital Literacy (Bar_DigLit) and Barrier of Technology Security (Bar_TechSec). 

Each of these has three factors, which are displayed in the table 3.5. The paired correlation 
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between these barriers suggests that there is a significant correlation between all dimensions of 

the barriers to the use of the app-based modes, given the significance level of less than 0.05. 

4.2.3 Investigating the Status of the Distribution of Research Variables Among the Sample 

Individuals 

In this section, I examine the status of the ratio variables among the sample individuals, 

using one sample t-test. Using one sample t-tests for the ratio variables helps one understand the 

status of the variable among the respondents. In fact, this test compares the scores of the 

variables with the standard mean, which means that if they are higher than the standard mean, or 

Test Value, the respondents are at a high level relative to the relevant variable. On the other 

hand, if they are lower than the Test Value, the respondents are at a lower level, relative to the 

relevant variable. First, the scores of each variable are standardized1 as a percentage, and then the 

score of 50 is considered as the standard or theoretical mean.  

Variables Test Value = 50 

t df Sig Standard 

Mean  

Mean Difference 

Overall usage 

frequency of private 

ride services 

-9.2 353 .000 35.59 -14.41 

Overall usage 

frequency of 

ridesharing services 

-16.67 353 .000 24.22 -25.78 

Overall usage 

frequency of fixed-

route transit services  

2.38 353 .018 55.01 5.01 

Overall preference for 

using private ride 

services 

2.98 353 .003 55.76 5.76 

 
1 - (variable - minimum) / (maximum - minimum) * 100 
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Overall preference for 

using ride-sharing 

services 

-5.00 353 .000 39.97 -10.03 

Overall preference for 

using fixed-route transit 

services 

4.61 353 .000 58.69 8.69 

Accessibility preference -17.10 353 .000 29.90 -20.10 

Barrier of Affordability -17.47 353 .000 23.45 -26.55 

Barrier of Technology 

Requirements 

-28.73 353 .000 12.24 -37.76 

Barrier of Digital 

Literacy 

-50.77 353 .000 5.65 -44.35 

Barrier of Technology 

Security 

-21.15 353 .000 18.36 -31.64 

Barrier -39.18 353 .000 15.09 -34.91 

Table 4. 8 One-Sample t-test of the Ratio Variables 

 

In the tables 4.9, the results of the one-sample t-test for investigating the ratio variables 

indicate that the means of three variables, including the overall frequency of traditional transit 

usage (freqtotTransit), overall preference for using private ride services (Prefprivate_overal), and 

overall preference for using ridesharing services (Pref_pub_overal), are above the standard 

mean, and the other variables are below the standard mean. Thus, it can be said that in terms of 

frequency of use of transport systems, both private ride services and ridesharing services are 

rarely used by the sample population, but the traditional transit sees a high level of usage by the 

sample population. Given the low-income status of the sample population, this result is as 

expected. 

Regarding the sample’s preferences for each of the three modes, the sample population’s 

preference for using private ride services and traditional transit are at the top level, and the 

preference for using ridesharing services is below the standard mean. The other key ratio 
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variable in this study is the accessibility preference, in which the results of the one sample t-test 

show that this variable is below the standard. Thus, it can be argued that sample individuals have 

little preference for living in compact and accessible places. Barrier and its four dimensions are 

the other key variables in this study. Examination of these dimensions by one sample t-test 

shows that these dimensions are lower than the standard mean, which is the result of this study. 

This result indicates that there are few obstacles for respondents to use app-based ride services, 

because a low barrier score means less barriers. Given that the level of significance for all 

variables is less than 0.05, it can be said that the results are statistically acceptable. 

4.2.4 Investigating the Status of the Distribution of the Built Environment Variables 

Among the Sample Individuals  

In the table 4.10, the results of the one-sample t-test for the built environment variables 

(population density, employment density, and entropy) indicate that the means of all three 

variables are below the standard mean.  

Variables 
Test Value = 50 

t 
df Sig Mean Mean Difference 

Population density  -16.60 353 .000 23.94 -26.06 

Employment 

density 
-19.70 353 .000 13.74 -36.26 

Entropy  -6682.8 353 .000 .696 -49.30 

Table 4. 9 One sample t-test for the Built Environment Variables 

Thus, it can be said that our sample population is at a low level in terms of population 

density, employment density, and land use mix. Given that the level of the significance for all 

variables is less than .05, the results are statistically acceptable. 

After the results of the SEM model, which will be explained in section 4.3.7, show that the built 

environment variables are not effective on the percentage of ridehailing trips and this is not 
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consistent with the research literature (Cervero & Day, 2008; Sun et al., 2017; TCRP Report 16, 

1996; Yu et al. 2019; Porter et al., 2013; Brown, 2018; Wang & Mu, 2018; Hughes & 

MacKenzie, 2016; Lavieri & Bhat, 2019; Alemi, 2018), I will argue that this ineffectiveness may 

be related to this fact that the residences of the sample population are at a very low level in terms 

of the land use mix, population density, and employment density. This issue will be discussed in 

more detail later. 

4.2.5 Prioritizing the Four Dimensions of Barriers to Using App-Based Ride Services 

 

I used the Friedman test to determine the priority of the dimensions of barriers to the use 

of app-based ride services by transit dependent participants. Friedman is a test to determine 

priorities among the indicators of a variable or to prioritize between several variables. I used 

Friedman test to figure out, for example, which dimension of the barriers to using ridehailing 

services is more important to respondents. The mean rank of this test indicates the importance or 

priority among the indicators of one variable or prioritization between several variables. The 

table 4.11 shows the mean rank of each of these dimensions. 

Barrier 
N Mean 

Std. 

Deviation 

Mean 

Rank Min Max 
df 

Chi-

Square 
Sig 

Barrier of 

Affordability 
354 .70 .858 2.85 0 3 

3 128.98 .000 

Barrier of 

Technology 

Requirements 

354 .37 .742 2.39 0 3 

Barrier of 

Digital 

Literacy 

354 .17 .493 2.13 0 3 

Barrier of 

Technology 

Security 

354 .55 .844 2.63 0 3 

Table 4. 10 Comparison of the mean rank of the dimensions of barriers to use app-based ride 

services 
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In the rankings obtained through the Friedman test on the comparison and the 

prioritization of the dimensions of barriers to the use of ridehailing services, the barrier 

dimensions were ranked as follows (in order of significance): Barrier of Affordability 

(Bar_Afford), the Barrier of Technology Security (Bar_TechSec), the Barrier of Technology 

Requirement (Bar_TechReq), the Barrier of Digital Literacy (Bar_DigLit). Their respective 

means are displayed below in Figure 4.12. It was found that the Barrier of Affordability is the 

most important obstacle to the use of app-based ride services to the participants, and the Barrier 

of Digital Literacy is the least important obstacle. Given that the chi-square value (128.98) and 

significance level (sig = 0.000) less than 0.01, this prioritization can be statistically confirmed.   

 

Figure 4. 11 The mean rank of each of the four dimensions of the barriers     

 

4.2.6 Prioritizing the System of Preferences for Using the Three Travel Modes 

I used the Friedman test to determine the preference of the sample individuals for the use 

of the triple transport modes under consideration, private ride services (Prefprivate_overal), 
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ridesharing services (Pref_Ridshar_overal), and traditional transit (Pref_Pub_overal). Table 4.12 

shows the mean rank of each of these preferences. 

 
N Mean 

Std. 

Deviation 

Mean 

Rank Min Max 
df 

Chi-

Square 
Sig 

Overall preference 

for using private 

ride services 

354 5.46 2.909 2.15 1 9 

2 57.239 .000 

Overall preference 

for using ride-

sharing services 

354 4.20 3.016 1.73 1 9 

Overall preference 

for using fixed-

route transit 

services 

354 5.69 2.838 2.13 1 9 

Table 4. 11 Comparison of the mean rank of preferences for use of triple transport modes 

 

In the rankings obtained through the Friedman test on the comparison and the 

prioritization of preferences for the use of transportation modes, the system of preferences were 

ranked as follows (in order of significance): private ride services, traditional transit, ridesharing 

services. Their respective means are displayed below in Figure 4.13. Therefore, it was found that 

most people prefer to use private ride services the most, and ridesharing was found to be least 

preferred. Given that the chi-square value (57.239) and the significance level (sig = .000) is less 

than .01, this prioritization can be statistically confirmed.  
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Figure 4. 12 The mean rank of the system of preferences 

 

4.2.7 SE Models 

In this section, first, a model was designed by entering 22 variables from the variables 

examined in the survey, and the effective and meaningful relationships remained in the model so 

that the overall picture of the effect of all variables in a framework can be observed (see 

appendix III, figure 6. 1). In this model, the modal preferences and the usage frequency of the 

three modes of private ride services, ridesharing and traditional transit were present as input 

variables. The effect of all independent variables was examined directly and indirectly on these 

variables in the model. But since I wanted to get to the main dependent variable that covers all 

three modes of transportation systems, I moved this model to the appendices so that the reader 

could refer to the effects of each of the independent variables on the modal preferences and the 

usage frequency of the three modes. 
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Then, based on this model and considering the two types of travel behavior with the app 

base services and traditional transit, a model was designed based on the analysis of the 

preference for and frequency of using the private ride services and traditional transit (see 

appendix III, figure 6. 2). To examine the effect of each of the research variables on these two 

types of transportation system, I also transferred this model to the appendices in order to achieve 

the main dependent variable that includes all three modes of transportation system. 

Finally, I considered a variable called the percentage of ridehailing trips as the main 

dependent variable, which indicates the percentage of the sum of the overall use of private ride 

services and ridesharing services in the sum of the overall use of private ride services, 

ridesharing services, and traditional transit. Based on the significant effects of the research 

variables, two models were designed, one without the inclusion of the built environment 

variables and the other with the inclusion of these variables. In the following, I examine the 

goodness of fit as well as the effects of the variables in these two models. 

In the first step, the acronym for the models’ variables, and their description are specified 

in the following table: 

Categories  Variables Description   

Socio-economic & 

Demographic  
 

HHSize  Household size 

Dis_No Any physical or mental disabilities that seriously limit or prevent you from travel activities. 

Disabled (code 1) or non-disabled/healthy (code 0) 

Residential Preference accessiblityprefenrece Accessibility preference 

Built Environment  PopDensity  Gross population density in persons per square mile. 

EmpDensity  Gross employment density  

Entroy Land use mix (Entropy) 

Service Time Efficiency  Pref_TimeEfficSrv Importance of service time efficiency in selecting the preferred mode from the viewpoint of 
passengers 

Service Availability Availability Importance of service availability in selecting the preferred travel mode from the viewpoint of 

passengers 

Pctridehailtrips  Pctridehailtrips  Percentage of ridehailing trips 

Modal Preference  Prefprivate_overal Overall preference for using private ride services (such as Uber/Lyft) 
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Pref_Pub_overal Overall preference for using traditional public transit services (such as bus, light rail)  
 

 

Table 4. 12 The models’ variables and their definition 

 

4.2.7.1 SE Model Without Built Environment Variables 

 

 

Figure 4. 13 Standardized estimates Model 1st_ Without Built Environment Variables 

 

The model’s goodness of fit indices is shown in the following table: 

Goodness of fit indices 

p-Value Df 
Chi-

square 
CMIN.DF RMSEA CFI IFI 

.165 10 14.185 1.419 .034 .987 .988 

 

Table 4. 13 Model 1st_ Without Built Environment Variables - goodness of fit indices 

 

One of the indexes of the acceptable fit between the sample and the hypothetical model is 

the ratio of the CMIN/DF index, which is to be in the range of 2 to 1 or 3 to 1 (Carmines & 

McIver, 1983). Also, the acceptable threshold level of the RMSEA is to be less than .07 (Steiger, 
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2007 as cited in Hooper et al., 2008). In a model with a suitable goodness of fit, the lower limit is 

close to zero, while the upper limit should not exceed 0.08 (Hooper et al., 2008, p.54). The closer 

the RMSEA index is to zero, the better the fit. In SEM, incremental fit indices are based on 

comparing “the fit of a substantive model to that of a null model” (Widaman & Thompson, 2003, 

p.16). IFI values are considered acceptable if they are higher than .90, although these values may 

be higher than one (Moss, 2009). Also, the Comparative Fit Index (CFI) is a measure of the 

goodness of fit in relation to other models, which performs well with all sample sizes (Bentler, 

1990). CFI values are considered acceptable if they are higher than .90 (Hu and Bentler, 1999 as 

cited in Hooper et al., 2008). Other indicators of the model’s goodness of fit include p-value 

higher than .05 and low chi-square compared to the degrees of freedom (Ewing et al., 2016). 

As can be seen, the result of dividing the value of CMIN/DF is 1.419. The RMSEA value 

is also 0.034. The CFI value is .987 and the IFI value is 0.988. Given that the values of CFI and 

IFI are higher than .90 and also according to the value of Chi-square = 14.185 and the p-Value = 

.165 which is higher than .05, therefore, the null hypothesis that the model does not fit the data is 

rejected, so the model has an acceptable goodness of fit and the results can be generalized to the 

statistical community. 

Standard Estimation Coefficients of the Model 

Dependent variable 
 

Independent variable Coefficient S.E. C.R. p-

Value 

Accessibility preference <--- Household size .023 .828 .443 .658 

Accessibility preference <--- Disability/health status -.082 2.718 -1.566 .117 

Accessibility preference <--- Importance of Service 

Availability 

-.175 .464 -3.352 .000 

Overall preference for 

using fixed-route transit 

<--- Accessibility preference -.283 .005 -5.972 .000 
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Overall preference for 

using private ride 

services 

<--- Accessibility preference -.117 .006 -2.355 .019 

Overall preference for 

using private ride 

services 

<--- Importance of Service time 

efficiency 

.286 .061 5.886 .000 

Overall preference for 

using private ride 

services 

<--- Disability/health status -.050 .295 -1.021 .307 

Overall preference for 

using fixed-route transit  

<--- Importance of Service time 

efficiency 

-.366 .058 -7.771 .000 

Overall preference for 

using private ride 

services 

<--- Importance of Service 

Availability 

.204 .050 4.229 .000 

Overall preference for 

using fixed-route transit  

<--- Disability/health status -.061 .283 -1.283 .199 

Overall preference for 

using private ride 

services 

<--- Household size .145 .088 3.041 .002 

Percentage of ridehailing 

trips  

<--- Overall preference for using 

fixed-route transit 

-.377 .480 -7.502 .000 

Percentage of ridehailing 

trips  

<--- Accessibility preference .032 .051 .704 .481 

Percentage of ridehailing 

trips  

<--- Disability/health status -.238 2.505 -5.425 .000 

Percentage of ridehailing 

trips  

<--- Overall preference for using 

private ride services 

.356 .450 7.471 .000 

Percentage of ridehailing 

trips  

<--- Service time efficiency .016 .592 .313 .754 

Percentage of ridehailing 

trips 

<--- Household size .099 .768 2.250 .024 

 

Table 4. 14 Model 1st_ Without Built Environment Variables - Standardized Regression 

Weights 

 

Table 4.15 shows the effects of each of the independent (exogenous) variables on the 

dependent (endogenous) variables and the significant level of the effects of these variables 

entered in the model. I report the effect of independent variables on endogenous variables. 

It is essential to consider internal reasons in explaining travel behavior, in addition to paying 

attention to external causes. Thus, it is possible to explain the endogenous factors in the model 

that they are the preferences to use the transportation modes. The preferences for the use of 
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private ride services and fixed-route transit were included in the research model, which revealed 

how these preferences shape people's travel behavior. Travel behavior of individuals is 

influenced by their preferences for using each of these transport modes, which were expected 

and supported by the findings of this study. According to table 4.15, the value of the effect of the 

overall preference for using fixed-route transit services on the percentage of ridehailing trips is -

.377, which is in the opposite direction. Given its significance level (p-Value = .000), this effect 

is statistically significant and acceptable. Also, the value of the effect of the overall preference 

for using private ride services on the percentage of ridehailing trips is .356, which is in the same 

direction. Given its significance level (p-Value = .000), this effect is statistically significant and 

acceptable.  

Examining the status of people's preferences in the use of each mode also showed that 

preference for using private ride services is the first priority of people's preferences in travel 

behavior (see table 4. 15). On the other hand, these preferences are affected by various factors, 

which in the model three variables accessibility preference, importance of service time efficiency 

and importance of service availability in selecting the preferred travel mode influenced people's 

preferences in using transportation modes. According to Rayle et al. (2016), private ride services 

such as Uber offer a faster alternative to trips that could have otherwise been made by the 

traditional public transit services. Ridehailing sometimes serves a niche demand that traditional 

public transit services does not serve properly, such as traveling to or from low-density 

neighborhoods. As the table 4.15 shows, the value of the effect of the “importance of service 

time efficiency in selecting the preferred mode” on the overall preference for using private ride 

services is .286, which is in the same direction. Given its significance level (p-Value = .000), this 
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effect is also statistically significant and acceptable. Also, the value of the effect of the 

“importance of service time efficiency in selecting the preferred mode” on the overall preference 

for using fixed-route transit services is -.366, which is in the opposite direction. Given its 

significance level (p-Value = .000), this effect is statistically significant and acceptable. These 

relationships were expected and could align with the results of Rayle et al. (2016), because time 

efficiency, as a principal factor that facilitates the travel process, is considered in the intention 

and preference of individuals to use a particular transportation mode and therefore the use of that 

mode. 

The value of the effect of the “importance of service availability in selecting the preferred 

mode” on the accessibility preference is -.175, which is in the opposite direction. Given its 

significance level (p-Value = .000), this effect is statistically significant and acceptable. Also, the 

value of the effect of the accessibility preference on the overall preference for using fixed-route 

transit services is -.283, which is in the opposite direction. Given its significance level (p-Value 

= .000), this effect is statistically significant and acceptable.  Moreover, the value of the effect of 

the accessibility preference on the overall preference for using private ride services is -.117, 

which is in the opposite direction. Given its significance level (p-Value = .019), this effect is also 

statistically significant and acceptable. The accessibility preference is the variable that affects the 

individuals’ preferences using private ride services and traditional transit. Given that the model 

shows that the preference for living in compact areas or accessibility preference reduces the 

preference for using both private ride services and traditional transit, the need for transportation 

due to living in accessible areas is likely to decrease. According to the table 4. 15,  accessibility 

preference does not have a significant effect on the percentage of ridehailing trips made by these 
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populations (p-Value = .481). Also, as the importance of service availability in selecting the 

preferred travel mode increases, preference for living in compact areas (accessibility preference) 

decreases. This means that transit-dependent people who care about service availability in their 

modal preferences prefer to live in sprawled areas. This mentality justifies travel distances if 

access to transportation systems is possible, and thus makes it more preferable to live in sprawled 

areas. It could align with the results of a survey-based study by Rayle et al. (2016), which 

displays exploratory evidence of how private ride services such as Uber and Lyft, as the most 

available transportation service, are used in San Francisco. They argued that there are several 

neighborhoods with inadequate transit access, inadequate taxi availability, or scarce parking in 

this city. Passengers who refrained these neighborhoods in the past may now find them 

accessible, without understanding of the influence of the availability of private ride services 

(Rayle et al., 2016). The results also indicate that the value of the effect of the “importance of 

service availability in selecting the preferred mode” on the overall preference for using private 

ride services is .204, which is in the same direction. Given its significance level (p-Value = 

.000), this effect is statistically significant and acceptable. The importance of service availability 

in modal preference from the viewpoint of passengers significantly increases the overall 

preference for using private ride services as an app-based transport mode. The importance of 

service availability appears to affect the individuals’ preference for using private ride services 

such as Uber as a type of transport system that is more available than any other mode by 

facilitating travel behavior. Overall, the timeliness, speed, and availability are all attractive 

factors for transportation by private ride services, and they are critical in increasing the 

preference for using this mode.  It could serve as a possible justification for the expected and 

significant positive effect of the “importance of service availability in selecting the preferred 
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mode” on the overall preference for using private ride services. It could also align with the 

results of Rayle et al. (2016), which argued that travelers who have not previously had the 

preference for choosing the neighborhoods with inadequate transit access as trip destination or 

have forgone the activity altogether might now find them accessible due to the influence of the 

availability of private ride services. 

The value of the effect of the “importance of service time efficiency in selecting the 

preferred mode” on the percentage of ridehailing trips is .016, which is in the same direction. 

Given its significance level (p-Value = .754), this effect is not statistically significant and thus 

the effect is rejected. Travel behavior of individuals is influenced by their preferences for using 

each of these transport modes, which is supported by the findings of this study. Examination of 

the research model shows three variables accessibility preference, the importance of service time 

efficiency in modal preference, and the importance of service availability in modal preference as 

variables affecting the preferences for using different transportation modes that indirectly affect 

people's use of different transportation modes. It was suggested that the importance of service 

time efficiency in modal preference affects the preference for the use of private ride services and 

traditional transit. It raises the preference for using private ride services as an app-base mode and 

reduces the preference for using traditional transit such as bus, and ultimately indirectly increases 

the percentage of ridehailing trips. Therefore, time efficiency, as a principal factor that facilitates 

the travel process, is considered in the intention and preference of individuals to use a particular 

transportation mode and therefore the use of that mode. It could serve as a possible justification 

for the unexpected insignificant effect of the “importance of service time efficiency in selecting 
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the preferred mode” on the percentage of ridehailing trips, which does not seem to be aligned 

with the results of Rayle et al. (2016). 

The value of the effect of the household size variable on the overall preference for using 

private ride services is .145, which is in the same direction. Given its significance level (p-Value 

= .002), this effect is statistically significant and acceptable. Also, the value of the effect of the 

household size variable on the percentage of ridehailing trips is .099, which is in the same 

direction. Given its significance level (p-Value = .024), this effect is statistically significant and 

acceptable. These relationship does not align with the results of Etminani-Ghasrodashti and 

Hamidi (2019) indicating that household size is significantly and negatively associated with the 

frequencies of the trips made by ridehailing services. A possible justification for these 

unexpected relationships is that the income status of individuals is associated with the income 

level of their households, especially in low income families with large household sizes. In these 

households, all family members earn money and spend it together. Therefore, personal income is 

not a good criterion for survey-based studies that aim to focus on low-income populations to 

investigate mode choice, mode preference and usage. As mentioned in chapter two it was an area 

of disagreement in the results of studies applying socio-economic and demographic 

characteristics of riders in the works of Dias et al. (2017) and Alemi et al. (2018) concerning the 

usage frequency and the adoption of ridehailing services. According to Dias et al. (2017), 

ridehailing users tend to be high-income individuals, but the results of Alemi et al. (2018) study 

on the frequency and the adoption of ridehailing in California showed that about half of the 

frequent ridehailing users are more likely to reside in low-/medium-income households. It was 
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mentioned that the income status of individuals is associated with the income level of their 

households, especially in low income families with large household sizes.  

The value of the effect of the disability variable on the on the percentage of ridehailing 

trips is -.238, which is in the opposite direction. Given its significance level (p-Value = .000), 

this effect is statistically significant and acceptable. This relationship and its direction were 

expected because ridehailing companies such as Uber provide the service to the travelers through 

drivers who use their personal cars and do not necessarily have the essential facilities to serve the 

disabled travelers. These drivers also do not consider themselves obliged to being equipped with 

these facilities. This relationship could align with the results of a report by an advocacy group in 

New York which says that people with disabilities cannot use ridehailing services virtually due 

to “the relative lack of vehicles equipped to handle wheelchairs and motorized scooters” 

(Kunkle, 2018). 

Variables Percentage of ridehailing trips 

direct indirect total 

Importance of Service 

Availability  

0 -.069 -.069 

Overall preference for 

using fixed-route transit 

-.377 0 -.377 

Accessibility preference .032 .148 .18 

Disability/health status -.238 -.0069 .2449 

Overall preference for 

using private ride services 

.356 0 .356 

Importance of Service 

time efficiency 

.016 .240 .256 

Household size .099 .054 .153 

Table 4. 16 Model 1st_ Without Built Environment Variables - Direct, indirect, and total 

effects 
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An examination of the direct and indirect effects of the independent variables on the 

percentage of ridehailing trips shows that the overall preference for using fixed-route transit with 

a value of -.377 has the strongest direct effect, and importance of service time efficiency in 

selecting the preferred mode with a value of .016 has the weakest direct effect on the percentage 

of ridehailing trips. An examination of the indirect effects also shows that importance of service 

time efficiency in selecting the preferred mode with a value of .240 has the strongest effect, and 

the disability variable with a value of .0069 has the weakest indirect effect on the percentage of 

ridehailing trips made by transit-dependent people. 

4.2.7.2 SE Model with Built Environment Variables 

 
 

Figure 4. 14 Standardized estimates- Model with Built Environment Variables 

 

The model’s goodness of fit indices is shown in the following table: 

Goodness of fit indices 

p-Value Df 
Chi-

square 
CMIN.DF RMSEA CFI IFI 
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.055 34 48.087 1.414 .034 .968 .969 

 

Table 4. 17 The goodness of fit indices for the model with built environment variables 

As can be seen, the result of dividing the value of CMIN by the degree of freedom is 1.414. 

The RMSEA value is also .034, the CFI value is .968 and the IFI value is .969 which is higher than 

the cutoff point of .90. Therefore, the model has a good fit. Also, considering the value of Chi-

square = 48.087 and the p-Value = .055 which is higher than .05. Therefore, the null hypothesis 

that the model does not fit the data is rejected, and the model has an acceptable goodness of fit and 

the results can be generalized to the statistical community.. 

Standard Estimation Coefficients of the Model 

Dependent variable 
 

Independent variable Coefficient S.E. C.R. P 

Accessibility preference <--- Importance of Service 

Availability 

-.174 .464 -3.341 .000 

Accessibility preference  <--- Disability/health status -.083 2.718 -1.583 .114 

Overall preference for 

using fixed-route transit 

<--- Accessibility preference -.282 .005 -5.951 .000 

Overall preference for 

using private ride services 

<--- Accessibility preference -.112 .006 -2.275 .023 

Overall preference for 

using private ride services 

<--- Importance of Service time 

efficiency 

.292 .061 6.006 .000 

Overall preference for 

using fixed-route transit 

<--- Importance of Service time 

efficiency 

-.366 .058 -7.743 .000 

Overall preference for 

using private ride services 

<--- Household size .145 .088 3.058 .002 

Overall preference for 

using fixed-route transit 

<--- Disability/health status -.051 .276 -1.096 .273 

Overall preference for 

using private ride services 

<--- Importance of Service 

Availability 

.200 .050 4.144 .000 

Percentage of ridehailing 

trips  

<--- Overall preference for using 

private ride services 

.360 .420 8.071 .000 

Percentage of ridehailing 

trips  

<--- Employment Density .042 .038 .874 .382 

Percentage of ridehailing 

trips  

<--- Population Density -.066 .047 -1.300 .194 

Percentage of ridehailing 

trips  

<--- Entropy .046 9.175 .981 .327 

Percentage of ridehailing 

trips  

<--- Household size .101 .765 2.305 .021 
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Percentage of ridehailing 

trips  

<--- Disability/health status -.239 2.494 -5.478 .000 

Percentage of ridehailing 

trips  

<--- Accessibility preference .036 .050 .787 .431 

Percentage of ridehailing 

trips  

<--- Overall preference for using 

fixed-route transit 

-.386 .435 -8.502 .000 

Table 4. 18 Model with Built Environment Variables - Standardized Regression Weights 

 

The table 4.21 shows the effects of each of the independent (exogenous) variables on the 

dependent (endogenous) variables and the significance level obtained from the effect of these 

variables entered in the model, in which the built environmental variables are considered. In this 

model, research hypotheses are tested. 

 

Testing the Research Hypotheses 

The first hypothesis: Population density, employment density, and land use mix (entropy) are 

determinant factors in identifying the percentage of ridehailing trips made by these populations. 

The value of the direct effect of the employment density variable on the percentage of ridehailing 

trips is .042, which indicates that for one unit standard deviation of change in the employment 

density variable, .042standard deviation unit is created in the same direction in the percentage of 

ridehailing trips variable. But this value is very small, and given the significant level obtained 

that is greater than 0.05 (p = .382), (P> .05), this hypothesis is not confirmed, and that 

employment density does not have a significant effect on the percentage of ridehailing trips. 

Also, the direct effect of land use mix variable on the percentage of ridehailing trips is .046, 

which indicates that for one unit standard deviation unit of change in the entropy variable, .046 

standard deviation unit is created in the same direction in the identifying the percentage of 

ridehailing trips variable. But this effect is negligible and given the significance level of more 
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than .05 (p = .327) (P> .05), this hypothesis is not confirmed, and that entropy has no significant 

effect on identifying the percentage of ridehailing trips. Moreover, the direct effect of the 

population density variable on the percentage of ridehailing trips is 066.- , indicating that for one 

unit standard deviation of change in population density, 066.-  standard deviation unit in the 

opposite direction occurs on the percentage of ridehailing trips variable. But this effect is also 

very small, and given the significant level obtained that is more than .05 (p = .194), (P>.05), it is 

also very insignificant to consider the effect of this variable, and this effect is not acceptable and 

we cannot accept this hypothesis. Therefore, population density does not have a significant effect 

on the percentage of ridehailing trips made by these populations. 

Examination of the last hypothesis of the research shows that the built environment 

variables are not effective on the percentage of ridehailing trips. This is not consistent with the 

research literature concering  the relationship between the built envornment and travel behaviour 

(Cervero & Day, 2008; Sun et al., 2017; TCRP Report 16, 1996; Yu et al., 2019; Porter et al., 

2013; Brown, 2018; Wang & Mu, 2018; Hughes & MacKenzie, 2016; Lavieri & Bhat, 2019; 

Alemi, 2018). Also, with respect to the relationshsip between population density, employment 

density, and land use mix (entropy) and the identification of  the percentage of ridehailing trips, 

as the literature cites, employment density as a built environment attribute is applicable in 

exploring the geographical distribution of trips made by ridehailing service across neighborhoods 

(Brown, 2018).  Also, higher accessibility to Uber is correlated with population density (Wang & 

Mu, 2018). Ridehailing services offer more significant performance in dense urban areas, and 

higher population and employment densities, presumably attributes to more frequent trip requests 

(Hughes & MacKenzie, 2016). Also, there is an association between more significant land-use 
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mix and the higher likelihood of the adoption of on-demand ride services (Alemi, 2018). Given 

that the residences of the sample population are at a very low level in terms of population 

density, employment density, and land use mix (see table 4.10, one-sample t-test for the built 

environment variables), arguably this ineffectiveness may be related to the very low level of 

these three variables in these residences. 

Explaining this contradiction with literature leads us to examine the variables of the built 

environment in the sample under study. In the table 4.10, the results of the one-sample t-test for 

the built environment variables indicated that the mean of land use mix was .696, employment 

density was 13.74, and population density was 23.94, which are all below the standard mean. 

Comparing these means shows that there is a kind of heterogeneity in these three variables, 

which raises the premise in the researcher's mind that the contradiction between the results and 

the literature arises from this heterogeneity, and the low level of these three built environment 

variables in the residences of the transit dependent subjects. In fact, an examination of the status 

of the built variables in our sample shows that these three variables, in addition to the significant 

difference in their percentage, are also at a low level in terms of density and land use diversity.  

My conclusion from the above result is that while transit-dependent people, on the one hand, 

reside in very low density and land use mix areas, on the other hand, there is a big difference 

between the three built environment variables examined in the sample, these two factors, given 

that people are low-income, lead to different behaviors between them in the use of transportation 

modes. In fact, transit-dependent people's behavior in these situations is influenced by very low 

status of density and land use diversity in the residence and big differences in the status of these 
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three built environment attributes, which may be followed by contradictory behaviors due to 

being affected by different situations . 

A review of the preferences system has previously shown that participants have a high 

preference for using private ride services, but this preference is influenced by important 

variables, such as the importance of service time efficiency and service availability in selecting 

the preferred travel mode. Therefore, the discussion is about these two influential factors in the 

system of preferences of individuals, which can be linked to the discussion of the effect of built 

environment variables on the frequency of use of transportation modes. In fact, very low status 

of density and land use diversity of the surveyed areas has led to an increase in the cost of using 

private ride services, and due to the fact that people are low-income, their ability to pay for travel 

expenses has been weakened. But this is not always the case, and a person behaves differently 

under the influence of circumstances. For example, when people do not have enough time to 

reach their destination, they may use app-base modes, and when they have enough time to reach 

their destination, they may use traditional public services, such as buses to reduce travel costs. 

Discussing the effects of the importance of service time efficiency and service availability in 

selecting the preferred travel mode on the system of preferences reinforces this claim. 

Finally, it can be concluded that for the poor, choices or patterns of behavior arise from 

the choice of necessities. This means their choices are driven by what is technically necessary to 

get things done, and no more. It also calls for an examination of the environmental, economic, 

and social determinism factors that forces them to act in a certain way. Therefore, here are two 

types of choices that are made, according to the time and situation in which the person is placed, 

which in most cases, is accompanied by forced choice. But in some cases, such as the lack of 
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time to reach the destination, the poor must break this rule in choosing a transportation mode and 

act differently. It seems that the contrast between the results of this study and the research 

literature is caused by this breaking of the norm. 

The second hypothesis: Preference for living in compact places (accessibility preference) is a 

determinant factor in identifying the percentage of ridehailing trips made by these populations. 

The direct effect value of the accessibility preference variable on the percentage of ridehailing 

trips is .036, which indicates that for one unit standard deviation of change in the accessibility 

preference variable, .036  standard deviation units is created in the same direction in the 

percentage of ridehailing trips variable. But this value is very small, and given the significant 

level obtained that is greater than .05 (p = .431), (P>  .05), this hypothesis is not confirmed, and 

accessibility preference does not have a significant effect on the percentage of ridehailing trips 

made by these populations. 

The third hypothesis: Importance of service availability in selecting the preferred travel mode 

from the viewpoint of passengers is a determinant factor in identifying the preference for using 

private ride services by these populations. 

The direct effect value of the importance of service availability in selecting the preferred travel 

mode from the viewpoint of passengers on the preference for using private ride services is .200, 

which indicates that for one unit standard deviation of change in the importance of service 

availability in modal preference, .200 standard deviation units is created in the same direction in 

the preference for using private ride services. This means that people giving more importance to 

service availability in selecting their preferred travel mode have higher preference for using 
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private ride services. This hypothesis is confirmed by a significant level of less than .05 (p = 

.000) (P <.05).  

The fourth hypothesis: Importance of service time efficiency in selecting the preferred mode 

from the viewpoint of passengers is a determinant factor in identifying the preference for using 

private ride services and fixed-route transit services by these populations. 

The direct effect value of the importance of service time efficiency in selecting the preferred 

travel mode from the viewpoint of passengers on the preference for using private ride services is 

.292, which indicates that for one unit standard deviation of change in the importance of service 

time efficiency in modal preference, .292 standard deviation units is created in the same direction 

in the preference for using private ride services. This means that people giving more importance 

to service time efficiency in selecting their preferred travel mode have higher preference for 

using private ride services. This hypothesis is confirmed by a significant level of less than .05 (p 

= .000) (P < .05). Also, the direct effect value of the importance of service time efficiency in 

selecting the preferred travel mode from the viewpoint of passengers on the preference for using 

fixed-route transit is - .366, which indicates that for one unit standard deviation of change in the 

importance of service time efficiency in modal preference, .366 standard deviation units is 

created in the opposit direction in the preference for using fixed-route transit services. This 

means that people giving more importance to service time efficiency in selecting their preferred 

travel mode have lower preference for using fixed-route transit services. This hypothesis is 

confirmed by a significant level of less than .05 (p = .000) (P < .05).  
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The fifth hypothesis: Preference for living in compact places (accessibility preference) is a 

determinant factor in identifying the preference for using private ride services and fixed-route 

transit services by these populations. 

The direct effect value of the accessibility preference variable on the preference for using private 

ride services is - .112, which indicates that for one unit standard deviation of change in the 

accessibility preference variable, .112 standard deviation units is created in the opposit direction 

in the preference for using private ride services. This means that people with more preference for 

living in compact places have lower preference for using private ride services. This hypothesis is 

confirmed by a significant level of less than .05 (p = .023) (P < .05). Also, the direct effect value 

of the accessibility preference variable on the preference for using fixed-route transit services is -

.282, which indicates that for one unit standard deviation of change in the accessibility 

preference variable, .282  standard deviation units is created in the opposit direction in the 

preference for using private ride services. This means that people with more preference for living 

in compact places have lower preference for using fixed-route transit services. This hypothesis is 

confirmed by a significant level of less than .05 (p = .000) (P < .05). 

Variables Percentage of ridehailing trips 

direct indirect total 

Importance of Service 

Availability 

0 .064 .064 

Importance of Service 

time efficiency 

0 .246 .246 

Overall preference for 

using private ride services 

0. 360 0 0. 360 

Employment Density 0. 042 0 0. 042 

Population Density -.066 0 -.066 

Entropy 0. 046 0 0. 046 

Household size 0. 101 .145 .246 

Disability/health status -.239 .011 -.228 
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Accessibility preference 0. 036 .068 .104 

Overall preference for 

using fixed-route transit 

-.386 0 -.386 

Table 4. 19 Model with Built Environment Variables - Direct, indirect, and total effects 

 

An examination of the direct and indirect effects on the percentage of ridehailing trips 

with the presence of the built environmental variables show that the overall preference for using 

fixed-route transit, with a value of - .386, has the strongest direct effect and accessibility 

preference, with an effect of .036, has the weakest direct effect on the percentage of ridehailing 

trips. An examination of the indirect effects also shows that the importance of service time 

efficiency in selecting the preferred mode, with a value of .246 has the strongest effect and the 

disability variable, with a value of  .011, has the weakest indirect effect on the percentage of 

ridehailing trips made by transit-dependent people. 

4.3 Summary 

 

This chapter dealt with the two parts of the descriptive and analytical findings of data 

needed to test the research hypotheses. In this regard, two SEM models were presented: one 

model constitutes the built environment variables and the other one does not constitute these 

variables. The statistical response to the research hypotheses was reported in this chapter, but the 

theoretical and empirical discussion of these hypotheses is postponed to Chapter 5, where I 

explain the results of the research findings by referring to the results of statistical tests and 

following unknown paths in the effects of the research variables on the model, which sometimes 

appear to be contradictory.  
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5 CHAPTER FIVE: DISCUSSION AND CONCLUSIONS 

 

5.1 Discussion  

 

Understanding riders' attitudes is important for planners and policymakers in transit 

agencies, local governments as well as ridehailing companies. It would enable transportation 

agencies in public and private sector to better aligns their service with people’s needs and 

preferences. For the private sector it could lead to more economic productivity and for the public 

sector it results in more efficiency and the increase in ridership. Therefore, the other side of the 

coin implies that the preference for the use of each of the transportation modes, both ridehailing 

and fixed-route transit, can be affected by numerous factors. Based on what has been mentioned, 

I discuss the direct and indirect effects of the independent variables on the dependent variables in 

the model, as well as the research hypotheses. 

In this study, I tested two models. The first model included the most important variables 

that could influence dependent variables. In this model, I considered a principal dependent 

variable called the percentage of ridehailing trips, which is the result of the percentage of the use 

of app-based modes of the total use of private ride services, ridesharing, and traditional transit. In 

the second model, I tested the model one with the presence of the built environmental variables. I 

discuss the hypotheses based on the second model, which is the final research model. 

Although travel planning can be considered an individual decision, in the broader 

perspective, travel planning is influenced by individual constraints and, potentially, 

psychological elements, such as the preference for using different transport systems. Therefore, 
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one of the most important variables determining the use of both the app-based and traditional 

transit services, is the system of preferences for each of mode. The importance of preferences 

can be examined from two dimensions. First, it is possible to predict people's behavior by 

recognizing the preferences of individuals that result from their attitudes towards the use of each 

transportation mode. Second, it can be argued that by reinforcing the system of preferences 

among individuals over various issues, their need to make decisions about choosing a behavior is 

reduced, and their attitudes toward things become habitual.  

Beliefs, attitudes, and conscious intentions only play a role in the preliminary stages when 

a behavior is recent, but when behavior is repeated many times, there is usually no need to 

consider beliefs, attitudes, and intentions (Ajzen & Fishbein, 2000). In this case, intentions and 

attitudes stored in memory do not require significant cognitive effort to be retrieved directly 

(Ajzen & Fishbein, 2000). Thus, it can be argued that behavioral intentions and preferences for 

performing a behavior overtime becomes a habit through repetition (Wood, & Neal, 2016). 

Therefore, a variety of factors can influence the preference for using each of the transport modes, 

whether ridehailing or fixed-route transit. In this section, I discuss these factors in the form of 

relationships between model variables. Testing research hypotheses that examine the transit-

dependent people's system of preferences showed that the overall preference for using private 

ride services has a positive effect and the overall preference for using fixed-route transit services 

has a negative or inverse effect on the percentage of ridehailing trips. 
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5.1.1 Planned Behavior Theory and the Discussion of the Sample’s Modal Preferences 

 

I discuss the status of the system of preferences for the use of transportation modes based 

on the theory of planned behavior. The main mechanism of the theory of planned behavior 

assumes that one's actual accomplishment of the behavior is influenced by one's intention 

towards adopting a specified course of action (Haugtvedt et al., 2018). Therefore, according to 

the theory of planned behavior, it can be argued that travel behavior of individuals is influenced 

by their preferences for using each of these transport modes, which is supported by the findings 

of this study. On the other hands, in the theory of planned behavior the factors that influence the 

intentions of individuals are also discussed. Examination of the research model shows three 

variables accessibility preference, the importance of service time efficiency in modal preference, 

and the importance of service availability in modal preference as variables affecting the 

preferences for using different transportation modes that indirectly affect people's travel 

behavior. 

In planned behavior theory, control beliefs are the factors that influence people's behavior 

(Ajzen, 1991). Considering control beliefs is effective in analyzing the preferences for using 

transportation modes in the discussion of our model. Under these factors, the three variables 

accessibility preference, the importance of service time efficiency, and the importance of service 

availability in modal preference, as the variables affecting people's preferences, indirectly 

affected people's use of different transportation modes. 

According to the result of this study, the importance of service time efficiency in modal 

preference is a determinant factor in identifying the preference for the use of private ride services 

and traditional transit. The importance of service time efficiency in modal preference increases 
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the preference for the use of private ride services and decreases the preference for the use of 

traditional transit. The ultimate and indirect impact of the importance of service time 

efficiency in modal preference is increasing the percentage of ridehailing trips made by transit-

dependent respondents. As such, time efficiency is a determinant factor that eases the travel 

process, and transit-dependent people consider this factor in their intention and preferences 

to use a particular travel mode and ultimately using that mode. Also, the impact of the 

importance of services availability on the overall preference for the use of private ride services is 

positive and significant. It can be argued that the importance of service availability affects 

transit-dependent respondents’ preference for using private ride services such as Uber as a type 

of transport system that is more available than any other mode by easing travel 

process. Therefore, this effect can also be explained under the theory of planned behavior. 

Overall, the timeliness, speed, and availability are all attractive factors for transportation by 

private ride services, and they are critical in increasing the preference for using this mode.  

People turn the pattern of using certain transportation modes into internalized mental 

patterns following the repeated use of these modes. Thus, in different situations, they choose 

their desired transportation modes without the need to think, and subconsciously. Researchers 

can identify these preferences, and urban transport policy makers can implement their 

transportation plans according to these known preferences. In fact, according to these 

preferences, a series of policies should be developed based on how they can take measures such 

as improving routes and bus service stations, especially for transit-dependent populations. Given 

the significance of the preferences for using transportation modes, by re-formulating 

transportation management policies based on the modal preferences, it will be possible for the 
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users to turn the pattern of using certain transportation modes into internalized mental patterns of 

using the optimal transportation modes. 

5.1.2 Accessibility Preference and the Discussion of the Sample’s Modal Preferences and 

Travel Behavior 

 

Research shows that the variation in transit travel is significantly associated with 

residential preferences and travel attitudes (Cao et al., 2006). Schwanen and Mokhtarian (2005) 

examined the interconnectedness between residential location choice and travel choices by 

studying the variation in the commute mode choice by residential neighborhood and by the 

inconformity between the existing neighborhood type of commuters and their preferences for 

physical characteristics of the residential neighborhood (Schwanen & Mokhtarian 2005). They 

found that although mismatched suburban residents may prefer more to use transit compared to 

their matched neighbors, for many, it may feel like they have no choice but to commute by 

private vehicle, due to noncompliance between the level of transit available to them and, for 

instance, their workplace. The present study also showed that residential preference is the 

variable that affects the individuals’ preferences for using private ride services and traditional 

transit, but this study examined the travel behavior and the modal preferences of low-income 

individuals who do not own personal car. The results also showed that 70.3% of these 

individuals have no vehicles available in their household for daily travel (see Appendix II, table 

6. 21). Given that the model indicated that the preference for living in compact areas or 

accessibility preference reduces the preference for using both private ride services and traditional 

transit, the need for transportation due to living in accessible areas is likely to decrease.  

This led me to testing the second hypothesis: preference for living in compact places 
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(accessibility preference) is a determinant factor in identifying the percentage of ridehailing trips 

made by these populations. Testing this hypothesis suggested that accessibility preference does 

not have a significant effect on the percentage of ridehailing trips made by these populations. 

More interestingly, as the importance of service availability in selecting the preferred travel 

mode increases, preference for living in compact areas (accessibility preference) decreased. This 

means that transit-dependent people who care about service availability in their modal 

preferences prefer to live in sprawled areas. This mentality justifies travel distances if access to 

transportation systems is possible, and thus makes it more preferable to live in sprawled areas. 

Thus, the preference for living in compact areas appears to reduce the dependence of individuals 

on transport systems among the sample population. Given that our sample individuals are all 

low-income, it is possible that high compactness may cause these people to reduce living costs in 

a variety of ways, such as using a bicycle or walking instead of using paid transport systems, 

which requires closer scrutiny, in the form of another future scientific research. 

5.2 Recommendations and the Directions for Future Studies 

 

To recognize and study the phenomena related to human beings and the issues related to 

human behavior, it is essential to study its various dimensions and look at issues from different 

angles. Different studies can only examine the limited dimensions of an issue, while human 

behavior has many different dimensions and is influenced by different factors. Also, in line with 

this study, executive instructions should be developed to improve and supply services, and as a 

result, policymakers should make more proper decisions. The following are some examples in 

the form of recommendation for the future studies and practical recommendations for 

policymakers.  
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5.2.1 Practical Recommendations for Policy Makers 

 

Understanding the patterns of travel behavior and the process of selecting the modes of 

transportation system yields several benefits. These benefits include assisting policymakers to 

make decisions, providing a cognitive basis, by analyzing the travel behavior, and choosing the 

mode of transportation system by passengers, assisting legislators and regulators to provide rules 

for providing transportation services for better decision making. In addition, studying the 

behavior and patterns of transportation use and preferences on daily trips can help us understand 

the factors that affect human behavior. 

Investigating the Barrier of Digital Literacy in the result chapter indicated that the most 

important digital literacy barrier is “feeling need assistance initiating rides through the phone”. 

There are third party platforms that may provide feasible resolutions for transit-dependent riders 

like seniors who are deterred from using ridehailing due to technological barriers. 

GoGoGrandparent is one of these services that allow seniors to access Uber or Lyft without 

access to smartphone. Seniors can call to a phone number to request for a ride by Uber or Lyft 

and they can also “speak with an operator about scheduling requests in advance or anything else” 

(GoGoGrandparent, 2018).  These types of third-party platforms can be modeled by 

organizations such as health care providers and municipalities (Brown, 2018). 

The findings concerning the frequency of factor selection across all four dimensions of 

the barriers showed that the “Barrier of Affordability” had the most frequency of choice, and this 

was in line with the economic background of the sample individuals, all of whom are low 

income. There are programs developed by transportation and non-profit organizations that 
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promote the support of low-income populations and address the unaffordable costs of 

transportation to them. For example, the Pinellas County Transportation Disadvantaged (TD) 

Program is the partnership between Uber and Pinellas County, Florida, which works towards 

supporting low-income populations through subsidizing transportation for individuals earning 

income lower than the 150% of the federal poverty guidelines. Low-income riders who meet the 

eligibility criteria may request to hail at most 23 free late-night rides (between 9 p.m. and 6 a.m.) 

every month. Another pilot is the partnership between the county government in Tarrant County, 

Texas with the nonprofit Catholic Charities, in which they work towards engaging app-based, 

on-demand ride services to supply transportation service to low-income people, as a part of an 

employment program (Moran, 2016a). Although ridehailing has introduced a new choice for 

transportation, all populations, especially transit dependents and low-income individuals, may be 

the beneficiaries of these services in terms of equal access.  There are examples concerning the 

partnership between app-base, on-demand ride services, with transit agencies and organizations, 

such as health care providers towards helping seniors. For instance, the pilot program between 

Uber and the Laguna Beach (California) City Council help older adult riders to hail the ride with 

Uber for medical appointments at medical centers by calling Uber directly rather than booking 

the ride through the smartphone app.  

According to the results, “concern about identity theft” was the most important security 

obstacle to using the ridehailing apps by the sample individuals.  It is essential to start policies 

that secure ways of using cash for unbanked riders. The significance of information security 

relates to the vulnerable financial status of low-income household. It is not likely that many of 

these household are protected by insurance to protect them from identity theft or losing money 
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from online or smartphone accounts (Golub et al., 2018).  

The findings showed that “access to a smart phone” poses the greatest obstacle to the 

use of app-based services among the barriers related to “Technology Requirements.” Also, “have 

a mobile data plan” and “access to internet at home” are the second and third barriers related to 

“Technology Requirements” to using ridehailing serices, respectively.. The results also showed 

that the most important digital literacy barrier to the use of ridehailing services by the sample 

was “feeling need assistance initiating rides through the phone”. Cities should consider mobility 

hubs that allow riders without access to smartphone to hail a ride with shared mobility systems, 

such as the linkNYC—Wi-Fi kiosks in New York City providing free Wi-Fi and phone service 

to neighborhoods (Mcgeehan, 2016). Feasible recommendations for resolving the challenge of 

transit dependent people with the lack access to internet at home or having a mobile data plan 

who cannot afford buying internet and data plan would be the installation of public Wi-Fi access 

hotspots in key cites, or providing subsidies to disadvantaged populations for purchasing mobile 

data plans (Yan et al., 2019). The Federal Communications Commission offers Americans using 

welfare programs the choice to use subsidy to help some of the Americans for whom Internet 

access at home is unaffordable (Risen, 2016). Installing public kiosks in intermediate locations 

which accept various means of payment such as cash and credit/debit cards and riders with low 

digital literacy can use them. Riders without access to smartphone can call ridehailing services 

by these public kiosks (Dillahunt et al., 2017).  

It is obvious that achieving all the above-mentioned recommendations requires providing 

cultural, social, political and urban models to the transit-dependent people, and only in this way 

can we increase their satisfaction and the proper and optimal use of transportation systems in our 
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cities. 

5.2.2 Directions for the Future Studies 

 

Research must be conducted in which the statistical population, in addition to the low-

income, includes members of the other economic classes to examine and compare the class 

preferences and tastes, as well as the exhibitive consumption of travel among different classes. 

Also, researchers are recommended to conduct a comparative study of the travel behavior of 

transit dependent individuals, especially their modal use and preferences in a larger number of 

different urban communities in one country, or different urban communities in different 

countries. Moreover, repeating this study could provide further evidence to support the findings. 

Therefore, it is suggested that research be conducted on the travel behavior in larger samples 

from different classes. In addition, to achieve more precise results, it is recommended that the 

relationship between the variables studied in this study be examined in a longitudinal study, to be 

able to detect changes in transit-dependent people's travel behavior over time.  

It is recommended that a meta-analysis of the research conducted on the travel behavior 

of transit dependent citizens' be done to clarify conflicting results in a series of experimental 

works, in order to provide the groundwork for the accurate and scientific application of the 

findings in society. In addition to summarizing and describing the results of studies in the 

background of this topic, this meta-analysis also follows the actual relationship or difference in 

society of different studies, and estimates the effect of methodological features of studies on the 

estimated differences or relationships in different studies in certain areas. 
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One of the findings of this study was the detection of the non-significant effect of the built 

environment variables on the percentage of ridehailing trips made by transit-dependent subjects, 

which is not in harmony with the findings of previous studies. Also, the results of this study 

showed that the residential areas of the sample population are at a very low level in terms of 

population and employment densities and the diversity of land use (table 4.10). Therefore, it is 

recommended that future researchers, while targeting transit-dependent subjects, examine study 

areas with this level of built environment characteristics and compare the results with the 

findings of the present study and challenge the previous theoretical literature to verify the results 

of this study. 

5.3 Limitations 

 

It is important to recognize the problems and limitations of the research. Paying attention 

to these problems and limitations provides the researcher with a more comprehensive 

understanding of the subject. Of course, some of the problems and limitations are not in the 

control of the researcher, and some problems can only be discovered and observed if the 

researcher completes his work and is determined in the process of conducting research. Pointing 

out research limitations can pave the way for future researchers, to facilitate their work. 

The sample size in this study was small compared to the number of selected cities as the 

study area. The question may be, how can 385 people represent the statistical population at 48 

cities across the United States? It is about eight people for each city. It is why choosing a small 

size for sampling was a big limitation in this study. Given that hiring more people in the sample 

was costly and unaffordable, I had to opt out of the larger sample. Also I cannot recommend 
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future researcher to use more variables to test the results of this study because such 

recommendation depends on the sample size. 

The other limitation of this research pertained to the data collection method. My initial 

plan was to conduct both paper-based and online surveys, but due to the limitation of the 

financial resources, and time constraints, in addition to the selection of 48 cities across the U.S., 

which made it impossible to travel and distribute the paper-based questionnaires in person, I 

changed the method of data collection to the online survey.  

I intended to explore the determinants behind the modal preferences and the usage 

frequency of the ridehailing services and fixed-route transit by transit-dependent populations in 

transit desert areas across the study area. Transit deserts refer to “geographic areas with high 

transit demand but low transit service” (Jiao, 2017, p. 529). Transit deserts are characterized as 

areas with lower density, limited diversity of uses, limited sidewalks, and very car-oriented 

design. In transit deserts, stops are often located on arterials, and it takes a lot of time to access 

transit; plus there is long travel distance to access stops (Allen, 2014; Allen 2018).There has 

been recent research that has recognized and mapped transit deserts in 52 major U.S. cities 

(ranked by population), including the cities defined as the study area of this dissertation. That 

research has located transit deserts within cities, through the identification of transit-dependent 

populations as a measure of transit demand, assessing the transit supply, and then subtracting the 

supply from the demand to figure out the gap.  

Using the results of that research, I needed the information of the nearest intersection to 

their place of residence, which shows the approximate place of residence of the respondents—

which would help me to determine if the respondents lived in transit deserts. Right before 
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launching the survey, the Qualtrics company informed me that based on their policy, requesting 

such information is a violation of personal privacy, and the company would not include these 

questions in the survey. Therefore, I decided to consider the most specific information about the 

residence of respondents, which was their zip codes. The most accurate feature of a zip code 

concerning the residence of individuals living there is the zip code population centroid. I 

described the measurement of the pop-centroid of zip codes in chapter three. But it is not exactly 

clear if that place of residence of a respondent overlaps the pop-centroid or a place near there, to 

truly determine if he/she is living in a transit desert.  Therefore, I had no other option but to 

disregard the investigation of transit deserts in my study. It was a big limitation for my work. 

5.4 Conclusion 

 

The models depicted in this study were examined in the analysis of transit-dependent 

people's travel behavior in two ways with the presence of the built environment variables and 

without these variables. The models were well-fitted and the goodness of fit showed that we can 

generalize the results to the statistical community. In general, the study of the preferences and 

use of transportation modes indicated that transit-dependent people prefer to use private ride 

services as the main mode of transportation (in the absence of private vehicle and for 

destinations that are not within a walkable distance). But in practice, they mostly use fixed-route 

transit services. Of course, the preference for use of fixed-route transit as the main mode of 

transportation is also high among these people, which seems to be due to the importance of travel 

cost in the use of app-based transportation systems more because these people are generally low-

income, and this behavior has been influenced by the financial reality of their lives.  
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The sample people were expected to behave similarly, given that they are all on the low-

income class. But it is not always possible for people to reflect their preferences in their behavior 

and choices (Weininger, 2005). Rather, these preferences, as mentioned earlier, may change 

under the influence of other factors, most of which are deterministic, and make people's behavior 

more problematic. Therefore, the behavior of the sample people who use another type of 

transportation system for travel despite the preference for one type is a kind of strategy 

influenced by the factors, examples of which were described in the model. It can be argued that 

the transit-dependent people’s modal usage and preferences do not derive only from the 

structures that enclose the individual within themselves, that is, belonging to a low-income class, 

or the result of logical and rational choices, but it can be derived as the result of these two. 

Because of this, there are dilemmas in people's behavior that sometimes go against the structure 

in which they are located (for example, despite their low income level, they use a more 

expensive transportation mode like Uber), and sometimes they act against their logical choice 

(for example, when they have little time to reach a destination, contrary to their logical choice, 

which comes from their income level, they choose to fill the time gap via a faster transportation 

mode, despite the expenses). In fact, there is a kind of objective and subjective space here that 

dominates transit-dependent people’s travel behavior. As the results showed, the importance of 

service availability and service time efficiency in selecting the preferred mode are very 

significant variable in shaping the respondents’ modal preferences. What is needed to explain the 

findings of this study is to place a dynamic spatial and temporal framework in explaining travel 

behavior, because the influence of variables—the “importance of service availability and service 

time efficiency”—in modal preferences showed that in different spatial and temporal 

frameworks, travel behavior can be affected differently.  
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To sum up, it can be said that transit-dependent people do not necessarily have the 

opportunity to present their preferences in choosing transportation modes, both app-based, on-

demand rides services or fixed-route transit services, because these preferences are in a 

relationship with various factor that can influence the preference for using each of the transport 

modes. As such, it depicts an axiomatic system, in which these individulas fit the different 

preferences and different situations in which they have the power to behave. 
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6 APPENDICES 

 

6.1 Appendix I: Survey Questionnaire  

Consent  

 
 

Screening Questions  
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Transportation  
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Active Transportation  
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Transportation (Preferred)  
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Burden/Access  

 
 

Residential Neighborhood 
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Attitudes 

 

  
 

Background  
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6.2 Appendix II: Additional Statistical Output Tables  

 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

One or two persons with less than $14,999 

annual income 

115 32.5 32.5 32.5 

One, or two persons with $15,000 to $24,999 

annual income 

102 28.8 28.8 61.3 

One, or two persons with $25,000 to $34,999 

annual income 

63 17.8 17.8 79.1 

Two, three or four persons with $35,000 to 

$49,999 annual income 

38 10.7 10.7 89.8 

Three or four persons with $50,000 to 

$64,999 annual income 

20 5.6 5.6 95.5 

More than four persons with less than 

$65,000 annual income 

16 4.5 4.5 100.0 

Total 
354 100.0 100.0 

 

Table 6. 1 Categories of households 

 

 Frequency Percent Valid Percent Cumulative Percent 

No 
188 53.1 53.1 53.1 

Yes 
166 46.9 46.9 100.0 

Total 
354 100.0 100.0 

 

Table 6. 2 Are you currently employed and/or a student? 

 

 Frequency Percent Valid Percent Cumulative Percent 

Bus 64 38.6 38.6 38.6 

Rail 19 11.4 11.4 50.0 

Private ride services (such as 

Uber/Lyft) 

34 20.5 20.5 70.5 

Ride-sharing services (such as 

UberPool, Via, GoLink) 

21 12.7 12.7 83.1 

Walking/biking 14 8.4 8.4 91.6 
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Other (Please specify) 14 8.4 8.4 100.0 

Total 
354 100.0 100.0 

 

Table 6. 3 Think about your typical trip from home to work/school. what is the main way you 

make this trip? 

 

 Never Less than 

once per 

month 

Once or 

twice a 

month 

About once 

every 2 

weeks 

About 

once per 

week 

Two or more 

times per 

week 

A work place or 

school location 

Frequency 161 71 41 18 19 44 

Percent 45.5 20.1 11.6 5.1 5.4 12.4 

A church or 

civic building 

(ex. library) 

Frequency 196 74 34 11 25 14 

Percent 55.4 20.9 9.6 3.1 7.1 4.0 

A service 

provider (ex. 

bank, post-

office) 

Frequency 183 72 45 23 16 15 

Percent 
51.7 20.3 12.7 6.5 4.5 4.2 

A restaurant or 

coffee place 

Frequency 
131 85 59 27 29 23 

Percent 37.0 24.0 16.7 7.6 8.2 6.5 

A store or place 

to shop 

Frequency 
93 97 74 38 28 24 

Percent 26.3 27.4 20.9 10.7 7.9 6.8 

A place to 

exercise (ex. a 

gym or a park) 

Frequency 
247 47 22 9 15 14 

Percent 69.8 13.3 6.2 2.5 4.2 4.0 

Table 6. 4 In a typical month with good weather, how often do you take private ride services 

(such as Uber/Lyft) from your home to each of the following places? 

 

 Never Less than 

once per 

month 

Once or 

twice a 

month 

About once 

every 2 

weeks 

About 

once per 

week 

Two or more 

times per 

week 

A work place or school 

location 

Frequency 
211 45 41 9 15 33 

Percent 59.6 12.7 11.6 2.5 4.2 9.3 

A church or civic 

building (ex. library) 

Frequency 
236 42 39 6 17 14 

Percent 66.7 11.9 11.0 1.7 4.8 4.0 

A service provider (ex. 

bank, post-office) 

Frequency 
223 49 40 12 15 15 

Percent 63.0 13.8 11.3 3.4 4.2 4.2 

A restaurant or coffee 

place 

Frequency 
192 58 44 18 25 17 

Percent 54.2 16.4 12.4 5.1 7.1 4.8 

A store or place to shop Frequency 
161 64 61 22 28 18 

Percent 45.5 18.1 17.2 6.2 7.9 5.1 

Frequency 
265 29 29 7 14 10 
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A place to exercise (ex. 

a gym or a park) 

Percent 74.9 8.2 8.2 2.0 4.0 2.8 

Table 6. 5 In a typical month with good weather, how often do you take ride-sharing services 

(such as UberPool, Via, GoLink) from your home to each of the following places? 

 

 Never Less than 

once per 

month 

Once or 

twice a 

month 

About once 

every 2 

weeks 

About 

once per 

week 

Two or more 

times per 

week 

A work place or school 

location 

Frequency 145 29 34 9 20 117 

Percent 41.0 8.2 9.6 2.5 5.6 33.1 

A church or civic 

building (ex. library)) 

Frequency 177 47 45 17 34 34 

Percent 50.0 13.3 12.7 4.8 9.6 9.6 

A service provider (ex. 

bank, post-office) 

Frequency 144 57 66 21 31 35 

Percent 40.7 16.1 18.6 5.9 8.8 9.9 

A restaurant or coffee 

place 

Frequency 125 64 58 27 36 44 

Percent 35.3 18.1 16.4 7.6 10.2 12.4 

A store or place to shop Frequency 86 58 81 34 39 56 

Percent 24.3 16.4 22.9 9.6 11.0 15.8 

A place to exercise (ex. 

a gym or a park) 

Frequency 232 40 26 14 11 31 

Percent 65.5 11.3 7.3 4.0 3.1 8.8 

Table 6. 6 In a typical month with good weather, how often do you take traditional public 

transit services (such as bus or light rail) from your home to each of the following places? 

 

Question 

 

 

 

 

option 

Please specify your 

overall use of private 

ride services (such as 

Uber/Lyft) 

Please specify your 

overall use of ride-

sharing services (such as 

UberPool, Via, GoLink) 

Please specify your 

overall use of 

traditional public transit 

services (such as bus or 

light rail). 

Frequency Percent Frequency Percent Frequency Percent 

Never 21 5.9 123 34.7 40 11.3 

Less than once per month 99 28.0 73 20.6 42 11.9 

Once or twice a month 88 24.9 57 16.1 64 18.1 

About once every 2 weeks 51 14.4 37 10.5 24 6.8 

About once per week 45 12.7 31 8.8 39 11.0 

Two or more times per week 50 14.1 33 9.3 145 41.0 
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Total 354 100.0 354 100.0 354 100.0 

Table 6. 7 Overall use of private ride services, ride-sharing services, and traditional public 

transit services 

 

Question 

 

option 

go to my workplace/school go to a store or place to shop go to a restaurant or coffee 

place 

Frequency Percent Frequency Percent Frequency Percent 

1 - Not prefer at all 87 24.6 68 19.2 82 23.2 

2 30 8.5 35 9.9 46 13.0 

3 33 9.3 37 10.5 35 9.9 

4 28 7.9 31 8.8 22 6.2 

5 45 12.7 39 11.0 45 12.7 

6 12 3.4 26 7.3 25 7.1 

7 30 8.5 37 10.5 28 7.9 

8 19 5.4 16 4.5 19 5.4 

9 - Strongly prefer 70 19.8 65 18.4 52 14.7 

Total 354 100.0 354 100.0 354 100.0 

Table 6. 8 Using private ride services (such as Uber/Lyft) to go to the following places 

 

Question 

 

option 

go to my workplace/school go to a store or place to shop go to a restaurant or coffee 

place 

Frequency Percent Frequency Percent Frequency Percent 

1 - Not prefer at all 139 39.3 117 33.1 128 36.2 

2 44 12.4 39 11.0 36 10.2 

3 28 7.9 26 7.3 35 9.9 

4 18 5.1 27 7.6 20 5.6 

5 32 9.0 32 9.0 34 9.6 

6 17 4.8 20 5.6 28 7.9 

7 18 5.1 29 8.2 22 6.2 

8 15 4.2 19 5.4 12 3.4 

9 - Strongly prefer 43 12.1 45 12.7 39 11.0 

Total 354 100.0 354 100.0 354 100.0 

Table 6. 9 Using ride-sharing services (such as UberPool, Via, GoLink) to go to the following 

places 

 

Question 

 

option 

go to my workplace/school go to a store or place to shop go to a restaurant or coffee 

place 

Frequency Percent Frequency Percent Frequency Percent 

1 - Not prefer at all 82 23.2 62 17.5 70 19.8 
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2 18 5.1 13 3.7 23 6.5 

3 30 8.5 31 8.8 32 9.0 

4 21 5.9 22 6.2 25 7.1 

5 35 9.9 48 13.6 48 13.6 

6 21 5.9 24 6.8 25 7.1 

7 35 9.9 43 12.1 42 11.9 

8 30 8.5 31 8.8 22 6.2 

9 - Strongly prefer 82 23.2 80 22.6 67 18.9 

Total 354 100.0 354 100.0 354 100.0 

Table 6. 10 Using traditional public transit services (such as bus, light rail) to go to the 

following places 

 

Question 

option 

Prefprivate_overal Pref_Ridshar_overal Pref_Pub_overal 

Frequency Percent Frequency Percent Frequency Percent 

1 - Not prefer at all 52 14.7 110 31.1 45 12.7 

2 26 7.3 38 10.7 22 6.2 

3 33 9.3 31 8.8 30 8.5 

4 25 7.1 18 5.1 19 5.4 

5 37 10.5 40 11.3 48 13.6 

6 26 7.3 18 5.1 30 8.5 

7 38 10.7 20 5.6 30 8.5 

8 30 8.5 24 6.8 39 11.0 

9 - Strongly prefer 87 24.6 55 15.5 91 25.7 

Total 354 100.0 354 100.0 354 100.0 

Table 6. 11 Please indicate the extent to which you prefer to use each of the following services 

as your main mode of transportation (in the absence of private vehicle and for destinations 

that are not within a walkable distance). 

 

Statement  

 

 

 

 

option 

there is plenty of 

distance between my 

neighbors and me, even 

if this means that I have 

to drive just about 

everywhere 

I can walk to stores, 

restaurants, and other 

important destinations, 

even if this means that 

commercial areas are 

within a few blocks (1/3 

mile) of my house 

I can walk, bicycle, or 

take public transit for 

some of my trips, even 

if this means that homes 

are smaller 

it is a lively and active place, 

even if this means it has a 

mixture of single-family 

houses, townhouses, and 

small apartment buildings 

that are close together on 

various sized lots 
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Frequency Percent Frequency Percent Frequency Percent Frequency Percent 

1 – 

Strongly 

disagree 

97 27.4 19 5.4 28 7.9 27 7.6 

2 44 12.4 6 1.7 7 2.0 14 4.0 

3 28 7.9 16 4.5 16 4.5 26 7.3 

4 
46 13.0 41 11.6 44 12.4 73 20.6 

5 39 11.0 45 12.7 66 18.6 63 17.8 

6 40 11.3 68 19.2 56 15.8 55 15.5 

7 - 

Strongly 

agree 

60 16.9 159 44.9 137 38.7 96 27.1 

Total 354 100.0 354 100.0 354 100.0 354 100.0 

Table 6. 12 Please indicate the extent to which you agree or disagree with each of the 

following statements on a scale from 1 “strongly disagree” to 7 “strongly agree”. If I were to 

move, I would like to find a neighborhood where … 

 

option 

Statement 

No Yes 

Frequency Percent Frequency Percent 

I am a tech-savvy person 202 57.1 152 42.9 

I complete errands such as shopping, paying bills and 

registrations using online technology. 
208 58.8 146 41.2 

I can do basic Internet tasks like checking emails 306 86.4 48 13.6 

I need someone to help me navigate the internet 346 97.7 8 2.3 

Table 6. 13 Which statement describes your level of familiarity with and use of modern 

technologies? 

 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Duplex 24 6.8 6.8 6.8 

Apartment/Condo 205 57.9 57.9 64.7 

Townhouse 20 5.6 5.6 70.3 

Single-family detached house 95 26.8 26.8 97.2 

Other (please specify) 10 2.8 2.8 100.0 

Total 
354 100.0 100.0 

 

Table 6. 14 How would you describe the type of housing unit in which you currently live? 
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 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Less than six months ago 66 18.6 18.6 18.6 

One year ago 60 16.9 16.9 35.6 

About two to three years ago 67 18.9 18.9 54.5 

About four to five years ago 59 16.7 16.7 71.2 

More than six years ago 102 28.8 28.8 100.0 

Total 
354 100.0 100.0 

 

Table 6. 15 When did you move to your current residence? 

 

option 

 

Statement 

Strongly 

disagree 

Disagree Neither agree 

nor disagree 

Agree Strongly 

agree 

F
re

q
u

en
cy

 

P
er

ce
n

t 

F
re

q
u

en
cy

 

P
er

ce
n

t 

F
re

q
u

en
cy

 

P
er

ce
n

t 

F
re

q
u

en
cy

 

P
er

ce
n

t 

F
re

q
u

en
cy

 

P
er

ce
n

t 

I feel carefree to travel using 

app-based ride services any 

time of the days 

24 6.8 59 16.7 99 28.0 108 30.5 64 18.1 

I usually feel nervous when 

using app-based ride 

services because I think the 

driver may have unreported 

criminal records 

54 15.3 72 20.3 103 29.1 80 22.6 45 12.7 

Getting around is easier than 

ever with my smartphone 
13 3.7 22 6.2 70 19.8 123 34.7 126 35.6 

Learning how to use new 

technologies is often 

frustrating 

73 20.6 93 26.3 79 22.3 78 22.0 31 8.8 

Technology creates as least 

as many problems as it does 

solutions 

33 9.3 58 16.4 107 30.2 103 29.1 53 15.0 

Owning a private car can 

reduce my travel burden 
35 9.9 34 9.6 72 20.3 96 27.1 117 33.1 

We need more traditional 

public transit services (such 

as bus/rail) because it is the 

most affordable option 

11 3.1 22 6.2 74 20.9 112 31.6 135 38.1 

I prefer to use app-based 

ride services (such as 

Uber/Lyft), even if it is 

likely to need to reduce data 

use because of cost 

35 9.9 49 13.8 131 37.0 87 24.6 52 14.7 

I prefer to use traditional 

public transit services (such 

as bus/rail) even if I have to 

have a longer waiting time 

37 10.5 50 14.1 102 28.8 94 26.6 71 20.1 

Although using app-based 40 11.3 61 17.2 94 26.6 99 28.0 60 16.9 
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ride services are more 

expensive than using 

traditional public transit 

services (such as bus/rail), I 

prefer to use app-based ride 

services to avoid the low 

speed of bus and rail 

Access to traditional public 

transit services (such as 

bus/rail) can reduce my 

travel burden 

12 3.4 28 7.9 86 24.3 123 34.7 105 29.7 

I feel uncomfortable when I 

travel with others using ride-

sharing services (such as 

UberPool, Via, GoLink) 

43 12.1 55 15.5 104 29.4 90 25.4 62 17.5 

I believe that ride-sharing 

services (such as UberPool, 

Via, GoLink) offer me 

affordable fares 

16 4.5 41 11.6 133 37.6 118 33.3 46 13.0 

I believe that using private 

ride services (such as 

Uber/Lyft) is an economic 

burden to me because of 

their unaffordable fares 

43 12.1 63 17.8 100 28.2 91 25.7 57 16.1 

I think I waste my time 

when a rideshare vehicle is 

strolling to pick up or drop 

off other passengers 

41 11.6 56 15.8 121 34.2 89 25.1 47 13.3 

Table 6. 16 Please indicate the extent to which you agree or disagree with each of the 

following statements on a scale from “strongly disagree” to “strongly agree.” 

 
Question 

 

 

 

option 

Under 18 

years old 

18-24 25-34 35-44 45-54 55 or older 
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0 270 76.3 276 78.0 222 62.7 259 73.2 265 74.9 208 58.8 

1 38 10.7 54 15.3 92 26.0 72 20.3 73 20.6 98 27.7 

2 26 7.3 14 4.0 33 9.3 20 5.6 10 2.8 43 12.1 

3 8 2.3 5 1.4 5 1.4 1 .3 0 00.0 2 .6 

4 4 1.1 3 .8 0 00.0 0 00.0 1 .3 0 00.0 

4+ 8 2.3 2 .6 2 .6 2 .6 5 1.4 3 .8 

Total 354 100.0 354 100.0 354 100.0 354 100.0 354 100.0 354 100.0 

Table 6. 17 Please specify the number of persons, including yourself, in the following age 

categories in your household. 

 



 

 

195 

 

 

 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

American Indian or Alaska Native 4 1.1 1.1 1.1 

Asian 17 4.8 4.8 5.9 

African American 122 34.5 34.5 40.4 

Hispanic 33 9.3 9.3 49.7 

Native Hawaiian or Pacific Islander 1 .3 .3 50.0 

White (Non-Hispanic) 172 48.6 48.6 98.6 

A racial or ethnic group that is not listed here. 5 1.4 1.4 100.0 

Total 
354 100.0 100.0 

 

Table 6. 18 With which racial or ethnic group do you most identify? 

 
 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Some grade/high school 24 6.8 6.8 6.8 

High school/GED 95 26.8 26.8 33.6 

Some college/technical school 120 33.9 33.9 67.5 

Associate degree 41 11.6 11.6 79.1 

Bachelor's degree 57 16.1 16.1 95.2 

Graduate degree (e.g. MS, PhD, MBA, etc.) 14 4.0 4.0 99.2 

Professional degree (e.g. JD, MD, DDS, etc.) 2 .6 .6 99.7 

Prefer not to answer 1 .3 .3 100.0 

Total 
354 100.0 100.0 

 

Table 6. 19 What is your educational background? 

 

 option Frequency Percent 

Driving a vehicle No 
296 83.6 

Yes 
58 16.4 

Driving a vehicle 

on the freeway 

No 
312 88.1 

Yes 
42 11.9 

Walking outside 

the home 

No 
305 86.2 

Yes 
49 13.8 
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Riding a bicycle No 
306 86.4 

Yes 
48 13.6 

Using public 

transit 

No 
297 83.9 

Yes 
57 16.1 

Using shared 

app-based ride 

services 

No 
323 91.2 

Yes 
31 8.8 

No disabilities No 
123 34.7 

 Yes 
231 65.3 

Table 6. 20 Do you have any physical or mental disabilities that seriously limit or prevent you 

from doing any of the following? 

  

 
HHcar Frequency Percent Valid Percent Cumulative Percent 

0 249 70.3 70.3 70.3 

1 71 20.1 20.1 90.4 

2 24 6.8 6.8 97.2 

3 8 2.3 2.3 99.4 

4 2 .6 .6 100.0 

Total 
354 100.0 100.0 

 

Table 6. 21 Please specify the numbers of vehicles available in your household for daily travel 

regardless of your access to them. 

 
 Age Income 

N Valid 354 354 

Missing 0 0 

Mean 43.18 28476.17 

Median 41.00 22524.27 

Mode 70 0 

Std. Deviation 15.716 22524.27 

Minimum 18 0 

Maximum 70 120000 

Table 6. 22 Table of age and annual household income distribution indicators 
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 Studentship N Mean Std. Deviation Std. Error Mean 

freqtotprivate Non Student 293 2.6826 2.26610 .13239 

Student 61 3.6393 2.62699 .33635 

frqtotRshare Non Student 293 1.7782 2.26239 .13217 

Student 61 2.7049 2.49896 .31996 

freqtotTransit Non Student 293 4.2116 3.18649 .18616 

Student 61 5.3115 2.98631 .38236 

Table 6. 23 Comparison of the average frequency of use of all three modes of transportation 

among students and non-students 

 

 white N Mean Std. Deviation Std. Error Mean 

freqtotprivate Non white 182 3.0989 2.51649 .18653 

white 172 2.5814 2.14920 .16388 

frqtotRshare Non white 182 2.2692 2.46053 .18239 

white 172 1.5872 2.12984 .16240 

freqtotTransit Non white 182 4.1154 3.14351 .23301 

white 172 4.7035 3.19162 .24336 

Table 6. 24 Comparison of the average use of all three types of transport system among white 

and non-white people 

 

 No disabilities N Mean Std. Deviation Std. Error Mean 

freqtotprivate DIS 231 2.7403 2.27502 .14969 

DIS-NO 123 3.0488 2.49870 .22530 

frqtotRshare DIS 231 1.7100 2.10957 .13880 

DIS-NO 123 2.3659 2.64658 .23863 

freqtotTransit DIS 231 5.0173 3.12906 .20588 

DIS-NO 123 3.2439 2.94301 .26536 

Table 6. 25 Comparison of the average use of all three types of transportation system among 

disabled and disabled people 
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 Edubachler N Mean Std. Deviation Std. Error Mean 

freqtotprivate Non Edubachler 240 2.8250 2.37548 .15334 

Edubachler 114 2.8947 2.32481 .21774 

frqtotRshare Non Edubachler 240 1.9458 2.39796 .15479 

Edubachler 114 1.9211 2.18257 .20442 

freqtotTransit Non Edubachler 240 4.1250 3.23956 .20911 

Edubachler 114 4.9825 2.96881 .27805 

Table 6. 26 Comparison of the average use of all three modes of transportation between 

respondents who have undergraduate education or over (Edubachler) and respondents with 

education lower than undergraduate (Non Edubachler) 

 

  

N Mean Std. Deviation Std. Error  Gender 

freqtotprivate Male 123 2.9024 2.44082 .22008 

Female 229 2.8122 2.32353 .15354 

Non-binary 2 3.5000 .70711 .50000 

frqtotRshare Male 123 2.0894 2.49921 .22535 

Female 229 1.8428 2.23640 .14779 

Non-binary 2 3.5000 .70711 .50000 

freqtotTransit Male 123 4.7236 3.03342 .27351 

Female 229 4.2227 3.24419 .21438 

Non-binary 2 5.0000 4.24264 3.00000 

Table 6. 27 Comparison of the average use of all three modes of transportation systems by 

gender 
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N Mean Std. Deviation Std. Error  Gender 

Prefprivate_overal Male 123 5.46 2.909 .262 

Female 229 5.45 2.917 .193 

Non-binary 2 6.50 3.536 2.500 

Pref_Ridshar_overal Male 123 4.22 3.001 .271 

Female 229 4.16 3.025 .200 

Non-binary 2 7.00 2.828 2.000 

Pref_Pub_overal Male 123 6.31 2.539 .229 

Female 229 5.40 2.928 .194 

Non-binary 2 1.50 .707 .500 

Table 6. 28 Comparison of the average preference for the use of all three modes of 

transportation systems by gender 

 

 Studentship N Mean Std. Deviation Std. Error Mean 

Prefprivate_overal Non Student 293 5.40 2.937 .172 

Student 61 5.75 2.779 .356 

Pref_Ridshar_overal Non Student 293 4.08 3.025 .177 

Student 61 4.79 2.922 .374 

Pref_Pub_overal Non Student 293 5.60 2.841 .166 

Student 61 6.13 2.808 .359 

Table 6. 29 Comparison of the average preference for the use of all three modes of 

transportation among students and non-students 

 

 

 white N Mean Std. Deviation Std. Error Mean 

Prefprivate_overal Non white 182 5.96 2.795 .207 

white 172 4.94 2.944 .224 

Pref_Ridshar_overal Non white 182 4.74 3.047 .226 

white 172 3.62 2.880 .220 

Pref_Pub_overal Non white 182 5.42 2.813 .209 

white 172 5.99 2.843 .217 
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Table 6. 30 Comparison of the average preference for all three types of transport system 

among white and non-white people 

 

 No disabilities N Mean Std. Deviation Std. Error Mean 

Prefprivate_overal DIS 123 5.70 2.908 .262 

DIS-NO 231 5.33 2.908 .191 

Pref_Ridshar_overal DIS 123 4.91 3.057 .276 

DIS-NO 231 3.82 2.930 .193 

Pref_Pub_overal DIS 123 5.64 2.858 .258 

DIS-NO 231 5.72 2.833 .186 

Table 6. 31 Comparison of the average preference for the use of all three modes of 

transportation among disabled and non-disabled people 

 

 Edubachler N Mean Std. Deviation Std. Error Mean 

Prefprivate_overal Non Edubachler 240 5.58 2.913 .188 

Edubachler 114 5.22 2.899 .271 

Pref_Ridshar_overal Non Edubachler 240 4.19 2.990 .193 

Edubachler 114 4.21 3.081 .289 

Pref_Pub_overal Non Edubachler 240 5.49 2.901 .187 

Edubachler 114 6.12 2.661 .249 

Table 6. 32 Comparison of the average preference for all three types of transportation systems 

between respondents who have undergraduate education or over (Edubachler) and 

respondents with education lower than undergraduate (Non Edubachler) 
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N 

DL.HC.TF.EB 3.8 2.8 4.7 5.4 4.9 5.5 92.3 1.9 93.0 93.0 54.4 46.5 22 

DL.HC.TF.NEB 4.2 3.0 3.5 6.7 5.1 5.0 105.1 1.6 101.1 106.9 65.7 43.4 29 
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DL.HC.NTF.EB 4.0 4.0 8.0 5.0 8.0 8.0 157.3 8.0 104.0 107.8 50.0 200.0 1 

DL.HC.NTF.NEB 2.5 1.8 2.8 3.5 3.8 4.2 115.6 3.2 90.2 91.5 44.8 32.7 6 

DL.NHC.TF.EB 2.8 1.7 5.1 5.1 4.1 6.4 97.0 1.5 101.1 96.6 46.3 30.8 46 

DL.NHC.TF.NEB 3.0 2.0 4.6 5.6 4.2 6.1 97.2 1.9 97.8 101.7 53.7 23.3 51 

DL.NHC.NTF.EB 1.7 1.7 5.0 4.7 5.2 4.0 84.0 1.0 93.3 97.8 46.7 62.5 4 

DL.NHC.NTF.NEB 1.8 1.3 6.2 4.3 3.0 6.2 105.1 3.3 97.8 87.9 36.0 23.3 6 

NDL.HC.TF.EB 3.1 1.8 2.3 5.9 4.0 5.3 113.1 2.1 90.5 91.2 71.6 22.4 9 

NDL.HC.TF.NEB 3.3 2.1 3.7 6.8 5.0 6.0 96.2 2.0 95.7 100.1 60.3 38.1 28 

NDL.HC.NTF.EB 0.0
0 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0 

NDL.HC.NTF.NEB 1.7 1.5 3.0 4.8 3.5 5.3 108.4 3.5 102.1 91.0 44.1 12.1 10 

NDL.NHC.TF.EB 2.6 1.8 5.8 5.4 4.0 6.7 99.1 1.6 97.6 95.8 41.7 35.0 27 

NDL.NHC.TF.NEB 2.5 1.7 4.3 5.3 3.8 5.2 99.8 1.4 104.0 106.8 52.2 30.9 86 

NDL.NHC.NTF.EB 1.2 0.6 4.6 3.2 0.0 5.8 90.5 2.2 101.3 88.4 26.1 55.0 5 

NDL.NHC.NTF.NEB 2.3 1.7 3.7 5.0 4.1 5.4 102.4 2.2 104.9 93.0 45.9 18.2 24 

Table 6. 33 Reporting the Research Variables Among the Sample Individuals in Proportion to 

Sociodemographic VariablesCharacteristics (Possessing Valid Driver’s License, Household 

Car Ownership, Technology Familiarity, Education Status) 

Note: The initialization of each profile is as follows; the first letter (1) indicates Possessing Valid Driver’s License (DL= Possessing 

Valid Driver’s License, NDL= Not Possessing Valid Driver’s License), (2) Household Car Ownership (HC = Having Car(s) in the 

Household, NHC = Not Having Car(s) in the Household), (3) Technology Familiarity (TF= Tech Familiar, NTF=Non Tech 

Familiar) and (4) Education Status (EB = Having Bachelor's Degree or Higher Degrees, NEB = Education Lower Than  Bachelor's 

Degree). 
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HO.FW.SF 6.2 4.1 4.4 6.6 5.4 5.1 103.0 0.78 97.4 103.7 69.3 41.4 9 

HO.FW.NSF 4.6 4.2 5.8 5.0 5.0 4.6 96.1 3.6 74.9 92.1 58.7 55.0 5 

HO.NFW.SF 2.8 1.7 3.3 5.6 4.1 4.8 105.2 1.8 100.5 98.1 55.4 37.3 30 

HO.NFW.NSF 3.3 1.7 3.1 5.6 3.4 6.5 103.2 2.1 118.0 119.6 64.4 21.8 13 

NHO.FW.SF 3.6 3.5 5.2 6.9 5.9 4.5 106.0 1.4 99.9 106.7 59.4 58.0 10 
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NHO.FW.NSF 4.0 2.5 5.8 5.6 4.4 5.7 97.5 1.7 101.2 101.0 50.0 41.5 46 

NHO.NFW.SF 2.9 1.5 3.3 5.9 4.5 5.7 104.4 1.4 104.7 99.4 56.0 26.2 46 

NHO.NFW.NSF 2.3 1.7 4.5 5.2 4.0 5.9 97.6 1.9 97.8 98.2 48.3 28.9 195 

Table 6. 34 Reporting the Research Variables Among the Sample Individuals in Proportion to 

Sociodemographic VariablesCharacteristics (House Ownership, Full Time Worker, Living in 

the Single-Family Detached Houses) 

Note: The initialization of each profile is as follows; the first letter (1) indicates House Ownership (HO= House Owner, NHO= Not 

House Owner), (2) Full Time Worker (FW = Full Time Worker, NFW = Not Full Time Worker), and (3) Living in the Single 

Family Detached Houses (SF= Living in the Single Family Detached Houses, NSF=Non Living in the Single Family Detached 

Houses). 

 

6.3 Appendix II: Early Models Tested to Achieve the Model with the Acceptable Goodness 

of Fit 

 

 
Figure 6. 1 Model 1st Tested to Achieve the Model with the Acceptable Goodness of Fit 

 



 

 

203 

 

 

 

 
 

Figure 6. 2 Model 2nd Tested to Achieve the Model with the Acceptable Goodness of Fit 
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