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Abstract 

 
A MULTISCALE STUDY OF CAVITATION MECHANISM  

AND DAMAGE IN SOFT MATERIALS 

Fuad Hasan, PhD 

 

The University of Texas at Arlington, 2020 

 

Supervising Professor: Ashfaq Adnan 

Cavitation is defined as the formation and growth of the gaseous bubble in bulk 

liquid due to the tensile pressure followed by the violent collapse. The collapse of the 

bubble is particularly significant due to its potential to cause damage to relatively stronger 

materials by either creating pressure waves (symmetric collapse) or liquid jet (asymmetric 

collapse). The study of cavitation in soft materials (e.g., tissue, brain, gelatin gel, etc.) 

has, therefore, gained a fair share of attention in the scientific communities. Recent 

studies have indicated that cavitation could be one of the leading causes of the mild 

Traumatic Brain Injury (TBI) and greatly motivates us to study the cavitation mechanism 

in soft materials from a multiscale perspective. The goal of this work is to study, i) 

cavitation onset criteria, ii) damage intensity, and iii) axonal damage mechanism.  

The microstructure of the gelatin gel is studied by observing the scanning 

electron microscope (SEM) images of the random fiber network (RFN). The geometric 

and material properties are evaluated by proposing a unit cell model of the network. A 

theoretical model is developed to incorporate the bubble growth in the network to quantify 

the threshold tensile pressure as the onset criteria of cavitation in soft materials.  

The study of the onset criteria is followed by the study of cavitation damage 

intensity in soft materials. Shock-bubble interaction with symmetric collapse has been 

studied. A multiphase, compressible, and viscoelastic computational fluid dynamics 
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(CFD) model has been developed to simulate the bubble dynamics. Several damage 

criteria (e.g., stress, strain, and energy based) have been proposed, and a parametric 

study has been done. 

Finally, a complete material characterization of the neuronal cell (e.g., axon) has 

been performed. A representative volume element (RVE) of the axon is developed based 

on its cytoskeletal components. Nine independents (orthotropic) viscoelastic relaxation 

modulus are evaluated by nonlinear regression fit to the Prony series. This viscoelastic 

constitutive model of axon will be used to study the diffuse axonal injury (DAI).        
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Chapter 1  

Introduction 

The study of cavitation in the field of hydrodynamics can be broadly grouped into 

three categories, i) nucleation theory, ii) bubble dynamics, and iii) damage mechanism. 

The classical nucleation theory (CNT) deals with phase change phenomena, liquid tensile 

strength, and nucleation rate [1]–[7]. Bubble dynamics, on the other hand, studies the 

stability of the bubble, natural frequency, bubble growth-collapse due to the far-field 

pressure. The damage mechanism due to the bubble collapse can be characterized as 

the formation of secondary pressure wave, high strain rate deformation of the 

surrounding medium for symmetric collapse (Rayleigh collapse), and high energetic liquid 

jet formation in the case of asymmetric collapse. The symmetric collapse is typical of the 

cavitating flows where asymmetric collapse is due to either geometric asymmetry or 

shock-bubble interaction [8]. However, cavitation phenomena are both qualitatively and 

quantitively different in soft materials. Recently the topic has gained its importance as it 

has interdisciplinary implications to mTBI [9]–[14], micro-rheology of soft materials [15]–

[17], drug delivery [18]–[21], medical treatment (i.e., lithotripsy) [22]–[24], etc. Therefore, 

the goals of this work are to study the cavitation onset criteria and the damage 

mechanism in soft materials and to evaluate how they differ from the pure liquid (e.g., 

water). 

In this chapter, a brief discussion is given on the nucleation theory and the 

damage mechanism in pure liquid, followed by the discussion of cavitation in soft 

materials. In chapter 2, a theoretical model is developed to quantify the onset criteria on 

the threshold tensile pressure in soft materials. Samples of the gelatin gel of different 

concentrations are prepared, and the SEM images are studied in detail to develop a 

theoretical model of the microstructural effect on the onset of cavitation. Then symmetric 
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collapse of the cavitating bubble is studied in chapter 3. A multiphase, compressible, and 

viscoelastic CFD model is developed for simulating the bubble dynamics. Several 

damage criteria are proposed, and a parametric study is shown for different material 

parameters. Finally, a composite RVE modeling of the neuronal cell (e.g., axon) is 

presented in chapter 4, and complete viscoelastic material characterization is done. 

Classical Nucleation Theory (CNT) 

The classical nucleation theory deals with the phase change phenomena, 

followed by the mechanical and thermodynamic stability of the critical bubble nuclei, the 

energetics of bubble formation, and the nucleation rate. 

Phase Change Phenomena 

The discussion of CNT should start with the thermodynamics of phase change 

phenomena, and we can assume that the van der Waals equation of state (EOS) is valid 

for the liquid-vapor transition given as, 

 𝑃 =
(�̅� �̅�⁄ )𝑇

𝑣 − 𝑏
−
𝑎

𝑣2
 (1.1) 

Where 𝑃 is pressure, 𝑇 is temperature, �̅� is the universal gas constant, �̅� is 

molecular weight, 𝑣 is the specific volume, 𝑎, and 𝑏 are material properties. The 

isothermal solution of (𝜕𝑃 𝜕𝑣⁄ )𝑇 of equation 1.1 is shown in figure 1-1, which is the line 

ABCDEFG. AB is the liquid phase where B corresponds to the saturation condition at the 

given temperature, 𝑇0. Now, if enough nucleation sites are available, then we can reach 

F, and the transition takes place from liquid to vapor. But without the favorable 

perturbation (not enough nucleation sites of critical size), the liquid can have states 

between B and C. This condition of liquid is called the metastable liquid. However, the 
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line ABCDEFG is valid since it satisfies the thermodynamic equilibrium. Still, a portion of 

it (e.g., CDE) does not correspond to any realizable state since it violates the mechanical 

equilibrium. The mechanical equilibrium states that, (𝜕𝑃 𝜕𝑣⁄ )𝑇 < 0, and hence CDE is not 

permitted [25].  

 

Figure 1-1 P-v diagram of the liquid-vapor system showing the metastable (B-C and E-F) 

regions and spinodal lines [25]. 

A metastable liquid (between B and C) having pressure (𝑃𝑛𝑢𝑐) is said to be in 

tension, and the tensile pressure is given as, ∆𝑃 = (𝑃(𝑇0)𝑠𝑎𝑡 − 𝑃𝑛𝑢𝑐). Several authors 

have defined ∆𝑃 as the tensile strength of the liquid [1]. From figure 1-2 we can see there 

exists two valid states, b, and c at the pressure, 𝑃𝑛𝑢𝑐 that corresponds to metastable 

liquid and stable vapor phase, respectively (a is not valid). Therefore, a metastable liquid 

(state b) may remain liquid indefinitely or jump to state c (stable vapor phase). This 

conditional equilibrium can be explained further based on the critical bubble radius (𝑅𝑜), 

which we will discuss in the next sub-section. 
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Figure 1-2 Shape of the chemical potential vs. pressure variation along an isotherm as 

predicted by the van der Waals equation [25]. 

Mechanical and Thermodynamic Stability of the Critical Bubble Nuclei 

If we assume that there exists a bubble with a radius 𝑅𝑜 in a metastable liquid 

subject to tensile pressure, then thermodynamics equilibrium requires that chemical 

potential of the two phases are same, 𝜇𝑙 = 𝜇𝑣 𝑎𝑡 𝑇0. On the other hand, mechanical 

equilibrium is established by the Young-Laplace equation which states that the internal 

bubble pressure (𝑃𝐵) and the external liquid pressure must be balanced by the surface 

tension (𝑆) effect, 𝑃𝐵 = 𝑃𝑛𝑢𝑐 + 2𝑆 𝑅𝑜⁄ . These two equilibrium conditions can be used 

along with the ideal gas EOS for vapor and incompressible assumption for the liquid to 

arrive at the critical bubble radius [25] for the specific volume of liquid (𝑣𝑙) and vapor gas 

constant (𝑅𝑣),  
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𝑅𝑜 =

2𝑆

𝑃(𝑇0)𝑠𝑎𝑡 exp{𝑣𝑙[𝑃𝑛𝑢𝑐 − 𝑃(𝑇0)𝑠𝑎𝑡] 𝑅𝑣𝑇0⁄ } − 𝑃𝑛𝑢𝑐
 

(1.2) 

The equation 1.2 tells that there exists a critical bubble radius for liquid subjected 

to the tension and any nucleation site having radius more than the critical radius (𝑟 > 𝑅𝑜) 

will eventually grow, and cavitation would occur. On the other hand, the nucleation site 

will collapse and disappear if the radius is less than the critical radius (𝑟 < 𝑅𝑜). Since soft 

material consists of a solid phase (random fiber network) and a liquid phase (solvent), we 

can assume that the nucleation occurs solely in the liquid phase. Therefore, in terms of 

the nucleation formation, we can omit the elastic effect of the soft materials. From 

equation 1.2, the critical radius for soft materials only differ through the value of the 

surface tension. For pure water, typical surface tension is 72 𝑚𝑁/𝑚. In the solution state, 

adding gelatin into the water reduces the surface tension (~60 𝑚𝑁/𝑚). However, when 

gelation starts and gel starts to form, then the surface tension increases (~80 𝑚𝑁/𝑚) 

and seems to vary as a function of the concentration [17]. For the same bubble nuclei to 

cavitate in soft material will then require higher tensile pressure to overcome higher 

surface energy compare to the pure liquid and will be discussed in detail in chapter 2.    

Energetics of the Bubble Formation and Nucleation Rate 

The above discussion of a stable bubble in tensile pressure does not answer how 

the critical bubble forms in the first place. Therefore, equation 1.2 is only the first of the 

three equations of CNT. The rest of the two equations deal with the bubble formation 

energy and the probability (nucleation rate) of that much energy to be available to form 

the bubble nuclei in the system within the time of observation.  
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The theory of homogeneous nucleation states that random thermal motion of 

atoms spontaneously creates energetic particles that leave the liquid phase and vaporize, 

thus form nucleation sites [1]. Church (2002) showed that the required energy for the 

nucleation increases with no bound at atmospheric pressure condition (𝑃𝑎𝑡𝑚) and nuclei 

immediately collapse [26]. A liquid subjected to negative (tensile) pressure, however, 

requires finite energy for spontaneous nucleation to occur, and it depends on the strength 

of the tensile pressure, surface tension, and temperature.  

As described by Herbertz (1988), the nucleation energy (𝑊𝑛𝑢𝑐) required to form a 

nucleus under tension consists of three work terms [27]: i. 𝑊𝑐, the work to create the 

cavity under far-field pressure (𝑃∞), ii. 𝑊𝑖, the work needed to establish the interface 

having surface tension (𝑆), and iii. 𝑊𝑣, the energy attained by the formation of the vapor 

phase at bubble pressure (𝑃𝐵), 

𝑊𝑛𝑢𝑐 = 𝑊𝑐 +𝑊𝑖 −𝑊𝑣 

                                = 4𝜋𝑟2𝑆 +
4

3
𝜋𝑟3(𝑃∞ − 𝑃𝐵) (1.3) 

Equation 1.3 implies that for a given tensile pressure (𝑃∞ = 𝑃𝑛𝑢𝑐) there exists 

maximum nucleation energy, 𝑊𝑛𝑢𝑐,𝑚𝑎𝑥  (𝑠𝑒𝑡𝑡𝑖𝑛𝑔 𝑑𝑊𝑛𝑢𝑐 𝑑𝑟⁄ = 0) which is required to form 

the bubble of the critical radius, 𝑟 = 𝑅0. Figure 1-3 shows the energy necessary for 

different far-field pressure. For any positive (compressive) pressure, the required energy 

is unbounded. However, for negative pressure, if the available energy is less than that of 

maximum energy (𝑊𝑛𝑢𝑐,𝑚𝑎𝑥), then the bubble will have a smaller radius than the critical 

radius and will eventually collapse. On the other hand, the bubble will grow and cavitate if 

the radius is bigger than the critical value. For simple homogenous liquid, the tensile 

pressure will suffice to cavitate, given that the condition is met as described above. The 
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tensile strength of the liquid is defined earlier as, ∆𝑃 = (𝑃(𝑇0)𝑠𝑎𝑡 − 𝑃𝑛𝑢𝑐). From equation 

1.3, the critical energy of nucleation can be found from the tensile strength of the liquid 

considering the critical tensile pressure (𝑃∞ = 𝑃𝑛𝑢𝑐) and saturation pressure of the bubble 

content (𝑃𝐵 = 𝑃(𝑇0)𝑠𝑎𝑡), 

 𝑊𝑛𝑢𝑐,𝑚𝑎𝑥 =𝑊𝑐𝑟𝑖𝑐 = 4𝜋𝑅𝑜
2𝑆 +

4

3
𝜋𝑅𝑜

3∆𝑃 (1.4) 

 

 

Figure 1-3 Nucleation energy as a function of nuclei radius 

The tensile strength, described in equation 1.4, should be the same for soft 

materials compare to the pure liquid, since earlier we have postulated that the formation 

of nuclei solely occurs in the liquid phase. This is not the case, and as experimental 

observation shows, tensile pressure increases 175% from pure water to 1% [w/v] gelatin 

gel [17]. One contribution comes from the increased surface energy, as discussed in the 

previous sub-section, and another contribution, as we have postulated in this manuscript, 
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is due to the presence of the elastic random fiber network (RFN). In chapter 2, we have 

discussed and developed a theoretical model to include the effect of the RFN on the 

onset of cavitation in soft materials.  

The final equation of CNT is required to evaluate the probability of deposition of 

𝑊𝑐𝑟𝑖𝑐 within the time of observation. Gibbs number is defined as the ratio of the critical 

energy required to form a bubble nucleus and the kinetic energy of the molecules due to 

the stochastic thermal motion, 

 𝐺𝑏 =
𝑊𝑐𝑟𝑖𝑐

𝑘𝑏𝑇𝑜
 (1.5) 

Where, 𝑘𝑏 is the Boltzmann’s constant, and the nucleation rate, 𝐽, is defined as 

the number of nucleation per unit volume per unit time as, 

 𝐽 = 𝑁 (
2𝑆

𝜋𝑚
)

1
2
𝑒−𝐺𝑏 (1.6) 

 Where 𝑁 is the molecular number density per unit volume, and 𝑚 is the mass of 

the molecule.  

Single Bubble Dynamics 

Most of the studies involving bubble dynamics in soft materials are inspired by 

the pioneering contributions of Lord Rayleigh, Plesset, and Prosperetti [4]–[7], [28], who 

have given us the necessary understanding of bubble dynamics. However, much of the 

earlier works were limited to the incompressible, inviscid fluid. It is after the advancement 

of computational power and more advanced numerical techniques; researchers started to 

study the viscous effects on bubble dynamics [29]. Extending those models for studying 

cavitation in soft materials remains challenging due to the complexity involved in fluid 



 

25 

(viscous) and solid (elastic) like behavior of soft materials [30], [31]. Based on the 

understanding of the inertial cavitation in water, few numerical tools were developed to 

study the cavitation phenomena in viscoelastic soft biomaterials [32]–[34]. Not to mention 

that most of these works made various approximations to keep the system of equations 

manageable [26], [35]–[41]. For example, compressibility was ignored or at most 

approximated to the first order in these approaches [39]. The incompressible 

approximation overestimates the collapsing pressure and is unable to capture the 

propagation of collapsing pressure pulse. Still, this approach is reasonable if one 

interested in bubble dynamics instead of cavitation damage.  

In the next sub-section, a one-dimensional bubble dynamics equation will be 

summarized for the symmetric growth-collapse.  

Spherical Bubble Dynamics (Symmetric Growth and Collapse) 

First, we will introduce the incompressible Rayleigh-Plesset equation of the 

bubble dynamics. Consider a bubble of radius, 𝑅(𝑡), which is a function of time 𝑡, in a 

bulk liquid of time-varying pressure, 𝑃∞(𝑡) and constant temperature, 𝑇𝑜. Then for bubble 

pressure, 𝑃𝐵(𝑡), constant dynamic viscosity, 𝜇𝐿, and constant density, 𝜌𝐿, the one-

dimensional bubble dynamic equation is, 

 𝑅�̈� +
3

2
�̇�2 =

𝑃𝐵 − 𝑃∞
𝜌𝐿

−
4𝜇𝐿
𝜌𝐿

�̇�

𝑅
−
2𝑆

𝜌𝐿𝑅
 (1.7) 

Equation 1.7 is a second-order ordinary differential equation (ODE), which 

requires two initial conditions to be solved numerically. Initial condition 𝑅(0) = 𝑅𝑜 and 

�̇�(0) = 0 coincide with bubble growth from the critical nucleus. Initial condition 𝑅(0) =
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𝑅𝑚𝑎𝑥 and �̇�(0) = 0 simulate bubble collapse from the maximum size. In equation 1.7, the 

bubble pressure is defined as, 

 𝑃𝐵(𝑡) = 𝑃𝑣 + 𝑃𝑔𝑜 (
𝑅(0)

𝑅(𝑡)
)

3𝑘

 (1.8) 

 Where 𝑘 is the polytropic constant, and 𝑃𝑣 is the saturation vapor pressure. In 

chapter 3, the initial partial pressure of the non-condensable gas content, 𝑃𝑔𝑜 will be 

discussed in detail. 

Equation 1.7 neglects the compressibility effect and good enough to capture the 

bubble growth. However, a critical bubble of radius, 𝑅𝑜 grows to its maximum size, 𝑅𝑚𝑎𝑥 

which is 2-3 times higher order in magnitude. The growth is followed by the violent 

collapse, which can produce pressure shock in the order of gigapascal [42]. To evaluate 

the high inward velocity of the bubble wall and to capture the formation of the pressure 

shockwave, compressibility needs to be incorporated into the equation 1.7. One 

approach is the first-order or linear approximation in the Mach number proposed by Keller 

and Miksis (1980) and given here from ref. [34],  

 

(1 −
�̇�

𝑐
)𝑅�̈� +

3

2
(1 −

�̇�

3𝑐
) �̇�2

= (1 +
�̇�

𝑐
) [
𝑃𝐵 − 𝑃∞
𝜌𝐿

−
4𝜇𝐿
𝜌𝐿

�̇�

𝑅
−
2𝑆

𝜌𝐿𝑅
−
Σ

𝜌𝐿
]

+
𝑅

𝜌𝐿𝑐

𝑑

𝑑𝑡
(𝑃𝑎 − 𝑃∞) 

(1.9) 

Where 𝑐 is the speed of sound in the liquid and 𝑃𝑎 = 𝑃𝐵 −
4𝜇𝐿�̇�

𝑅
−

2𝑆

𝑅
− Σ. Equation 

1.9 is the compressible and viscoelastic (Kelvin-Voigt) form of the Rayleigh-Plesset 

equation. The elastic contribution (Σ) is summarized in table 1-1  where 𝐺 is the small 
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strain shear modulus, and 𝑅𝑒𝑞 is the bubble radius in a stress-free configuration. For 

bubble growth 𝑅𝑒𝑞 = 𝑅𝑜, and for collapse 𝑅𝑒𝑞 = 𝑅(𝑡 → ∞). 

Table 1-1 Summary of the Elastic Term in Equation 1.9 

Model Elastic Term, Σ 

Newtonian Fluid with no Elasticity 0 

Linear Hookean 2𝐺 [1 − (
𝑅𝑒𝑞

𝑅
)
2

] 

Neo-Hookean 
𝐺

2
[5 − 4 (

𝑅𝑒𝑞

𝑅
) − (

𝑅𝑒𝑞

𝑅
)
4

] 

 

Shock-Bubble Interaction (Asymmetric Collapse) 

When a bubble starts to collapse from its maximum size, asymmetry in the flow 

field may cause the bubble to collapse non-spherically. Geometric asymmetry (e.g., solid 

wall), as well as the shock-bubble interaction, leads to the formation of a reentrant jet 

(i.e., microjet) that penetrates the nearby surrounding medium with high kinetic energy 

and may cause substantial damage. The asymmetric collapse not only creates the 

microjet but also produces liquid hammer pressure of higher magnitude, which has equal 

or arguably more damaging potential [8], [37], [43], [44]. 

In this work, we have studied the symmetric collapse due to the shockwave 

interaction with the bubble. This type of collapse is particularly interesting for soft 

materials. In the medical treatment (i.e., shockwave lithotripsy) high magnitude pressure 

pulse is passed through the soft tissue, which may interact with the bubble. A controlled 

application of shock-bubble interaction may be utilized for several medical treatment 

procedures. In contrast, an uncontrolled shock-bubble interaction (e.g., blast-induced 

brain injury) may lead to severe tissue damage. 



 

28 

The shock-bubble interaction mainly depends on two characteristic times; i) 

shock passing-time, and ii) bubble collapse time. In the incompressible assumption, 

shock speed through the medium is infinite. Therefore, shock-induced bubble collapse is 

like the symmetric collapse (Rayleigh collapse), considering the instantaneous step 

increase in far-field pressure. On the other hand, if the shock passing time is comparable 

to the bubble collapse time, then the bubble collapses asymmetrically. The characteristic 

time of the bubble collapse can be defined as, 

 𝑡𝑐 =
𝑅𝑚𝑎𝑥

√(𝑃∞ − 𝑃𝐵) 𝜌𝐿⁄
 (1.10) 

Cavitation Damage 

Cavitation induced damage to surrounding medium is characterized by, i) the 

formation of highly localized shockwave, ii) high strain rate deformation, and iii) formation 

of microjet followed by liquid-hammer pressure. The first two are typical phenomena of 

symmetric collapse, whereas the third one is the outcome of asymmetric collapse. 
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Figure 1-4 Pressure distribution from bubble wall after the collapse. Time associate with 

each curve is proportional to the time after the bubble attains the minimum size. Pressure 

magnitude attenuates as it propagates away from the wall as an inverse function of the 

radial coordinate [38].  

Figure 1-4 is recreated from the work of Hickling and Plesset (1964), which 

shows how pressure pulse propagates through the bulk liquid after the collapse. The 

peak pressure of the pulse attenuates as an inverse function of the radial coordinate (𝜌) 

as, 

 𝑃𝑝𝑒𝑎𝑘 ≈
100𝑅𝑚𝑎𝑥𝑃∞

𝜌
 (1.11) 

Equation 1.11 implies that at the close vicinity of the bubble wall, say at the 𝜌 =

𝑅𝑚𝑎𝑥, the intensity of the collapsing pressure is, 𝑃𝑝𝑒𝑎𝑘|𝜌=𝑅𝑚𝑎𝑥
= 100𝑃∞. The surrounding 

medium not only experiences a highly localized pressure pulse but also must withstand 

high strain rate deformation. Estrada et al. (2018) evaluated the strain rate of the 
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collapsing bubble for the polyacrylamide gel in the order of 108𝑠−1. Since soft materials 

show rate-dependent behavior (e.g., viscoelastic), it is essential to quantify the damage 

accumulation through the bubble collapse and subsequent growths. 

Johnsen and Colonius (2009) studied the asymmetric bubble collapse for varying 

shock strength. They have found that the microjet speed (𝑉𝑗) can get as high as 0.4 to 0.8 

times the speed of sound for the shock pressure 100 to 700 times of the atmospheric 

pressure. When this high-speed jet impacts the other side of the bubble, the liquid 

hammer pressure (𝑃ℎ) is generated, and defined as, 

 𝑃ℎ = 𝜌𝐿𝑐|𝑉𝑗 − 𝑉𝑑|/2 (1.12) 

Where 𝑉𝑑 is the speed of the bubble wall opposite of the jet formation side. 

Johnsen and Colonius (2009) showed that 𝑃ℎ can get as high as the megapascal range 

for the shock range mentioned above. 

Although this study is, in general, applicable to any soft materials (e.g., tissue, 

biomaterials, etc.), we have mainly summarized damage criteria for traumatic brain injury 

in table 1-2 and 1-3. We will discuss these injury criteria and will provide a quantitative 

parametric study of cavitation induced damage in soft materials in chapter 3.     
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Table 1-2 Stress-Based Injury Criteria 

Reference Injury Definition Injury Criterion Tolerance Level 

Ward et al. (1980) 
[45] 

Severe Brain Injury 
Coup Pressure 256 𝑘𝑃𝑎 

Contrecoup −152 𝑘𝑃𝑎 

Kang et al. (1997) 
[46] 

Severe Brain Injury von Mises Stress 11 − 16.5 𝑘𝑃𝑎 

Anderson et al. 
(1999) [47] 

Mild DAI Shear Stress 8 − 16 𝑘𝑃𝑎 

Takhounts and 
Eppinger (2003) 

[48] 

50% Probability of 
Contusions 

Pressure Threshold −100 𝑘𝑃𝑎 

Zhang et al. (2004) 
[13] 

25% Probability of 
mild TBI 

Shear Stress 6 𝑘𝑃𝑎 

50% Probability of 
mild TBI 

Shear Stress 7.8 𝑘𝑃𝑎 

80% Probability of 
mild TBI 

Shear Stress 10 𝑘𝑃𝑎 

Kleiven (2007) [49] 
50% Probability of 

Concussion 

von Mises Stress 8.4 𝑘𝑃𝑎 

Pressure 65.8 𝑘𝑃𝑎 

Minimum Pressure −55.1 𝑘𝑃𝑎 

Yao et al. (2008) 
[50] 

Severe Brain Injury 

von Mises Stress 14.8 𝑘𝑃𝑎 

Shear Stress 7.9 𝑘𝑃𝑎 

Coup Pressure 256 𝑘𝑃𝑎 

Contrecoup 
Pressure 

−152 𝑘𝑃𝑎 

Deck and Willinger 
(2008) [51] 

50% Probability of 
mild DAI 

von Mises Stress 26 𝑘𝑃𝑎 

50% Probability of 
Severe DAI 

von Mises Stress 33 𝑘𝑃𝑎 
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Table 1-3 Strain-Based Injury Criteria 

Reference Injury Definition Injury Criterion Tolerance Level 

Trosseille et al. 
(1992) [52] 

Irreversible Brain 
Injury 

Strain 0.15 

Marguiles and 
Thibault (1992) [53] 

Moderate to Severe 
DAI 

Strain 0.05 − 0.1 

Shreiber et al. 
(1999) [54] 

Contusion Logarithmic Strain 0.19 

Viano and Lovsund 
(1999) [55] 

Brain Injury 
Average Strain x 

Strain rate 
36/𝑠 

Takhounts and 
Eppinger (2003) 

[48] 

Probability of 
Consussion 

Strain Threshold 0.15 

King et al. (2003) 
[56] 

25% Probability of 
mild TBI 

Strain Rate 46/𝑠 
Strain x Strain rate 14/𝑠 

50% Probability of 
mild TBI 

Strain Rate 60/𝑠 
Strain x Strain rate 19/𝑠 

75% Probability of 
mild TBI 

Strain Rate 80/𝑠 
Strain x Strain rate 24/𝑠 

Zhang et al. (2004) 
[13] 

25% Probability of 
mild TBI 

Strain 0.14 

50% Probability of 
mild TBI 

Strain 0.19 

80% Probability of 
mild TBI 

Strain 0.24 

Viano (2005) [57] Concussion 

Average Maximum 
Principal Strain 

0.35 − 0.45 

Average Strain 
Rate 

60 − 80/𝑠 

Kleiven (2007) [49] 
50% Probability of 

Concussion 

Maximum Principal 
Strain 

0.21 

Maximum Principal 
Strain 

0.26 

Principal Strain 
Threshold 

0.1 

Strain Rate 48.5/𝑠 
Strain x Strain Rate 10.1/𝑠 

Deck and Willinger 
(2008) [51] 

50% Probability of 
mild DAI 

von Mises Strain 0.25 

Maximum Principal 
Strain 

0.31 
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Chapter 2  

Cavitation Threshold Criteria for Soft Materials 

Cavitation is considered one of the main driving factors that can potentially cause 

soft tissue damage [58]. The phenomenon has been studied in the medical treatments 

(e.g., lithotripsy) applications from the biological perspective and recently has gained its 

fair share of attention since it has been linked to the Traumatic Brain Injury (TBI) [14]. 

This lead to the study of cavitation bubble dynamics in soft tissue like materials (e.g., 

gelatin hydrogel), and the recent research on cavitation has intended towards the origin 

of nucleation theory as well as macroscopic behavior of cavitating bubble in soft materials 

[17]. Kang et al. (2018) used a novel drop-tower system to impact the gelatin samples 

and characterized critical acceleration to cavitation inception for various concentrations of 

gelatin gel. They suggested corresponding critical tensile pressure (𝑃𝑇) for the onset of 

cavitation in gelatin and showed that there is a 175% increase from the water to 1% [w/v] 

gelatin. Evidently, soft materials tends to withstand more tensile load before the inception 

of cavitation damage.  Hence, critical tensile pressure seems to be one of the most 

important parameters for the tissue damage study. In this context, we should mention the 

work of Gaudron et al. (2015), who modified the well-known Rayleigh-Plesset equation of 

bubble dynamics for a nonlinear viscoelastic model to study the bubble dynamics in soft 

materials [34]. Their study on the stability of bubble nuclei showed that elasticity plays a 

significant role in stabilizing much smaller nuclei by modifying the Blake radius [59]. It can 

be argued that higher activation energy is required than water to cavitate smaller nuclei in 

the soft materials. These two studies mentioned above dictated our motivation of this 

chapter to systematically study the threshold tensile pressure of cavitation onset in soft 

material. We have postulated that, i) due to the presence of the random fiber network 

(RFN) of gelatin gel, the critical flaw size (e.g., bubble nuclei of radius 𝑅0) is comparable 
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to the pore size of the gel and ii) the threshold tensile pressure (𝑃𝑇) is required for two 

consecutive works done by the bubble. First, a portion of the tensile energy is spent on 

activating the bubble nuclei and then rest of the energy is spent on overcoming the 

surface energy and the elastic energy imparted by the gel system for bubble to cavitate. 

Recent studies on cavitation in soft biomaterials are based on the numerous 

pioneering works on cavitation in hyperelastic elastomers (e.g., rubber) [60]–[63].  We 

have found that one of the most frequently used cavitation onset criteria for visible 

bubbles to appear in a rubber block subjected to far-field triaxial tension is when cavity 

pressure (𝑃𝑐) reach a critical value of 5𝐺 2⁄  (𝐺 is the shear modulus for small strain) [15], 

[64], [65]. This onset criterion is based on the incompressible Neo-Hookean material 

model and applicable to nuclei size ranging from 0.5 𝜇𝑚 to 1𝑚𝑚 (the range is only for 

rubber like material with higher elastic modulus and higher fracture toughness than 

gelatin hydrogel) [66]. In his “cautionary tale”, Gent discussed the limitation of this onset 

criterion and suggested, i) for smaller nuclei surface energy might dominate the cavity 

growth, ii) at large deformation, real rubber-like materials do not follow the simple kinetic 

theory of rubber-like elasticity, and iii) a fracture based approach based on Griffith’s 

fracture criterion [67] might explain the anomaly for smaller nuclei [68]. Indeed, Williams 

and Schapery (1965) considered the energy required for the cavities to fracture and 

showed that the required cavity pressure was as large as 9𝐺 for 0.5 𝜇𝑚 nuclei and even 

more for much smaller nuclei [69]. In the recent trend, more realistic material models 

have been used with “energy limiter” to study the cavitation in rubber [70], [71]. At the 

same time, Lopez-Pamies argued that cavitation needs to be studied as dynamic 

deformation where both inertia and viscosity play a significant role in bubble dynamics 

along with the material nonlinearity [72]–[74]. However, he discussed the poor agreement 

between theoretical and experimental observations and suggested that the microscopic 
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mechanism of rubber fracture needs to be incorporated for further study [75]. Indeed, all 

the references mentioned above did not consider the heterogeneity posed by the 

microstructure of the rubber material. The argument raises the question of the application 

of cavitation onset criterion (9𝐺 ≥ 𝑃𝑐 ≥ 5𝐺 2⁄ ) for gelatin gel, or in general, for any 

biomaterials because of the inherent microstructure of hydrogel and rubber are quite 

different. The significant difference between rubber and biomaterials is that the 

microstructure of rubber is made of RFN of “flexible fibers/chains” having “entropic 

deformation” [76], whereas biomaterials have network of “semi-flexible fibers” having 

“enthalpy dominant deformation” [77]. Moreover, studies involved in cavitation in rubber 

considered presence of “vacuous cavity” while homogeneous nucleation theory considers 

the presence of nuclei is a spontaneous phase change phenomenon happens in the 

liquid phase (water) filled with the vapor and non-condensable gas under tension [1], [26], 

[78]–[80]. Therefore, considering gel system as a biphasic material where RFN is the 

solid phase and solvent (e.g., water) is the liquid phase, we can assume that the 

nucleation process is same as in the water alone and solid phase only interacts while the 

bubble grows. This assumption is the base of our second postulate mentioned in the 

previous paragraph. This approach simplifies the analysis by separating the contribution 

of tensile load to two consecutive events; first, to provide enough activation energy to 

nucleate a bubble and second, to overcome surface and elastic energy for bubble to 

grow. 

However, the elastic contribution of the gelatin network on bubble growth is 

complicated to quantify. There are mainly three different approaches to study the 

mechanics of the RFN [81], [82]: Single fiber mechanics [83], [84], unit cell modeling 

[85]–[88], and construction of the 3-dimensional (3D) network [89]–[99]. The structure of 

the gelatin network itself is very complex [100]–[102] and depends on many factors, e.g., 
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source of gelatin (bovine, porcine, etc.), manufacturing process and sample preparation 

[103], [104]. Moreover, 3D network generation requires substantial computational effort; 

therefore, we have adopted the “unit cell modeling” approach. In this approach, one 

needs to propose a unit cell having a finite number of fibers, followed by establishing a 

relationship between the fiber stretching (𝜆𝑓) and the unit cell stretching (𝜆𝐺). Then 

utilizing the experimental stress-strain (stretching) data we can use a curve fitting method 

to find the relevant properties of the fibers. We have seen successful implementation of 

the unit cell modeling approach in rubber elasticity with “flexible fibers/chains”. A 3-chain 

[105], [106], 4-chain [107], [108] and 8-chain [109], [110] models are the most frequently 

adopted unit cell models. Recently 8-chain model of Arruda and Boyce (1993) has been 

modified for “semi-flexible fibers” and used to describe mechanics of fibrin network and 

mussel byssal threads [111], [112]. Cryogenic-temperature scanning electron microscopy 

(cryo-SEM) observation shows that gelatin fibers form a d-periodic hierarchical structure 

similar to collagen fibril and connected via triple-helical gelatin strand at the crosslink 

[113]. Due to the similarity of collagen fibril and gelatin fiber we have used the unit cell 

proposed by Susilo et al. (2010) who studied the micromechanics of collagen based 

extra-cellular matrix (ECM). Experimental stress-strain data up to the gel failure is then 

used to find the fiber level ultimate failure stretch (𝜆𝑓
𝑢) [114], [115]. 

The present work investigates the cavitation threshold tensile pressure for the 

gelatin gel system and the role of RFN on the bubble growth. The failure of the individual 

fiber is considered as the limiting criterion for cavitation onset. The strain energy gained 

by the RFN before the failure is used to calculate the tensile pressure. In the second 

approach, the critical energy release rate (𝐺𝑐) is used as a fracture criterion considering 

gel as a homogeneous medium, and a comparison is drawn between the two 

approaches. This chapter is organized as follows. First, we have discussed in detail the 
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justification of our assumptions. The length scale involved in the gel system for bubble 

nucleation is presented and threshold tensile pressure (𝑃𝑇) is defined. In the next section, 

mesh size (i.e., crosslink to crosslink fiber distant, 𝜉0) is computed using the linear shear 

modulus (𝐺) and critical flaw size (𝑅0) is proposed based on the pore size. Then a unit 

cell model is used to quantify the fiber properties, and the bubble growth mechanism is 

introduced to the unit cell failure. Lastly, a fracture criterion is formulated for the 

hyperelastic Ogden material model [116], followed by results and discussion sections.  

Cavitation Threshold Tensile Pressure for Gelatin 

In equation 1.4, we have shown the critical energy required for a bubble to form 

in the pure liquid. The critical tensile pressure for a bubble to form in the liquid is defined 

as 𝑃𝑛𝑢𝑐. Since critical tensile pressure for a bubble to cavitate in soft material (𝑃𝑇) is 

significantly higher than 𝑃𝑛𝑢𝑐, we can define the extra tensile pressure as, 

 𝑃𝑇 = 𝑃𝑛𝑢𝑐 + Δ𝑃𝑇 (2.1) 

In the above equation, Δ𝑃𝑇 arises due to the bubble growth in the presence of the 

random fiber network and surface energy. Figure 2-1 depicts this scenario where gray 

background and blue fibers represent bulk liquid and fiber networks, respectively. 

Considering bubble only contains saturated vapor and no non-condensable gas (𝑃𝑔𝑜 = 0), 

then mechanical equilibrium at the formation of a bubble requires, 

 𝑃𝑣 = 𝑃𝑛𝑢𝑐 +
2𝑆

𝑅𝑜
 (2.2) 

We assume that, in this case, 𝑅𝑜 is the reference configuration with stress-free 

surrounding medium (i.e., 𝑅𝑜 = 𝑅𝑒𝑞), hence there is no elastic contribution in equation 

2.2. When a bubble starts to grow, strain energy is stored in the network, and at the 
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current configuration the mechanical equilibrium is established at the onset of cavitation 

in gel, 

 𝑃𝑣 (
𝑅𝑜
𝑅
)
3

= Δ𝑃𝑇 +
2𝑆

𝑅
+ 𝑃𝑅𝐹𝑁 (2.3) 

Where, 𝑃𝑅𝐹𝑁 is the pressure contribution from the strain energy density stored in 

the network until the bubble stretch ratio (𝜆𝐵 = 𝑅 𝑅𝑜⁄ ) reaches a critical value. In the 

above equation, we have considered vapor as an ideal gas with isothermal polytropic 

expansion (𝑘=1). In terms of the bubble stretch ratio, equation 2.3 can be written for the 

extra tensile pressure as, 

 Δ𝑃𝑇 = 𝑃𝑣 (
1

𝜆𝐵
)
3

−
2𝑆

𝑅𝑜𝜆𝐵
− 𝑃𝑅𝐹𝑁 (2.4) 

 

Figure 2-1 Bubble nucleation site growing within a random fiber network 

Figure 2-2 plots equation 1.2 for the different surface tension of gelatin 

concentration. Data from the water-vapor saturation table is used for the other 

parameters at temperature, 𝑇𝑜 = 20𝑜𝐶. Kang et al. (2018) reported that the mean tensile 

pressure for water was 120𝑘𝑃𝑎 which corresponds to a critical radius of 1.2 𝜇𝑚 (figure 2-
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2). Even for the same critical radius to cavitate in the gel system without considering the 

elastic contribution, the tensile nucleation pressure would be higher due to increasing 

surface energy (𝑊𝑖) to overcome (horizontal dashed line in figure 2-2). 

  

Figure 2-2 Critical bubble radius as a function of the nucleation pressure from equation 

1.2 

To the best of our knowledge, until now, only Kang et al. (2018) reported the 

cavitation threshold tensile pressure (𝑃𝑇) for different concentrations (𝐶% [𝑤/𝑣]) of gelatin 

gel (figure 2-3). In their work, “Knox gelatin” is solved with water in weight to volume ratio 

to prepare 1%, 2.5%, 5%, and 7.5% gelatin gels. In figure 2-3, the green dotted line 

indicates a 175% increase in threshold tension from water to 1% gelatin. The Blue dotted 

line is fitted with a nonlinear least square method (𝑅2 = 0.93) to show the increasing 

trend with gelatin concentration. From figure 2-3, the mean 𝑃𝑇 varies from 188 to 228 kPa 

from 1% to 7.5%, which corresponds to 𝑅0 of 0.9 to 0.7 𝜇𝑚 in figure 2-2. As discussed in 

the previous section, elasticity tends to stable much smaller nuclei. In the next sub-
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section, we will discuss the presence of smaller nuclei from the microstructural point of 

view. 

 

Figure 2-3 Experimental observation of the threshold tensile pressure for different 

concentrations of gelatin gel [17]. C=0 corresponds to pure water. (Vertical red error bar 

indicates the standard deviation) 

Random Fiber Network of the Gelatin Gel 

Marmorat et al. (2016) used the cryo-SEM imaging technique to observe the 

gelatin supramolecular structure. They showed that gelatin fibers are connected via the 

triple-helical gelatin strand at the crosslink. In low crosslink density, however, the 

distance between the crosslinks are large to allow the strands’ natural tendency to recoil 

into fibrils (Figure 2-4). Those gelatin fibrils showed a well-known banded pattern with a 

periodicity of 64 𝑛𝑚 similar to the collagen fibril [117]. The theory of determining the mesh 

size based on the rubber elasticity [118] underestimated the mesh size observed by 

Marmorat et al. (2016). MacKintosh et al. (1995) proposed that the “semi-flexible” 
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network shows increased rigidity due to its secondary structure between the crosslinks 

and must be taken into consideration to determine the mesh size [119]. Considering the 

network consists of effective spring where effective spring constant is 𝑘𝑒𝑓, then the small 

strain shear modulus is related to the mesh size as [113], 

 𝜉0 =
𝑘𝑒𝑓

𝐺
 (2.5) 

 

Figure 2-4 Typical crosslink of the gelatin fiber network. Individual fibers are crosslinked 

via the gelatin strand. 

For small strain, the rigidity arises from the straightening of 𝛼 angle of the gelatin 

strand at the crosslink. However, Gelatin fibril will deform as well for large strain and will 

be considered in later sections. From figure 2-4, for any force (𝐹) applied to the crossling 

with effective spring constant (𝑘𝑒𝑓) will have two components; i. 𝐹1 will stretch the gelatin 

strand with stretching spring constant 𝑘1, and ii. torque 𝜏 will act to change angle 𝛼 with 

angular deformation constant 𝑘𝛼. Treloar (1960) calculated the 𝑘𝑒𝑓 for polymeric chain 

and will be adopted here [120], 
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1

𝑘𝑒𝑓
=
𝛿𝐿

𝐹
= 𝑛 [

𝑐𝑜𝑠2(𝛼/2)

𝑘1
+
𝑙𝑝
2𝑠𝑖𝑛2(𝛼/2)

𝑘𝛼
] (2.6) 

In the above equation, 𝑛 = 𝑙𝑒𝑓 𝑙𝑝⁄ , is the amount of zigzag which is defined as the 

ratio of the effective length of the gelatin strand (𝑙𝑒𝑓) at the crosslink and the persistence 

length of the gelatin strand (𝑙𝑝). The cryo-SEM observation showed that the statistical 

average crosslink angle is 〈𝛼〉 ≅ 120𝑜, hence 〈𝑠𝑖𝑛2 (
𝛼

2
)〉  =  0.75 [113]. Considering 

crosslink deformation dominated by 𝑘𝛼 for small strain and for an inextensible gelatin 

strand (𝑘1 ≫ 𝑘𝛼), we can drop the first term in equation 2.6, 

 𝑘𝑒𝑓 =
𝑘𝛼

𝑛𝑙𝑝
2 〈𝑠𝑖𝑛2 (

𝛼
2
)〉

 (2.7) 

From Treloar (1960) and Marmorat (2016), the angular deformation constant is 

related to the persistence length and monomer unit length (𝑙0) as 𝑘𝛼 = 𝑘𝐵𝑇𝑜𝑙𝑝 𝑙0⁄ . Where 

𝑘𝐵 is the Boltzmann constant. Therefore, the effective spring constant is, 

 𝑘𝑒𝑓 =
4𝑘𝐵𝑇𝑜

𝑙0𝑙𝑒𝑓 〈𝑠𝑖𝑛
2 (
𝛼
2
)〉

 (2.8) 

There exist two limiting cases for the effective length (𝑙𝑒𝑓) of the gelatin strand 

(figure 2-4). For high-density crosslink, the gelatin strand will not be able to recoil to form 

fibril like superstructure. Therefore, fibers will be made of gelatin strand only, and the 

effective length will be, 𝑙𝑒𝑓 → 𝜉0 2⁄ . On the other hand, for low-density crosslinks, fibers 

will have enough strand to recoil, and gelatin fibril will form. Hence, the minimum gelatin 

strand effective length at the crosslink, which deforms in small strain, will be reduced. 

Since the minimum length would be two persistence length to form the crosslink bend, 

the effective length would be, 𝑙𝑒𝑓 → 2𝑙𝑝. From equation 2.5 and 2.8, 

𝜉0 = √
8𝑘𝐵𝑇𝑜

𝐺𝑙0 〈𝑠𝑖𝑛
2 (
𝛼
2
)〉

 𝑓𝑜𝑟 𝑙𝑒𝑓 → 𝜉0 2⁄  (2.9) 
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𝜉0 =
2𝑘𝐵𝑇𝑜

𝐺𝑙0𝑙𝑝 〈𝑠𝑖𝑛
2 (
𝛼
2
)〉

 𝑓𝑜𝑟 𝑙𝑒𝑓 → 2𝑙𝑝 (2.10) 

Equation 2.9 and 2.10 is the theoretical minimum and maximum limit of the fiber 

length, respectively [113]. The small strain shear modulus is measured for 5, 7, and 14% 

[w/v] of Knox gelatin gels using a piezoelectric cantilever measurement technique and 

reported in figure 2-5(a) from the ref. [121]. The black dashed line shows a linear fit with 

𝑅2 = 0.99. The shear modulus value is used in equation 2.9 and 2.10, and the mesh size 

is plotted in figure 2-5(b). The monomer unit length, 𝑙0 = 1.4 Å and persistence length, 

𝑙𝑝 = 2.7 𝑛𝑚 for gelatin strand is used from the ref. [113], [122]. The theory is validated by 

observing the SEM image of 3 different concentrations of gelatin gels. We have followed 

the procedure described in ref [17] for gelatin sample preparation. The detail of the 

sample preparation and the SEM imaging is given in the supplementary document. The 

SEM images are given in figure 2-5(c), and the measurement of the mesh sizes of 3, 5, 

and 7% [w/v] gelatin gels are plotted in figure 2-5(b) and compared with equation 2.9 and 

2.10. It seems the limiting case for equation 2.10 is valid, which means gelatin fibrils are 

formed as the supramolecular structure in the fibers and crosslinks are connected by the 

gelatin strand. 
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Figure 2-5 (a) Shear modulus, (b) fiber length observed from the SEM images and 

theoretical model (equation 2.9 and 2.10) fit, and (c) SEM images of different gel 

concentrations. (Vertical red error bar indicates the standard deviation) 

The pose size is then measured using the Diameterj plugin with Fiji (Imagej2) 

software [123], [124]. The SEM image is first converted to an 8-bit binary image and then 

segmented using the 24 algorithms provided by the Diameterj. Each image is then 

analyzed, and the mean pore size is measured. Figure 2-6 shows an 8-bit SEM image, 

segmented image, and pose size measurement for 3% gel as a sample. 
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Figure 2-6 8-bit image of the SEM image of 3% gel (top left). Segmentation is done in two 

steps (top right and bottom left). Pore count and size measurement are shown (bottom 

right). 

Figure 2-7 shows the pore size (𝐴𝑝), and since ImageJ fits the pore size in an 

ellipse, we have shown the minor axis length (𝐿𝑀𝐴) of the pores in figure 2-8. As we have 

postulated in the previous section, a bubble nucleus of the critical radius (𝑅0) must be 

accommodated within a pore to cavitate under the tensile nucleation pressure (𝑃𝑛𝑢𝑐). The 

maximum size of a sphere that can fit in an ellipse must have a radius that is half of the 

minor axis length. Therefore, in equation 1.2 we will use 𝑅0 → 𝐿𝑀𝐴 2⁄  for gel system to 

compute 𝑃𝑛𝑢𝑐. 
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Figure 2-7 Pore area size measured by observing the SEM image of different gel 

concentrations. (Vertical red error bar indicates the standard deviation) 

 

 

Figure 2-8 Minor axis length of the pore area. (Vertical red error bar indicates the 

standard deviation) 
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Strain Energy-Based Failure Criteria 

Since 𝑙𝑒𝑓 → 2𝑙𝑝 ≪ 𝜉0 we will assume that the crosslink to crosslink fiber is 

consists of the gelatin fibril only. From now on, we will use gelatin fibril length and mesh 

size interchangeably. To construct the gelatin network, we will replace the contribution of 

the gelatin strand with torsional spring at the crosslink with effective torsional spring 

constant, 𝐾𝑡 (figure 2-10). Since gelatin triple-helical strands self-assemble into the 

secondary supramolecular structure as collagen fibril, which is modeled as semi-flexible 

fiber, we can model each gelatin fibril as such [93]. We used the word “fibril” for gelatin 

fiber to be consistent with the definition of the hierarchical structure of collagen micro-

fibril, fibril, and fiber [125]. A semi-flexible fibril is defined such that its thermal persistence 

length is comparable to the fibril length, 𝐿𝑃 𝜉0⁄ ~1. The persistence length of the gelatin 

fibril can be defined as the ratio between the bending rigidity and thermal energy, 𝐿𝑃 =

𝐸𝑓𝐼𝑓 𝑘𝐵𝑇𝑜⁄ , where 𝐸𝑓 is the fibril Young’s modulus and 𝐼𝑓 = 𝜋𝑑𝑓
4 64⁄  is the moment of 

inertia of the fibril, respectively. The only material and geometric properties we need to 

compute the strain energy of the network is the Young’s modulus (𝐸𝑓), crosslink torsional 

spring constant (𝐾𝑡), fibril length (𝜉0), and diameter of the fibril (𝑑𝑓). Considering the 

gelatin fibril as elastic beam which resists stretching and bending, and crosslink as 

torsional spring, the strain energy of the network for any given configuration is defined as 

[93],  

 𝑈 = 𝑈𝑆 + 𝑈𝐵 + 𝑈𝑇   

 =∑(∫ 𝐹𝑓𝑑𝛥𝜉0

𝛥𝜉0

0

)

𝑖

𝑁𝑠

𝑖=1

+∑(∫
𝑀2

2𝐸𝑓𝐼𝑓
𝑑𝑥𝑓

𝜉0

0

)

𝑖

𝑁𝑏

𝑖=1

+∑(𝐾𝑡
𝛥휃𝑡

2

2
)
𝑗

𝑁𝑡

𝑗=1

 (2.11) 

In equation 2.11, 𝑁𝑠 and 𝑁𝑏 are the number of fibrils that contribute to the 

stretching strain energy (𝑈𝑆) and bending strain energy (𝑈𝐵), respectively. Crosslink 
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torsional strain energy (𝑈𝑇) is due to the 𝑁𝑡 number of crosslinks having rotational angles 

휃𝑡. The difference between the current and reference configuration is indicated by Δ, and 

𝐴𝑓 = 𝜋𝑑𝑓
2 4⁄  is the cross-sectional area of the fibrils. The stretching force is defined as, 

𝐹𝑓 = 𝐸𝑓𝐴𝑓(exp(𝐵𝑓휀𝑓) − 1)/𝐵𝑓, where 𝐵𝑓 is a material parameter and the Green strain (휀𝑓) 

is calculated using the fibril stretching ratio as, 휀𝑓 = (𝜆𝑓
2 − 1)/2 [126]. 𝑀 is the non-

uniform (fibril length wise) transverse moment on the fibril due to bending (𝑥𝑓 is the fibril 

local longitudinal coordinate defined in figure 2-15).    

Incorporating the bubble growth ratio (𝜆𝐵) into equation 2.11, we can compute 

the strain energy of the network. Ultimately, we will assume that the network failure strain 

energy is the work done by 𝑃𝑅𝐹𝑁. In the next sub-section, we will adopt a unit cell model 

to find fibril material and geometric properties. Then we will incorporate the bubble growth 

into the equation 2.11. 

Unit Cell Model and Fibril Properties 

In the unit cell modeling, we will fit the macroscale stress-strain data to the 

microstructural deformation of the RFN unit cell. For large strain, gelatin gel is proposed 

to behave like incompressible hyperelastic Ogden material [115]. The strain energy 

density function for the first order Ogden material in terms of principal stretches of gel 

(𝜆𝐺𝑖) in three coordinate directions (𝑖 = 1,2,3) is, 

 𝑊𝐺 =
𝜇𝐺
𝛽
(𝜆𝐺1
𝛽
+ 𝜆𝐺2

𝛽
+ 𝜆𝐺3

𝛽
− 3) (2.12) 

Where 𝜇𝐺 and 𝛽 are material properties. Particularly 𝛽 is the strain hardening 

parameter, and for gelatin, 𝛽 is reported from ref [115] (plotted in figure 2-9). The small 

strain shear modulus is defined as, 𝐺 = 𝜇𝐺𝛽 2⁄ , and given in figure 2-5. For uniaxial 

tension, the deformation gradient tensor 𝑭𝑮 is, 
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 𝑭𝑮 = [

𝜆𝐺1 0 0
0 𝜆𝐺2 0
0 0 𝜆𝐺3

] (2.13) 

The incompressibility condition is met when det(𝑭𝑮) = 𝜆𝐺1𝜆𝐺2𝜆𝐺3 = 1. For 

uniaxial tension in direction 1, let 𝜆𝐺1 = 𝜆𝐺 and 𝜆𝐺2 = 𝜆𝐺3 = 𝜆𝐺
∗ , then from 

incompressibility condition, 𝜆𝐺
∗ = 1 √𝜆𝐺⁄ . The three principal values of the Cauchy stress 

(𝑻𝑮) is defined as, 

 𝑇𝐺𝑖 = −𝑝 + 𝜆𝐺𝑖
𝜕𝑊𝐺

𝜕𝜆𝐺𝑖
 (2.14) 

Where 𝑝 is the pseudo-pressure term that is determined for uniaxial tension by 

setting, 𝑇𝐺2 = 𝑇𝐺3 = 0. The experimental data reported in ref [115] is for the first Piola-

Kirchhoff (nominal) stress, which is defined as, 𝑷𝑮 = 𝑑𝑒𝑡(𝑭𝑮)𝑻𝑮(𝑭𝑮
𝑇)−1. Therefore, the 

first Piola-Kirchhoff stress in direction 1 is (plotted in figure 2-9), 

 𝑃𝐺1 =
2𝐺

𝛽
(𝜆𝐺

(𝛽−1)
− 𝜆𝐺

(−
𝛽
2
−1)
) (2.15) 
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Figure 2-9 Strain hardening parameter (𝛽) for gelatin from uniaxial testing (left) [115]. 

First Piola-Kirchhoff stress of gelatin gel as a function of the gel stretch [eq. 2.15] (right). 

The three-dimensional microstructure of the gel system is represented by the unit 

cell in figure 2-10(a). The proposed unit cell assumes isotropic microstructure, and the 

angles are set to be 𝜓 = 45∘and 𝜙 = 35.26∘ for the unit cell to be symmetric in all 

principal coordinate directions. Other two geometric properties are fibril diameter (𝑑𝑓) and 

length (𝜉0). The initial dimensions of the unit cell in three coordinate directions are, 

 𝐿1,0 = 2𝜉0(1 + 𝑐𝑜𝑠𝜙𝑐𝑜𝑠𝜓) 

(2.16 a,b,c)  𝐿2,0 = 2𝜉0(1 + 𝑠𝑖𝑛𝜙) 

 𝐿3,0 = 2𝜉0(1 + 𝑐𝑜𝑠𝜙𝑠𝑖𝑛𝜓) 
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Figure 2-10 (a) Representative unit cell of the random fiber network of gelatin gel. (b) 

Uniaxial stretching until fibers align in the stretch direction due to the crosslink rotation. 

Previously, we have assumed that the small strain is due to the strengthening of 

the crosslink angles. Therefore, oblique fibrils are aligned parallel to direction 1 before 

fibril level stretch (𝜆𝑓) imposed on the fibrils (figure 2-10(b)). The dimension of the unit cell 

when fibril alignment occurs are, 

 𝐿1,𝜙𝜓 = 4𝜉0 

(2.17 a,b,c)  𝐿2,𝜙𝜓 = 2𝜉0 

 𝐿3,𝜙𝜓 = 2𝜉0 
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The gel stretch is defined as, 

 𝜆𝐺 =
𝐿1
𝐿1,0

 (2.18) 

In the current configuration, the dimension of the unit cell in direction 1 is 𝐿1. The 

gel stretch at the fibril alignment is, 

 𝜆𝐺,𝑎𝑙𝑖𝑔𝑛 =
𝐿1,𝜙𝜓

𝐿1,0
 (2.19) 

Since fibril stretch occurs after fibril alignment, the fibril stretch is defined as, 

 𝜆𝑓 =
𝐿1
𝐿1,𝜙𝜓

=
𝜆𝐺

𝜆𝐺,𝑎𝑙𝑖𝑔𝑛
 𝑓𝑜𝑟 𝜆𝐺 ≥ 𝜆𝐺,𝑎𝑙𝑖𝑔𝑛 (2.20) 

The first Piola-Kirchhoff stress is defined as the force per initial unit area. 

Therefore, the force on the unit cell (𝐹𝑈𝐶) is, 

 𝑃𝐺1 =
𝐹𝑈𝐶

𝐿2,0𝐿3,0
 (2.21) 

From figure 2-10(b), the force on the fibril (𝐹𝑓) is one-fourth of the force on the 

unit cell, 𝐹𝑓 = 𝐹𝑈𝐶 4⁄ . From equation 2.11, we can decompose the stored strain energy of 

the RFN as crosslink deformation and fiber stretching (figure 2-11), 

𝑊𝐺(𝜆𝐺)𝑉𝑈 = 

𝑈𝑇 = ∑ 𝐾𝑡

𝑁𝑡=16

𝑗=1

Δ휃𝑡
2

2
 𝑓𝑜𝑟 𝜆𝐺 ≤ 𝜆𝐺,𝑎𝑙𝑖𝑔𝑛 

(2.22 a,b) 

𝑈𝑆 = ∑ (∫ 𝐹𝑓𝑑Δ𝜉0

Δ𝜉0

0

)

𝑖

𝑁𝑠=4

𝑖=1

− 𝑈𝑇(𝜆𝐺,𝑎𝑙𝑖𝑔𝑛) 𝑓𝑜𝑟 𝜆𝐺 > 𝜆𝐺,𝑎𝑙𝑖𝑔𝑛 

Where unit cell volume is 𝑉𝑈 = 𝐿1,0𝐿2,0𝐿3,0. Due to the symmetry, only one oblique 

fibril is shown in figure 2-11. The strain energy in equation 2.22(a) is due to the 16 
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crosslink (𝑁𝑡 = 16) rotation until 𝜆𝐺,𝑎𝑙𝑖𝑔𝑛, followed by 4 fibrils  (𝑁𝑠 = 4) stretching until gel 

failure stretch, 𝜆𝐺
𝑢
 (figure 2-11). 𝐾𝑡 and 𝐸𝑓, 𝑑𝑓and 𝐵𝑓 will be computed from equation 2.22 

(a) and 2.22 (b) using nonlinear regression analysis, respectively. 60% strain (𝜆𝐺
𝑢 = 1.6) 

is taken to be the failure criterion for the gelatin gels reported in ref. [115]. A similar failure 

strain is reported for collagen gels as well [93], [127]. Therefore, fibril level stretch is 

computed from equation 2.20 which is 𝜆𝑓 = 1.26. Collagen fibril yield strain and ultimate 

failure strain are reported to vary between 10-32% and 35-45% strain, respectively [128]. 

As Baumberger et al. (2006) observed that at low deformation rate, fiber network fails by 

crosslink disentanglement, and suggested that at higher strain rate network fails due to 

the individual fiber scission [129]. Therefore, in the uniaxial testing at the quasi-static 

stretching, we can conclude that gel fails via crosslink failure, and fiber does not attain its 

failure strain. However, bubble growth imposes high strain rate deformation in the 

surrounding medium, and we will assume that fiber failure strain (35-45%) is the main 

failure mechanism for bubble growth. 

 

Figure 2-11 (a) one oblique fiber is shown at the beginning of the uniaxial tension. The 

strain energy stored until the fibers align in the stretching direction is due to the rotational 

strain energy of the crosslink. (b) fibers alignment is completed, and further stretching of 

the fiber store energy due to stretching only. 
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There are several studies where collagen fiber properties are measured by 

uniaxial stress-strain testing. However, we have not found, to our best of knowledge, any 

material property for gelatin fibril. Therefore, the unit cell model is developed, which can 

be utilized to estimate the gelatin fibril properties as the model can relate gel level 

properties to fibril level properties in close form. Since gelatin fibril and collagen fibril are 

similar in terms of their supramolecular structure, we can use collagen fibril properties as 

a guideline. Susilo et al. (2010) have summarized in detail the literature of collagen 

properties, and readers are referred to that for further reading [88]. We have found that 

the collagen fiber properties vary in a wide range of magnitude. One of the main reasons 

for this wide range is due to the hierarchical structure of collagen fiber (e.g., microfibril, 

fibril, and fiber). Diameter is one of the parameters that can distinguish the collagen fibril 

from the collagen fiber. Collagen fibril is said to have a diameter ranging from 20 nm to 

400 nm, while collagen fiber may have a diameter greater than 400 nm [130]–[132]. 

Figure 2-12 plotted the gelatin fibril diameter for different concentrations using the unit 

cell model. The diameter range is seen to vary from 31 to 58 nm, and well within the 

discussed range given above. The decreasing trend of the diameter on the concentration 

is because the crosslink density increases with increasing concentration; therefore, there 

are fewer gelatin strands to recoil and form thicker fibrils. Cryo-SEM observation of 

increasing crosslink density showed a similar trend [113]. 
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Figure 2-12 Non-linear material parameter (left) and diameter (right) of the fibers as 

shown for different concentrations of gel. 

The range mentioned above for collagen fibril diameter (20 to 400 nm) 

corresponds to fibril Young’s modulus from 32 MPa to 11.5 GPa [133]–[135]. For 

collagen fiber (𝑑𝑓 > 400𝑛𝑚) the modulus range is given to vary between 1.8 MPa to 1.2 

GPa [88]. Figure 2-13 plotted the Young’s modulus of gelatin fibril for different 

concentration of gelatin gel by utilizing the unit cell model and gel level material 

properties as described above. The Young’s modulus range is shown to be within 400 

MPa to 1.15 GPa and falls within the collagen fibril modulus range. The fibril parameters 

will be used in the next sub-section to quantify the network strain energy due to bubble 

growth.      
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Figure 2-13 Young’s modulus (left) of the fiber and crosslink torsional constant (right) of 

the network, as shown for different concentrations of gel. 

Network Strain Energy due to the Bubble Growth 

The network strain energy formulation shown in equation 2.11 can be utilized if 

we can establish correlations between the bubble growth ratio (𝜆𝐵) and three strain 

energy parameters, i.e. ∆𝜉𝜊, 𝑀 and Δ휃𝑡. However, equation 2.11 is the superposition of 

three different modes of deformations (e.g., stretching, bending, and torsion). We will 

correlate the bubble growth to each mode of deformation separately. In doing so, a unit 

cell of the gelatin network is shown in figure 2-14(a) enclosing a bubble of radius 𝑅0. 
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Figure 2-14 (a) Bubble nucleus enclosed by the unit cell. (b) bubble growth causing fibril 

stretching (cubic part) and buckling (oblique fibril). 

Considering in a strain-free reference configuration, we assume the bubble 

center lies at the origin of a spherical coordinate whose radius is 𝑅0. In the current 

configuration at the time 𝑡, the bubble radius is 𝑅(𝑡). Any material point initially at 𝒙𝟎 =

𝜌0𝒆𝜌 will be at 𝒙 = 𝜌𝒆𝜌 in the current configuration. The deformation gradient tensor of the 

surrounding medium due to bubble growth is [34],  

 𝑭𝑩 =

[
 
 
 
 
 
𝜕𝜌

𝜕𝜌0
0 0

0
𝜌

𝜌0
0

0 0
𝜌

𝜌0]
 
 
 
 
 

 (2.23) 

 

The condition of incompressibility of the medium requires that det(𝑭𝑩) = 1. 

Therefore, from equation 2.23, the radial stretch is, 
𝜕𝜌

𝜕𝜌0
= (

𝜌0

𝜌
)2. Since 𝜌0 < 𝜌 while bubble 

grows, the radial stretch decreases monotonically as a function of radial distance. Hence, 
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in figure 2-14(b), we have shown that all the oblique and end fibrils will experience 

buckling (only one corner is shown due to the ease of representation) except the fibril in 

the cubic portion of the unit cell. However, the buckling of semi-flexible filament is entropy 

dominant [77]. Since the strain energy formulation in equation 2.11 assumes the 

negligible entropic contribution, we will only consider the cubic portion of the unit cell that 

will contribute to the strain energy, and buckled fibrils are omitted. 

Fibril Stretching Strain Energy 

In figure 2-14(b), we have shown only the mode-I (stretching) deformation of the 

cubic cell within the unit cell. At the reference configuration, the initial volume of the liquid 

phase within the cubic cell is (figure 2-14(a)), 

 𝑉0 = 𝜉0
3 −

4

3
𝜋𝑅0

3 (2.24) 

 Now, after an infinitesimal time increment, the bubble grows to 𝑅(𝑡) and 

displaces the surrounding liquid which eventually interacts with the network and 

increases the fiber length to 𝜉0 + ∆𝜉0. The volume of the surrounding liquid within the 

displaced cubic cell is. 

 𝑉 = (𝜉0 + ∆𝜉0)
3 −

4

3
𝜋𝑅3 (2.25) 

 

Assuming incompressibility of the liquid phase (𝑉0 = 𝑉), we can equate equation 

2.24 and 2.25 to establish the correlation between the incremental fibril length, ∆𝜉0 and 

the bubble extension ratio, 𝜆𝐵 as, 

 ∆𝜉0 =
4

9

𝜋𝑅0
3

𝜉0
2 (𝜆𝐵

3 − 1) (2.26) 
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The failure criterion for equation 2.26 is set to be, ∆𝜉0
𝑢 = 𝜉0(𝜆𝑓

𝑢 − 1). The fibril 

failure stretch (𝜆𝑓
𝑢) is varied between 1.35 to 1.45, as discussed in the previous section. 

Fibril Bending and Crosslink Torsional Strain Energy 

Since the liquid phase is displaced radially outward in all directions, we can 

simplify the bending shape of the fibrils and the crosslink rotation. From figure 2-15(a), 

looking upon a cross-sectional view of the cubic cell cutting by the A-A plane, we can 

superimpose a circle of radius, 𝑅𝐴𝐴 = √3𝜉0 2⁄  on the fibril deformation due to bending. 

Geometric similarity requires that on the A-A plane the fractional area of the bubble 

growth (green shade) is related to the area (𝐴2) under the bended fibril (figure 2-15(b)). A 

deflection function (𝑦(𝑥𝑓)) is assumed for the fibril considering a simply supported beam 

with a constant distributed load per unit length (𝑞) with local fibril coordinate system 

(𝑥𝑓 , 𝑦𝑓) is defined as well (figure 2-15(c)). The moment on the fibril is then defined as, 

 𝑀 = 𝐸𝑓𝐼𝑓
𝑑2𝑦

𝑑𝑥𝑓
2
=
𝑞𝑥𝑓

2
(𝑥𝑓 − 𝜉0) (2.27) 

The first derivative of the deflection function evaluated at either end of the fibril 

(𝑥𝑓 = 0 𝑜𝑟 𝜉0) gives, 

 𝛥휃𝑡 =
𝑞𝜉0

3

24𝐸𝑓𝐼𝑓
 (2.28) 

Since, the area under the deflected fibril is, 

 𝐴2 = ∫ 𝑦𝑑𝑥𝑓

𝜉0

0

= 0.207𝜋𝑅𝑜
2(𝜆𝐵

2 − 1) (2.29) 
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Therefore, the distributed load on the fibril can be related to the bubble growth 

as, 

 𝑞 =
24.84𝜋

𝜉𝑜
5

𝐸𝑓𝐼𝑓𝑅𝑜
2(𝜆𝐵

2 − 1) (2.30) 

Equation 2.26, 2.27, 2.28, and 2.30 will be used with equation 2.11 to compute 

the network strain energy due to bubble growth until fibrils failed at 𝜆𝑓
𝑢. 

 

Figure 2-15 (a) a diagonal plane (A-A) is shown on which fibril bending occurs due to the 

bubble growth. (b) and (c) projection on the A-A plane showing geometric relation of 

bubble growth area and fiber bending. 

Extra Tensile Pressure 

Now that we have formulated the strain energy stored in the network due to the 

bubble growth, we can define the pressure contribution from the strain energy per unit 

volume as, 

 𝑃𝑅𝐹𝑁 =
𝑈𝑐𝑟𝑖𝑐
∆𝑉𝑐𝑟𝑖𝑐

 (2.31) 
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In the above equation,  𝑈𝑐𝑟𝑖𝑐 = 𝑈(𝜆𝑓
𝑢) and ∆𝑉𝑐𝑟𝑖𝑐 = 𝑉𝑈 − 𝑉𝐵

𝑢 is the difference 

between the volume of the unit cell and the volume of the growing bubble. The bubble 

volume is defined as, 

 𝑉𝐵 =
4

3
𝜋𝑅𝑜

3(𝜆𝐵
3 − 1) (2.32) 

At the critical condition, 𝑉𝐵
𝑢 = 𝑉𝐵(𝜆𝐵

𝑢). The fibril failure stretch and bubble failure 

stretch is related through equation 2.26 as, 

 𝜆𝑓
𝑢 = 1 +

4

9

𝜋𝑅𝑜
3

𝜉𝑜
3
(𝜆𝐵
𝑢3 − 1) (2.33) 

Therefore, from equation 2.4, the extra tensile pressure is, 

 𝛥𝑃𝑇 = 𝑃𝑣 (
1

𝜆𝐵
𝑢)

3

−
2𝑆

𝑅𝑜𝜆𝐵
𝑢 −

𝑈𝑐𝑟𝑖𝑐
∆𝑉𝑐𝑟𝑖𝑐

 (2.34) 

In the next section, we will develop the necessary formulation to quantify the 

extra tensile pressure based on the fracture theory. 

Fracture Based Failure Criteria  

In the previous section, we have formulated the criteria for the extra tensile 

pressure based on the failure of the RFN of the gel system. In this section, we will use 

the well-known Griffith’s criterion for gelatin fracture due to bubble growth, considering 

gel as the homogeneous hyperelastic Ogden material. We know that elastic materials 

can store energy when deformed and can return to its reference configuration by 

spending that stored energy upon withdrawal of the loading. However, there is a limit on 

the stored energy beyond which fracture initiates and materials fail. Griffith’s theorem 

states that a crack will propagate when surface energy is exceeded by the energy 

released due to new crack growth [136], [137]. The critical energy release rate (𝐺𝑐) is the 
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material property that is used as the criterion for the material to resist fracture. Wire 

cutting tests are done to estimate 𝐺𝑐 for gelatin gel and reported in figure 2-16 from ref. 

[115], [129], [138]. 

 

Figure 2-16 Critical energy release rate as a function of the gelatin concentration. 

Several authors have modified the Rayleigh-Plesset equation of bubble dynamics 

for viscoelastic materials. The elastic term is added for linear Hookean, nonlinear Neo-

Hookean, and strain hardening Fung models [33], [34], [58]. They have provided the 

procedure in detail, and readers are referred to them for further study. However, in this 

manuscript, we will develop the elastic contribution to bubble dynamics for the Ogden 

material model. 

From equation 2.23, the deformation gradient tensor of the surrounding medium 

in spherical coordinate direction (𝑖 = 𝜌, 휃, 𝜑) is, 
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 𝑭𝑩 = [

𝜆𝐵,𝜌𝜌 0 0

0 𝜆𝐵,𝜃𝜃 0

0 0 𝜆𝐵,𝜑𝜑

] =

[
 
 
 
 
 
𝜕𝜌

𝜕𝜌0
0 0

0
𝜌

𝜌0
0

0 0
𝜌

𝜌0]
 
 
 
 
 

 (2.35) 

The incompressibility condition is applicable here as well which requires, 

 
𝜕𝜌

𝜕𝜌0
= (

𝜌0
𝜌
)
2

 (2.36) 

Integrating the above equation and setting boundary condition at the bubble wall, 

𝜌 = 𝑅(𝑡) we get the reference coordinate in terms of the current coordinate of the 

material point, 

 𝜌0 = (𝜌3 − 𝑅(𝑡)3 + 𝑅0
3)
1
3 (2.37) 

From equation 2.14, the Cauchy stress tensor is, 

 𝑻𝑮 =

[
 
 
 
 
 
 −𝑝 +

2𝐺

𝛽
(
𝜌0
𝜌
)
2𝛽

0 0

0 −𝑝 +
2𝐺

𝛽
(
𝜌

𝜌0
)
𝛽

0

0 0 −𝑝 +
2𝐺

𝛽
(
𝜌

𝜌0
)
𝛽

]
 
 
 
 
 
 

 (2.38) 

In the above equation, we used 𝜆𝐵,𝑖 from equation 2.35 for the partial derivative 

of the strain energy density function. The pseudo-pressure term (𝑝) in equation 2.14 and 

2.38 is related to the hydrostatic pressure (𝑝) as [34], [58], 

 𝑝 = −
𝑇𝐺,𝜌𝜌 + 𝑇𝐺,𝜃𝜃 + 𝑇𝐺,𝜙𝜙

3
  

 = 𝑝 −
2𝐺

3𝛽
[(
𝜌0
𝜌
)
2𝛽

+ 2(
𝜌

𝜌0
)
𝛽

] (2.39) 
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Finally, the elastic contribution to the bubble dynamics is found by integrating the 

momentum equation from the bubble wall, 𝜌 = 𝑅(𝑡) to 𝜌 → ∞ [33], [34], [58], [139], 

 Σ = ∫ − [
2𝑇𝐺,𝜌𝜌 − 𝑇𝐺,𝜃𝜃 − 𝑇𝐺,𝜙𝜙

𝜌
] 𝑑𝜌

∞

𝑅(𝑡)

  

 = ∫ −
4𝐺

𝛽
[
𝜌0

2𝛽

𝜌2𝛽+1
−
𝜌𝛽−1

𝜌0
𝛽
] 𝑑𝜌

∞

𝑅(𝑡)

 (2.40) 

Setting 𝛾 = 𝜌 𝜌0⁄  and using equation 2.37 we get, 

 𝑑𝛾 = (
1

𝜌0
−
𝜌3

𝜌0
4)𝑑𝜌 (2.41) 

Considering, 𝜆𝐵,𝜃𝜃 = 𝜆𝐵,𝜑𝜑 = 𝜆𝐵 = 𝑅 𝑅0⁄ , equation 2.38 becomes, 

 𝛴 = ∫ −
1

𝜆𝐵

4𝐺

𝛽
[𝛾−(2𝛽+1) (

1 − 𝛾3𝛽

1 − 𝛾3
)]𝑑𝛾 (2.42) 

The above equation is integrated numerically using the quadrature theorem. The 

stored strain energy due to the elastic contribution is [58], [66], 

 𝑈𝛴 = ∫ 4𝜋𝛴𝜌2
𝑅

𝑅0

𝑑𝜌 (2.43) 

The energy release rate per unit crack area is defined as ∂UΣ ∂𝐴𝑐⁄ , where 𝐴𝑐 =

𝜋𝑅2 is the crack area. Applying Griffith’s criterion of fracture on the energy release rate 

we get, 

 −(
𝜕𝑈𝛴
𝜕𝐴𝑐

) ≥ 2𝑅0𝑓(𝜆𝐵) (2.44) 
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Where 𝑓(𝜆𝐵) is (using two dummy variables (휁, 𝑎𝑛𝑑 휂)), 

 𝑓(𝜆𝐵) = 𝜆𝐵
4 𝜕

𝜕휁
(휁−3∫ 𝛴휂2𝑑휂

𝜁

1

)|
𝜁=𝜆𝐵

 (2.45) 

At the critical condition, bubble fracture stretch is defined as, 𝜆𝐵
𝑢 = 𝑅𝑢 𝑅0⁄ . 

Therefore, equation 42 can be numerically integrated until the fracture stretch by setting 

𝑓(𝜆𝐵
𝑢) = 𝐺𝑐 2𝑅0⁄  to find 𝜆𝐵

𝑢
. We can then use equation 2.43 to find the total fracture 

energy at failure, 

 𝑈𝛴𝑐𝑟𝑖𝑐 = ∫ 4𝜋𝛴𝜌2
𝑅𝑢

𝑅0

𝑑𝜌 (2.46) 

Therefore, the extra tensile pressure can be defined in terms of the total fracture 

energy per unit volume of the bubble growth as, 

 ∆𝑃𝑇 =
𝑈𝛴𝑐𝑟𝑖𝑐
𝑉𝐵
𝑢  (2.47) 

Results and Discussion 

Random Fiber Network 

In developing the strain energy-based criterion for the onset of cavitation in soft 

materials, we have estimated the fibril and the network properties (𝐸𝑓 , 𝑑𝑓 , 𝐵𝑓 , 𝑎𝑛𝑑 𝐾𝑡) from 

the gel level properties (𝐺 𝑎𝑛𝑑 𝛽) of the gelatin gels. The strain energy formulation of the 

network considers fibrils as an elastic beam, and they store energy by stretching and 

bending. This elastic beam model is justified since the persistence length of the fibril is 

much higher than the mesh size. Figure 2-17 shows the fibril thermal persistence length 

and how it compares to the mesh size. Collagen fibers, having mesh size in the 

micrometer range (~2𝜇𝑚) and thermal persistence length in the millimeter range 

(~10𝑚𝑚), often modeled as the elastic beam [93], [94]. 𝐿𝑃 𝜉𝑜⁄ < 2/𝜋3/2 and 𝐿𝑃 𝜉𝑜⁄ ≫ 1 
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correspond to “flexible” and “rigid rod” type fibers, respectively [77]. A flexible fiber’s 

elastic response is due to the decrease in entropic conformation, and rigid rod-type fibers 

are modeled as beam theory. In between, there lies the definition of the “semi-flexible” 

fibers (𝐿𝑃 𝜉𝑜⁄ ~1) which shows elastic response by both stretching and bending. At low 

concentration and lower molecular weight, a semi-flexible fiber network shows nonaffine 

deformation, and fiber response is mainly due to bending. As concentration increases, 

the network tends to show more affine deformation, which is dominated by fiber 

stretching [98]. In the crosslinked network, the geometric persistence length is 

comparable to the mesh size, and fibers are considered semi-flexible. 

 

Figure 2-17 Persistence length of the gelatin fibers and the ratio between the persistence 

length and mesh size as a function of the concentration. 

Figure 2-18 shows the strain energy of the network for different gel 

concentrations. The initial bubble radius is 1.2𝜇𝑚 and grows until fibers fail at the 40% 

strain. The total strain energy is due to the stretching, both bending of the fiber and 
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crosslink rotational energy is few orders of magnitude lower than the stretching energy. 

For low concentration, although the bending energy increases slightly, the network 

deformation is mainly affine.   

 

 

Figure 2-18 Strain energy of the network due to the bubble growth corresponds to 𝑅𝑜 =

1.2𝜇𝑚 and 𝜆𝑓
𝑢 = 1.40.  

Critical Nucleation Pressure 

Figure 2-19 plots the critical bubble size as a function of the gelatin gel 

concentration. The blue dotted line depicts the maximum bubble size that can be 

inscribed in the cubic portion of the unit cell model which is the half of the diagonal of the 

cube (𝑅𝑜 = 𝜉𝑜 √2⁄ ). The SEM image observation of the network, however, indicates a 

much smaller mean pore size with a high standard deviation for the low concentration of 

the gelatin gels. The maximum bubble size that can be formed within the network is then 

limited by the pore size and defined as half of the minor axis length of the pores (red 

dotted line). The nucleation formation energy in pure liquid corresponds to the critical 
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nuclei size (𝑅𝑜 = 1.2 𝜇𝑚) from experimental observation [17], and shown as the green 

dotted line.  

 

Figure 2-19 Critical bubble radius based on the unit cell model and pore size from the 

SEM image. 

A random fiber network, having a large distribution of pore size, may have 

enough large pores where nucleation formation energy will only depend on the surface 

energy (2𝑆 𝑅⁄ ). However, the surface tension (𝑆) value depends on various factors, such 

as the gel states (solution or gel), temperature, interface curvature, liquid inter-molecule 

affinity in the presence of the gelatin network [25], [140]. In figure 2-20(a) we have shown 

the surface tension of gelatin gel, both in solution and gel states and compared with 

water surface tension (𝑆𝑤𝑎𝑡𝑒𝑟 = 72𝑚𝑁/𝑚) [17], [141], [142]. In the solution state, surface 

tension (𝑆𝑠𝑜𝑙) drops compared to the pure water while increases in the gel state (𝑆𝑔𝑒𝑙). 

The gelation process, however, starts by nonspecific hydrophobic interaction and the 

secondary supramolecular fibril forms [102]. The presence of the hydrophobic residues in 
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the polymeric chain may be the cause of decreased surface tension in the solution state. 

As the network starts to gain rigidity percolation, less and less of those hydrophobic 

residues are in close vicinity of the water molecule. Therefore, the liquid inter-molecular 

affinity increases and hence the surface tension rises in the gel state. Since, gelation 

process is a chemically dynamic equilibrium state, the coexistence of free-floating gelatin 

monomers (𝛼-chain) and network is a typical condition in the gel system. Therefore, we 

have considered both surface tension (solution and gel) as the maximum and minimum 

limit for the nucleation. In figure 2-20(b) we have plotted the nucleation pressure for 

varying critical nucleation radius and represented as a function of the gel concentration. 

The vertical bars correspond to the maximum and minimum surface tension. While 

nucleation pressure for water is 120kPa for 𝑅𝑜 = 1.2 𝜇𝑚, it varies from 142 to 133 kPa for 

1% to 10% gelatin. Considering there exists enough large pore size in the network 

comparing to the critical bubble size that of water, we will assume this nucleation energy 

as the base case. 

 

Figure 2-20 (a) Surface tension of gelatin gel in solution and gel states. (b) Nucleation 

energy required for different bubble sizes and gelatin concentration compared to pure 

liquid (i.e., water). 
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Critical Threshold Tensile Pressure 

In this section, we have summarized the extra tensile pressure (Δ𝑃𝑇) and the 

critical tensile pressure (𝑃𝑇) on the onset of cavitation for the gelatin gels. Results from 

both the strain energy-based criteria (unit cell model) and the fracture-based criteria are 

presented. For the unit cell model the critical condition is set to the fibril failure stretch 

(𝜆𝑓
𝑢) and varied between 35 to 45% strain. Bubble failure stretch (𝜆𝐵

𝑢 ) is used for the 

fracture-based model and set to 𝑓(𝜆𝐵
𝑢) = 𝐺𝑐 2𝑅0⁄ . Two cases are considered for both 

models, i) critical bubble radius is kept fixed for all gel concentration, and ii) varied based 

on the unit cell maximum (𝑅𝑜 = 𝜉𝑜 √2⁄ ), and pore size maximum (𝑅𝑜 = 𝐿𝑀𝐴 2⁄ ). Results 

are compared with the theoretical range (Δ𝑃𝑇{𝑚𝑎𝑥,𝑚𝑖𝑛} = {9𝐺, 5𝐺/2}) for the extra 

tensile pressure and experimental data for the critical tensile pressure from the work of 

Kang et al. (2018). The vertical bars are used for the unit cell results to indicate the 

maximum, and minimum case corresponds to (𝑆𝑔𝑒𝑙  𝑎𝑛𝑑 𝜆𝑓
𝑢 = 1.45) and (𝑆𝑠𝑜𝑙  𝑎𝑛𝑑 𝜆𝑓

𝑢 =

1.35), respectively. 

Figure 2-21(a) shows the extra tensile pressure for case (i). Both the model 

predicts extra tensile pressure within the theoretical range for the given gel concentration. 

For low concentration, Δ𝑃𝑇 does not depend on the critical radius but varies in a wide 

range for higher gel concentration. 9𝐺 curve well predicts at the low concentration and 

overestimates as the concentration increases. 5𝐺/2 curve does not predict the extra 

tensile pressure at the low concentration as experimental observation suggests [15]. The 

unit cell model coincides with the theoretical maximum curve for the low concentration. 

As the concentration increases, the fiber length (𝜉𝑜) decreases and the unit cell volume 

decrease as well. For the same bubble radius, the slope of the Δ𝑃𝑇 tends to reduce as 

the fiber failure strain is reached earlier, and less and less strain energy is required for 
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the bubble to grow unconditionally. For the fracture model, the gel critical energy release 

rate linearly increases with the gel concentration and hence, shows an increasing trend. 

Figure 2-21(b) plotted the extra tensile pressure for case (ii), where 𝑅𝑜 is a function of gel 

concentration. Two values of 𝑅𝑜 are considered as mentioned earlier. 𝑅𝑜 = 𝐿𝑀𝐴 2⁄  is the 

lower limit of the maximum possible bubble based on the pore size distribution, and extra 

tensile pressure happens to coincide with the maximum limit given by 9𝐺 curve. As the 

maximum limit is based on smaller bubble nuclei with higher surface energy, 𝑅𝑜 = 𝐿𝑀𝐴 2⁄  

is more conservative and overestimates the critical tensile pressure. On the other hand, 

𝑅𝑜 = 𝜉𝑜 √2⁄  is based on the maximum possible bubble size that can fit in the cubic portion 

of the unit cell. 𝑅𝑜 = 𝜉𝑜 √2⁄  condition when used in the unit cell model predicts the most 

moderate values of the extra tensile pressure. 

 

Figure 2-21 Extra tensile pressure for (a) fixed critical radius for different concentrations 

of gel, (b) varying critical radius. (UC=unit cell model, Fracture=fracture-based model) 

Threshold tensile pressure is plotted and compared with the experimental data 

for the case (i) and (ii) in figure 2-22 and 2-23, respectively. Both unit cell and fracture-

based model results are shown. For case (i), the best fit is provided by the 𝑅𝑜 = 1.2𝜇𝑚 
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and can predict the critical tensile pressure for a wide range of the gel concentration for 

both models. For case (ii), 𝑅𝑜 = 𝜉𝑜 √2⁄  can predict the critical tensile pressure well for the 

gel concentration from 3 to 7%. 𝑅𝑜 = 𝐿𝑀𝐴 2⁄  overestimates the critical tensile pressure for 

both models, as discussed earlier. 

 

Figure 2-22 Threshold tensile pressure for fixed critical bubble radius for different gel 

concentrations. (a) unit cell model and (b) the fracture model.  

 

Figure 2-23 Threshold tensile pressure for variable critical bubble radius for different gel 

concentrations. (a) unit cell model and (b) the fracture model. 
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In this chapter, we have developed a theoretical framework to estimate the 

critical tensile pressure for cavitation in soft materials. Gelatin gel has been used for 

modeling purposes since it has various applications in the biomechanics field. 

Multifunctionality, less toxicity, and less biodegradability are few reasons for which gelatin 

gels are being used for tissue engineering and tissue mechanics. In the first part of this 

chapter, we have evaluated the gelatin network topology and then estimated the fiber 

properties by proposing a unit cell model. A bubble-network interaction is introduced, and 

strain energy-based failure criteria are then proposed. A fracture-based model is 

developed as well, and critical tensile pressure is evaluated. As we have postulated, the 

nucleation pressure in gelatin is comparable to that of water. A large distribution of the 

pore size is the basis of this hypothesis. There exist enough large pores that can activate 

nucleation sites in the range of ~1.2𝜇𝑚. The critical tensile pressure is well predicted by 

both unit cell and fractured based model for the critical bubble radius, 𝑅𝑜~1.2𝜇𝑚. 

However, both models underestimate the critical tensile pressure for 1% gel. Since the 

network rigidity percolation transition happens at the 1% gelatin, an affine network model 

is not adequate [17], [143]. Just after the network rigidity percolation, there exists a 

nonaffine domain. Nonaffine network elasticity is bending dominated and not considered 

in our proposed model [98]. The nonaffinity is the measure of the heterogeneity of the 

deformation. Including the degree of the nonaffinity into the network-model, may improve 

its prediction for the low concentration gels. On the other side of the spectrum, we have a 

high concentration of the gelatin gel (~10%). As the thermal persistence length 

decreases with increasing concentration, the fibers are more entropic (flexible filament) 

than enthalpic. Cryo-SEM image observation showed that at the higher crosslinked 

network of the gelatin, the fibers are unable to recoil and form secondary structures [113]. 

Since the crosslink density increases with increasing concentration, fibers need to be 
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modeled as entropic. There are several entropic fiber models well discussed in the 

literature, such as the Gaussian, inextensible worm-like-chain (WLC) model, etc. We 

have not considered this approach since it is beyond the scope of this work. 
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Chapter 3  

Cavitation Induced Damage in Soft Materials 

Hydrodynamic cavitation phenomena have been studied for a long time since it 

has the potential to cause damage to structural and biological materials [1]–[7]. Recently 

the topic has gained its importance as it has implications to mild traumatic brain injury 

(mTBI) [9]–[14], micro-rheology [15]–[17], drug delivery [18]–[21], medical treatment (i.e., 

lithotripsy) [22]–[24], etc. Typically, when a soft material is under the critical hydrostatic 

tensile pressure, then tiny pre-existing stable bubbles (~ m) start to grow and become 

visible size (~mm). The growth is then followed by collapses and rebounds until a new 

mechanical and thermodynamic equilibrium is reached. It is the first violent collapse that 

is identified as the most damaging since it produces a higher pressure pulse upon 

collapsing. Additionally, the surrounding medium also experiences high strain rate and 

shear deformation [17]. Several experimental and numerical studies have indicated 

cavitation occurrence in cerebrospinal fluid (CSF) as well as deep in the brain tissue 

[10]–[12]. Particularly the coup and the contrecoup regions are more likely to experience 

cavitation damage when subjected to blast wave or impact [144]–[146]. The complex 

fluid-structure interactions between the skull, CSF, and tissue indicate that several 

pressure pulses are propagating back and forth in those regions. Therefore, after the 

initial growth, when the bubble collapses from its maximum size, it is subjected to a far-

field pressure higher than the critical tensile (positive) pressure. Since, in general, any 

tissue damage is induced by the collapsing cavity, we are particularly interested in the 

collapse pressure. As indicated in [147], the intensity of bubble collapse mostly depends 

on the far-field pressure, partial pressure exerted by the gas content, and material 

properties (e.g., viscosity, elasticity, and surface tension). In the present work, we have 

performed several numerical simulations varying the magnitude of the far-field pressure, 
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the partial pressure of the non-condensable gas content, and material properties. Then, 

we have summarized their influence on soft material damage. To correlate the cavitation 

collapse to the material damage, we have proposed a parameter called efficiency of 

cavitation damage based on the work of Thiruvengadam (1963), which quantifies the 

intensity of material damage to the intensity of collapse. In other words, the efficiency of 

cavitation damage can be defined as the ratio of the energy deposited to the surrounding 

medium to the energy released by the bubble collapse. We further extend the model to 

separately identify the damage intensity associated with the volumetric and shear 

deformation while maximum collapsing pressure is used to define the intensity of 

collapse. Each of the variable parameters is nondimensionalized, and the functional 

dependency of the efficiency of cavitation damage on these parameters is shown as the 

proposed scaling law.   

In this chapter, the range of the parameters is limited to the events involved in 

the mTBI. However, the analysis and adopted methodology are general and can be 

extended to any range. The range for the far-field pressures is selected based on several 

previous studies on mTBI. According to the Conventional Weapon Effect Program 

(CONWEP), 50 to 1000 kPa blast shock overpressure can be considered for mTBI [148]. 

In contrast, Taylor (2014) used 360 kPa to be within the threshold of lung damage. 

Interestingly cavitation was predicted due to impacts and blast within the overpressure 

limit mentioned above, and some reported clusters (clouds) of bubbles of 1-3 mm in 

diameter in the contrecoup region through the experimental observations [9], [17], [144]–

[146]. In addition to this, all of them reported high-pressure spike due to the cavitation 

bubble collapse ranging from 690-1450 kPa (gauge). For the detail of the cavitation 

inception mechanism in the brain, readers are referred to Refs. [149] for further study. It 

is important to note here that Ward (1980) [45] suggested a brain injury threshold of 235 
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kPa (gauge) for intracranial pressure, while Zhang (2004) indicated that deviatoric (shear) 

energy density of 200 Jm-3 should be considered as injurious. Therefore, we vary the far-

field pressure from 50 to 200 kPa (gauge), keeping the value below the injury threshold 

proposed by Ward. By doing so, we consider no damage is done before the collapse and 

would like to find out whether the collapsing event alone can induce damage to the 

surrounding material. In this manuscript, we consider cavitation in soft materials modeling 

them as the rate-dependent homogenous viscoelastic material. The material properties 

are varied that are of relative importance as the biological soft materials. The ranges for 

these material parameters are discussed in detail in the results section.  

Since the objective of the present work is to quantify the material damage, we 

developed a computational fluid dynamics (CFD) tool to simulate the compressible-

multiphase fluid with added viscoelasticity. One of the robust commercially available 

solvers currently available is called “Fluent” [150], which can simulate compressible 

multiphase fluid. Currently, to the best of our knowledge, there is no available model in 

Fluent that can be used to simulate viscoelastic materials. Using “User Defined Functions 

(UDF),” the viscoelastic constitutive model is incorporated into the main tool [151]. We 

introduce the extra stress tensor for the added elasticity of soft materials to the 

momentum equation as a source term following the works of [152], [153]. The underlying 

physics of compressibility is more complex when added with viscoelasticity [154]–[157]. 

We have followed the work of Bollada [155] in this article. The present manuscript is 

structured as follows. In the next section, we develop the cavitation damage model. The 

following section shows the numerical simulation procedure, which first discusses the 

simulation scenario followed by the numerical method and initial simulation setup, 

respectively. Next, the result and discussion section summarize the outcome in detail. 

Finally, the article is concluded with the findings and prospects.  
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Cavitation Damage Model 

A head-system (skin, skull, CSF, Tissue) experiences complex fluid-structure 

interaction under the influence of blast wave propagation (figure 3-1). The pressure 

profile of a shockwave can be approximated by the Friedlander wave (inset of figure 3-

1(a)) and consists of a compressive shock front, which is followed by a tensile rarefaction 

wave. Since the acoustic wave propagation speed is higher in bone than CSF and tissue, 

the information of blast wave reaches to the contrecoup region earlier through the bone 

than through the later materials. Figure 3-1(b) depicts this scenario in detail. When the 

shock front arrives at position 2 through the air, the coup region (position 1) experiences 

a rarefaction portion of the blast wave. This tensile pressure may be the cause of the 

cavitation in this region. However, the stress wave already arrives at position 2' through 

the brain tissue while the contrecoup region (position 3) experiences stress wave much 

earlier. Figure 3-1(b) summarizes the acoustic impedance values for relevant materials, 

which is defined as the ratio of the acoustic pressure to the particle velocity [9]. It is an 

important intrinsic property of the material that is used to determine the fraction of sound 

that is transmitted through an interface of dissimilar materials. As figure 3-1(b) shows that 

when stress wave propagates through a medium of higher acoustic impedance to lower 

acoustic impedance, then it is reflected as a rarefaction (tensile) wave to the former 

medium. Since the acoustic impedance is higher for the brain tissue than the CSF 

(tabulated in figure 3-1(b)), the contrecoup region of the brain tissue may experience 

rarefaction waves when stress waves reflected from the interface and cavitation may 

occur (position 2').          
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Figure 3-1 Complex fluid-structure interaction in the head system due to the incident 

shockwave. (a) shows the overall scenario, while (b) shows how differential wave 

propagation speed through the different materials dominates shock-head interaction.   

Figure 3-2 (top) shows the time evolution of the bubble wall. In figure 3-2 

(bottom), when a bubble nucleation site experiences tensile pressure, it grows (a-c), 

which is followed by the first collapse (c-e) and subsequent growths and collapses (e-f 

and so forth). In the present work, the initial conditions for the simulations coincide with 

the snapshot (c) given by figure 3-2(bottom). The detail of the initial setup for the 
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simulations is discussed in section 3. The compressive far-field pressure for which cavity 

collapses is taken to be 50 – 200kPa. This far-field pressure can be thought of as the 

incident shock wave overpressure or the pressure wave that reflects back and forth from 

the coup to the contrecoup regions. The simulations run through until after the first 

collapse (c-f) and capture the first collapse event (e). The initial bubble radius (𝑅𝑚𝑎𝑥) is 

set to be 0.5mm for all the cases. 𝑅𝑒𝑞
∗  is the non-dimensional stress-free bubble radius 

defined as, 𝑅𝑒𝑞
∗ (𝑡 → ∞) = 𝑅𝑒𝑞 𝑅𝑚𝑎𝑥⁄ . The intensity of collapse is defined by the collapsing 

pressure experienced at 𝜌 𝑅0⁄ = 1 when the bubble collapses (e) where 𝜌 is the radial 

position in a spherical coordinate from the center of the bubble. The energy deposition to 

the material is also measured at 𝜌 𝑅0⁄ = 1, which is defined in more detail in the next 

paragraph.      
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Figure 3-2 Snapshots of bubble wall motion. Bubble nucleation site grows under the 

critical tensile pressure (a-c) and attains the maximum size (c). The cavity collapses due 

to the step increase of far-field pressure (c-e) and grows again (e-f). This fluctuation 

continues until new mechanical and thermodynamic equilibrium is reached. 

The efficiency of cavitation damage can be defined as indicated by 

Thiruvengadam (1963) as, 
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 휂 =
𝐼𝐷
𝐼𝑐

 (3.1) 

Where, 𝐼𝐷 and 𝐼𝐶 are defined as the intensity of damage and intensity of bubble 

collapse, respectively. The dimension of these two parameters is the energy rate per unit 

area. In his definition, Thiruvengadam defined intensity of damage as how much energy 

can be absorbed by the material per unit area due to the erosive forces that generated 

from the cavity collapse. In our case, equation 3.1 should be considered as the ratio 

between the damage accumulated on the surrounding material due to the shearing or 

volumetric energy deposition and the energy released by the collapse of a single bubble. 

For the shearing energy deposition, Taylor (2014) suggested that the high-stress level 

along with the associated deformation must be considered for soft material damage 

threshold and defined the deviatoric (shear) energy per volume as, 𝐸𝑠ℎ𝑒𝑎𝑟 = ∫ 𝑡𝑟(𝑻: �̇�)𝑑𝑡, 

where 𝑻 is the deviatoric stress tensor and  �̇� is the rate of deformation tensor. Similarly, 

to quantify the volumetric response, the isotropic energy per volume is defined as 𝐸𝑖𝑠𝑜 =

∫𝑃 𝑑𝜌𝐿 𝜌𝐿⁄ , where 𝑃 is gauge pressure (positive gauge pressure gives compressive 

isotropic energy and negative gauge pressure gives isotropic tensile energy) and 𝜌𝐿 is 

the density.  Therefore, the intensity of damage (for both shear and isotropic energy) is 

defined with the initial maximum bubble radius (𝑅𝑚𝑎𝑥) and the collapse time(𝑡𝐶) as 

 𝐼𝐷 =
𝑅𝑚𝑎𝑥𝐸

𝑡𝐶
 (3.2) 

Where 𝐸 could be both 𝐸𝑠ℎ𝑒𝑎𝑟 and 𝐸𝑖𝑠𝑜. The definition of  𝑻 and �̇� require detailed 

discussion and will be given in the next section. However, without the loss of generality, 

we adhere to the definition of the intensity of collapse given in [147] as, 
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 𝐼𝑐 =
𝑃𝑝𝑒𝑎𝑘
2

𝜌𝐿𝑐
 (3.3) 

Where, 𝑃𝑝𝑒𝑎𝑘  is defined as the maximum collapse pressure (all pressure values 

are absolute unless otherwise mentioned) at 𝜌 𝑅0⁄ = 1 and 𝑡 = 𝑡𝑐. The term in the 

denominator 𝜌𝐿𝑐 is defined as the acoustic impedance with material density 𝜌𝐿 and sound 

speed 𝑐. It is important, at this point, to mention that the intensity of collapse greatly 

depends on the maximum collapse pressure which is a function of far-field pressure (𝑃∞), 

partial pressure (𝑃𝑔0) exerted by non-condensable gas content, elasticity (shear 

modulus 𝐺𝑘𝑣), viscosity (𝜇𝑘𝑣) and surface tension (𝑆) [147]. Based on the above 

discussion, a scaling law for cavitation damage in soft materials can be proposed as, 

 휂 =
𝐼𝐷
𝐼𝑐
= 𝑓(

𝑃∞
𝑃𝑎𝑡𝑚

,
𝑃𝑔0

𝑃∞
,𝑊𝑒𝑖, 𝑅𝑒,𝑊𝑒) (3.4) 

 

Where,  Weissenberg number, 𝑊𝑒𝑖 =  𝜏𝑘𝑣
�̇�𝑐

𝑅𝑚𝑎𝑥
 and retardation time, 𝜏𝑘𝑣 =

𝜇𝑘𝑣

𝐺𝑘𝑣
 

 Reynolds number, 𝑅𝑒 =  
𝜌𝐿�̇�𝑐𝑅𝑚𝑎𝑥 

𝜇𝑘𝑣
 

 and, Weber number, 𝑊𝑒 =
𝜌𝐿�̇�𝑐

2𝑅𝑚𝑎𝑥 

2𝑆
  

Where, �̇�𝑐 is the maximum collapse velocity of the bubble wall. The 

approximated maximum collapsing velocity is given by Rayleigh as, �̇�𝑐 =

√2𝑃∞𝑅𝑚𝑎𝑥
3 3𝜌𝐿𝑅𝑐

3⁄  assuming no bubble content (vacuum cavity) and inviscid fluid, which 

overestimates the maximum collapse velocity (𝑅𝑐 is collapsing radius). Therefore, we 

consider �̇�𝑐 to be directly calculated from the simulations which happen to coincide with 

𝑡 𝑡𝑐⁄ ~0.7 instead of the 𝑡 𝑡𝑐⁄ = 1. The reason behind this is that the bubble first starts to 
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accelerate inward and decelerates to zero velocity at the time of the minimum radius. The 

bubble content (a mixture of vapor and air) and the restraining force of the elasticity 

always act against the bubble wall motion and cause the deceleration. However, we have 

excluded the gas diffusion effects from the above formulation since gas diffusion is 

expected to be insignificant during the short period of the bubble collapse time. This 

assumption is based on the Plesset-Hsieh criteria, which stated that a bubble of 

maximum radius of 1 mm or less would have a collapse of violent nature, whereas a 

larger bubble will collapse adiabatically and produce less intense collapsing pressure 

[35].     

Numerical Simulation Procedures 

Problem Description 

Bubble collapse from out of equilibrium is considered since for any tensile 

pressure (∆𝑃 = 𝑃𝑠𝑎𝑡 − 𝑃𝑛𝑢𝑐) nucleation site with a radius greater than the corresponding 

critical radius (𝑅𝑜) will initially grow and followed by collapse due to a step increase of 

far-field pressure (𝑃∞) [1], [25]. In this context, far-field pressure can be thought of as 

secondary shockwave overpressure or pressure that is reflected from the dynamic fluid-

structure interaction between the skull, CSF, and brain tissue. It is evident from the 

previous studies that any microscale nucleation site grows to 1-3mm in diameter within 

the range of shock overpressure for mTBI. We consider 𝑅𝑚𝑎𝑥 = 0.5𝑚𝑚 for all simulations 

as the maximum radius after initial growth. The maximum radius (occurs at simulation 

time, 𝑡 = 0) is characterized by the zero interface wall velocity(�̇� = 0) and out of 

mechanical equilibrium, that is bubble pressure does not satisfy Laplace relation, 𝑃𝐵(𝑡 =

0) ≠ 𝑃∞ + 2𝑆 𝑅𝑚𝑎𝑥⁄ . Therefore, initial bubble pressure at maximum radius is defined as, 

𝑃𝐵(𝑡 = 0) = 𝑃𝑣 + 𝑃𝑔0. The partial pressure contribution of vapor (𝑃𝑣) is taken to be 3.4 kPa 
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(at 𝑇𝑜 = 300 𝐾) for all cases and the initial partial pressure of gas content is given by 

Estrada (2018) as, 𝑃𝑔0 = (𝑃∞ + 2𝑆 𝑅𝑚𝑎𝑥⁄ − 𝑃𝑣)(𝑅𝑒𝑞 𝑅𝑚𝑎𝑥⁄ )3 [15]. Where, 𝑅𝑒𝑞 is the 

equilibrium radius of the bubble when surroundings are stress-free (for 𝑡𝑖𝑚𝑒 → ∞). The 

ratio (𝑅𝑒𝑞 𝑅𝑚𝑎𝑥⁄ ) can be found from the experimental observations as done in [16], but in 

our case, the value is taken to be an independent parameter to quantify the partial 

pressure of gas content. Once 𝑃𝑔0 is calculated, the volume (mole) fraction of the gas 

content can be found from, 𝛼𝑔 = 𝑃𝑔0 𝑃𝐵⁄ , which is required to define the vapor-air mixture 

(VAM) phase for the bubble in Fluent. Figure 3-3 shows how the two-dimensional 

axisymmetric domain was prepared.  

 

Figure 3-3 Axisymmetric domain for Rayleigh collapse (not to scale). 

Numerical Method 

Bubble collapse in soft viscoelastic biomaterial is simulated using the commercial 

solver Fluent. The Multiphase, Volume of Fluid (VOF) model is used along with an in-

house subroutine developed to simulate viscoelastic material. The procedure described 
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here is general and can be utilized for any application involved with multiphase, 

compressible, viscoelastic simulation. We need three conservation equations (mass, 

momentum, and energy), two constitutive relations (viscous stress and elastic stress), 

and two equations of state (viscoelastic phase and VAM phase) to close the system of 

equations. The detail of the conservation equations solved by Fluent, when multiphase 

VOF method is turned on, can be found in ANSYS Documentation [158] and, therefore, 

only the method involved in viscoelastic modeling is discussed in this manuscript. 

 

Figure 3-4 Kelvin-Voigt model and 3-parameter fluid model with Maxwell element. 

The Kelvin-Voigt (KV) constitutive model for soft viscoelastic material has been 

considered here since many had previously used this model for soft material, and some 

experimental data for this model are present as well [17], [58], [159]–[163]. The stress 

tensor can be defined as, 𝝈 = −𝑃𝑰 + 𝑻, where 𝑃 is pressure, 𝑰 is the identity tensor and 𝑻 

is the deviatoric stress tensor, which is given for KV model as, 𝑻 = 𝑻𝑽 + 𝑻𝑬 (all bold face  

and hat symbols are tensor and vector, respectively; unless otherwise mentioned). Both 

the hydrostatic (−𝑃𝑰) and viscous stress (𝑻𝑽) are taken care by Fluent algorithm. Only 

the elastic contribution (𝑻𝑬) is needed to be incorporated into the momentum equation as 

source term, �⃗�𝑠𝑜𝑢𝑟𝑐𝑒 = ∇⃗⃗⃗. 𝑻𝑬,  using the customization capability of Fluent through the 

user-defined functions (UDFs) [153]. The elastic strain, however, is not defined for fluid 

since, in the Eulerian formulation, the deformation gradient is not defined. Instead, the 

elastic strain is computed by integrating the strain rate [164]. Due to the large 

deformation in fluid, a non-linear Maxwell element (viscous damper (𝜇𝑢𝑐𝑚) and elastic 
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spring (𝐺𝑢𝑐𝑚) in series) is added with the solvent viscous damper (𝜇𝑠) (figure 3-4). The 

zero-shear viscosity of the Kelvin-Voigt model is related to the 3-parameter Maxwell fluid 

as, 𝜇𝑘𝑣 = 𝜇𝑠 + 𝜇𝑢𝑐𝑚. However, Maxwell element is viscoelastic in nature, having purely 

Newtonian (fluid like) behavior in low frequency limit and Hookean elastic (solid like) in 

the high frequency limit [165]. Therefore, the relaxation time of the Maxwell element 

(𝜏𝑢𝑐𝑚 = 𝜇𝑢𝑐𝑚 𝐺𝑢𝑐𝑚⁄ ) is crucial for the responses of the 3-parameter Maxwell to behave as 

Kelvin-Voigt. Given that our characteristic observation time is the bubble collapse time, 

then 𝜏𝑢𝑐𝑚 ≫ 𝑡𝑐, would model the 3-parameter Maxwell fluid as the Kelvin-Voigt model. 

The Deborah number is defined as the ratio of the characteristic time of the material to 

relax and the characteristic time of the observation. We have defined the Deborah 

number as, 𝐷𝑒 = 𝜏𝑢𝑐𝑚 𝑡𝑐⁄ , and 𝐷𝑒 → ∞ is required for the Kelvin-Voigt model. However, 

there is a limit on how big 𝜏𝑢𝑐𝑚 can be, since there are difficulties with the numerical 

instability for high Weissenberg number, and will be discussed in detail in the model 

validation part. The constitutive equation for the Maxwell element is given as 

 𝜏𝑢𝑐𝑚 𝑻𝑬⏞
∇

+ 𝑻𝑬 = 𝜇𝑢𝑐𝑚(𝛁𝒖 + 𝛁𝒖
𝑇) (3.5) 

Where 𝛁𝒖 is the velocity gradient. The elastic stress is needed to be advected 

with the fluid element, and the constraint of objectivity is fulfilled by the objective 

derivative. The upper convective derivative is used for the purpose, 

 𝑻𝑬⏞
∇

≡
𝜕𝑻𝑬
𝜕𝑡

+ (�⃗⃗�. ∇⃗⃗⃗)𝑻𝑬 − 𝛁𝒖. 𝑻𝑬 − 𝑻𝑬. 𝛁𝒖
𝑇 (3.6) 

The objectivity of the equation 3.6 is applicable to the compressible fluid as well 

[155]. Therefore, from equation 3.6, we get the scalar transport equation for each stress 

term (i.e., 𝑇𝐸𝑖𝑗). In equation 3.6 the first term in the left-hand side is the unsteady/transient 

part followed by a convective term. The last two terms in the right-hand side are the 
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source terms for the transport equation (𝑆𝑠𝑜𝑢𝑟𝑐𝑒). Fluent has the capability of solving the 

general user-defined scalar (UDS) transport equation of the form given below, 

 
𝜕(𝜌𝐿𝜑)

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
(𝜌𝐿𝑢𝑖𝜑 − 𝛤

𝜕𝜑

𝜕𝑥𝑖
) = 𝑆𝑠𝑜𝑢𝑟𝑐𝑒 (3.7) 

We can evaluate each term of the elastic stress tensor (𝑇𝐸𝑖𝑗) comparing 

equations 3.6 and 3.7. We can simply put Γ = 0 into equation 3.7 since there is no 

diffusion term in equation 3.6. However, for high Weissenberg number flow, many have 

suggested that keeping diffusion term (Γ ≠ 0) significantly improve the convergence 

[154], and we used  Γ = 1, for high 𝜏𝑢𝑐𝑚 without any convergence issue. It should be 

noted that Fluent by default includes density term while solving unsteady and convective 

terms in equation 3.7 and hence subroutine must exclude them while solving UDS for 

equation 3.7. Therefore, the source term for the momentum equation simply become,  

 �⃗�𝑠𝑜𝑢𝑟𝑐𝑒 = �⃗⃗�. 𝑻𝑬 (3.8) 

Simulation Setup 

For a bubble of radius 𝑅𝑚𝑎𝑥, we take the domain radius to be 20𝑅𝑚𝑎𝑥 with 

increasing mesh density at the center and final mesh is taken with cell size 2.5 µm when 

convergence criteria are met as described in [67] (figure 3-5). Quadrilateral grids are 

created using ANSYS Meshing. In Fluent, Multiphase VOF with 2 Euler phases is turned 

on, and Species Transport Model is used without reaction (this specific model is only 

needed for bubble content as it is defined as the mixture of vapor and air). To incorporate 

the compressibility, we activate the energy equation and select viscous heating from the 

viscous model for numerical stability. The viscoelastic phase is modeled as compressible 

water with added elasticity (explained in the previous section) and patched as the primary 

phase. The initial density of the viscoelastic phase is set to 1000kg/m3, and without the 
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loss of generality, the compressibility was modeled using the Tait equation of state. The 

bulk modulus and sound speed of the biomaterials, of relative importance to our study, is 

typically in the range of 2GPa and 1500m/s, respectively [9], [11], [34]. These values are 

close to pure water. Besides, the near incompressibility of the biomaterials (typical 

Poisson’s ratio 0.49) justify using the Tait equation of state for soft materials, and many 

have used similar equation of state to model the compressible viscoelastic materials 

[154], [155], [165]. The bubble content (VAM) is patched as the secondary phase, and 

the ideal gas law of mixture is used for the VAM density. Viscosity and surface tension 

are varied for representative soft materials and given in table 3-3. Operating pressure is 

set to 101325 Pa, and user-defined functions (UDFs) are interpreted before the boundary 

condition (BC) is set up. For the sake of convergence of compressible simulations, both 

pressure inlet and pressure outlet are used as BC, and both static and total pressure is 

set to 𝑃∞ so that there is no pressure reflection from the boundary when the simulation 

starts. The boundary conditions for UDS-variables are defined as zero flux at the 

boundary. At this point, the source for momentum equations and UDS are added from the 

Cell Zone Condition. Total 31 user-defined memory (UDMI) locations and 8 UDS are 

required for solving the extra elastic stress tensor and saving the value of deviatoric 

(shear) and isotropic energy at each time step. Simulation is initiated with pressure to 𝑃∞ 

value and 𝑇0 = 300 𝐾 while all other values are kept as 0. After initialization, VAM is 

patched at the center with vapor volume fraction given as input to define the mixture 

species concentration followed by patching the bubble pressure (𝑃𝐵) at the same region 

(figure 3-5 ). Pressure based couple solver is used for velocity-pressure coupling and the 

QUICK scheme is used for all discretization except the Compressive Scheme is used for 

volume fraction. Convergence criteria are set to 10−6 for all equations with 
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underrelaxation factors were set 1. All simulations are run up to 100𝜇𝑠 with 5 𝑛𝑠 time 

step.   

 

Figure 3-5 Simulation setup. A representative 2D axisymmetric mesh (not actual scale). 

The simulation box is made big enough so that the reflected pressure wave from the 

boundary does not interact with the collapsing bubble. The gradient of quadrilateral grids 

is meshed using ANSYS Meshing to have a high resolution at the center yet have a 

manageable number of elements to have less computational time.  

Results and Discussions 

Mesh Independence Study and Model Validation 

We have prepared 4 meshes with increasing elements. Table 3-1 summarizes 

the mesh details.  
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Table 3-1 Mesh Independence Study 

 Symmetric 

 n1 n2 Element 

Mesh1 50 250 27500 

Mesh2 100 400 90000 

Mesh3 200 600 280000 

Mesh4 250 700 412500 

 

Bubble collapsing pressure at 𝜌 𝑅𝑚𝑎𝑥⁄ = 1 is considered for the convergence, 

and relative error (%) is calculated as, 𝑒 = (|𝑃𝑝𝑒𝑎𝑘
𝑖 − 𝑃𝑝𝑒𝑎𝑘

𝑖−1 | 𝑃𝑝𝑒𝑎𝑘
𝑖−1⁄ ) × 100, where 𝑖 is the 

mesh number. Mesh3 is used for final simulations since the mesh independence criterion 

is set to 𝑒 < 1%.  

Table 3-2 Maximum collapsing pressure at 𝜌 𝑅𝑚𝑎𝑥⁄ = 1 for mesh independent analysis 

𝑖 Mesh1 Mesh2 Mesh3 Mesh4 

𝑃𝑝𝑒𝑎𝑘  [𝑀𝑃𝑎]  2.891 1.594 1.338 1.332 

Relative error (%), e  41.96 16.05 0.49 

 

Model validation is done for water and Kelvin-Voigt with experimental data. For 

water, we have used the experimental observation from the work of Lauterborn et al. 

[166], and the Kelvin-Voigt model is validated from the work of Estrada et al. (2018). 

Both Mesh2 and Mesh3 have been used, and a better fit is observed for Mesh3. 

In the experiment, Lauretborn observed that the bubble collapsed from the maximum 

radius of 2 mm, and the collapse time was roughly 0.2 ms. Figure 3-6 shows the bubble 

wall motion and comparison between the experimental observation and simulation. 

Mesh2 shows a smaller collapsing bubble radius with higher collapsing pressure. Mesh3 

reasonably predicts the collapse radius and pressure. The experimental observation did 

not include the stress-free equilibrium bubble radius. Therefore, initial bubble pressure 

was not known and needed to be fitted for the collapse time.  
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Figure 3-6 Cavitation bubble dynamics in water. 

In figure 3-7, we have shown the model validation of the Kelvin-Voigt model. 

Experimental observation of Estrada et al. (2018) is recreated using our viscoelastic CFD 

model and are compared with the simulated results. They used a high energetic localized 

laser pulse to cavitate a bubble in soft material, and a high-speed camera is used to 

capture the wall motion. The wall motion is then fitted to the viscoelastic Rayleigh-Plesset 

equation to find the material property. They have fitted the data with the Kelvin-Voigt 

model with 𝜇𝑘𝑣 = 0.089 𝑃𝑎. 𝑠 and 𝐺𝑘𝑣 = 10 𝑘𝑃𝑎. In our 3-parameter Maxwell fluid, we 

needed to fit the values as, 𝜇𝑠 + 𝜇𝑢𝑐𝑚 = 0.089 𝑃𝑎. 𝑠 and 𝐺𝑢𝑐𝑚 = 10 𝑘𝑃𝑎. Due to the 

numerical limit on the 𝜏𝑢𝑐𝑚we kept the Deborah number to 1 and 2. From the 

experimental data 𝑅𝑚𝑎𝑥 = 344.1𝜇𝑚 and 𝑅𝑒𝑞~50𝜇𝑚. We used this ratio to find the initial 

bubble pressure, as discussed earlier. The collapsing time is calculated to be, 𝑡𝑐 = 34𝜇𝑠 

and rest of the parameters were (𝜏𝑢𝑐𝑚, 𝜇𝑢𝑐𝑚, 𝜇𝑠) set accordingly. For De=1, the 3-

parameter Maxwell model relaxes within the time of the collapse, and the bubble wall 
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initially delays in response. However, during the first collapse, elasticity plays a significant 

role, and subsequent dynamics are more viscosity dominant. Therefore, viscous 

dissipation is less prominent. Increasing De to 2 shows a better fit and is used for all the 

simulations.  

 

Figure 3-7 Cavitation bubble dynamics in Kelvin-Voigt material. 

Bubble Dynamics in Soft Materials 

Rayleigh collapse in cavitation condition has been studied. Material elasticity 

(shear modulus) is varied from 2.6 to 20 kPa since biomaterials fall into this category [9], 

[17].  Table 3-3 summarizes the material properties used in our study. A total of 17 

numerical simulations are performed to characterize the cavitation collapse efficiency 

defined in equation 3.4. 

Material 2 is taken to be the base material while 100 kPa (gauge) far-field 

pressure and -73 kPa (gauge) bubble pressure (for 𝑅𝑒𝑞 𝑅𝑚𝑎𝑥⁄ = 0.5) are also kept as the 

base parameter when other parameters are varied. 
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Table 3-3 Material properties 

Material Density, 
𝜌𝐿 [𝑘𝑔 𝑚3⁄ ] 

Viscosity, 
𝜇𝑘𝑣 𝑥10

−3 [𝑃𝑎. 𝑠] 
Shear 

Modulus, 
𝐺𝑘𝑣 [𝑘𝑃𝑎] 

Surface 
Tension,
 𝑆 [𝑚𝑁/𝑚] 

1 1010 1.22 2.66 86 

2 1030 2.59 6.66 83 

3 1050 8.21 13.33 82 

4 1080 17.99 20.00 81 

 

Figure 3-8 shows single bubble dynamics in the viscoelastic phase and capture 

the first collapse due to the far-field pressure of 100 kPa (gauge). Time is 

nondimensionalized by the collapse time as, 

 𝑡∗ =
𝑡

𝑡𝑐
 (3.9) 

Figure 3.9 shows the pressure distribution from the bubble wall. At the beginning 

of the collapse, bubble wall pressure reduces, and as the bubble wall accelerates inward, 

the pressure increases. Just after the collapse, a high-pressure pulse propagates and 

attenuates over the radial distance. We have nondimensionalized pressure (𝑃∗ =

𝑃 𝑃𝑎𝑡𝑚⁄ ) with the atmospheric value, 𝑃𝑎𝑡𝑚 = 101 𝑘𝑃𝑎. A critical injury threshold is 

considered to be,  𝑃𝑐𝑟𝑖𝑐
∗ = 3.5 and shown in figure 3-9. 𝑃𝑐𝑟𝑖𝑐

∗ = 3.5 coincide with the severe 

brain injury criteria proposed by Ward et al. (1980). At the collapse, 𝑃∗ reaches 150 at the 

bubble wall and then shock pressure peak attenuates over time and distance. At 

𝜌 𝑅𝑚𝑎𝑥⁄ = 13 the pressure reach 𝑃𝑐𝑟𝑖𝑐
∗  and we can conclude that a region of radius 13 

times higher than the bubble radius will experience enough strong pressure to be 

damaged.    
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Figure 3-8 Collapsing bubble under far-field pressure of 100 kPa. Left column showing 

the volume fraction and the right column showing the pressure propagation after the 

collapse. Collapse (minimum bubble radius) was observed at 𝑡∗ = 0.91. 
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Figure 3-9 Pressure distribution from the bubble wall at different time. Collapse (left) and 

growth (right).  

We have studied the strain and stress as well for the possible damage 

mechanism. However, the strain is not readily available for the Eulerian formulation in the 

CFD setup. The strain is estimated by integrating the strain rate tensor. Like any other 

fluid property, the elastic strain is needed to be advected with the fluid element, and the 

objective derivative fulfills the constraint of objectivity. The Jauman or co-rotational 

objective derivative for a tensor that incorporates translation and rotation along a path 

can be utilized here, and the elastic strain is given by [164], 

 
𝜕𝝐

𝜕𝑡
+ (�⃗⃗�. ∇⃗⃗⃗)𝝐 = 𝑾𝝐 − 𝝐𝑾 +

𝛁𝒖 + 𝛁𝒖𝑻

2
 (3.10) 

Where 𝑾 = (𝛁𝒖 − 𝛁𝒖𝑻)/2, the asymmetric part of the velocity gradient (𝛁𝒖) that 

implies the solid-body rotation. The left-hand side of equation 3.10 is the material 

derivative that allows the strain to be convected along with the fluid particle, while the first 

two terms of the right-hand side rotate the strain as fluid itself rotates. We have used the 
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user-defined scaler transport equation to integrate equation 3.10, as discussed earlier. 

The deviatoric stress and strain is defined as, 

 𝝈𝑫 = 𝝈 −
1

3
𝑡𝑟(𝝈)𝑰 (3.11) 

 𝝐𝑫 = 𝝐 −
1

3
𝑡𝑟(𝝐)𝑰 (3.12) 

The von Mises stress and strain is then defined by the deviatoric tensors as, 

 𝜎𝑣𝑚 = √
3

2
𝝈𝑫: 𝝈𝑫 (3.13) 

 𝜖𝑣𝑚 = √
3

2
𝝐𝑫: 𝝐𝑫 (3.14) 

Stress is normalized by the 𝑃𝑎𝑡𝑚 as well, and figure 3-10 shows the spatial distribution of 

the normalized von Mises stress from the bubble wall. Two time-steps have been plotted, 

when the bubble collapses from its maximum size and then when it attains its minimum 

size at the collapse. We can see that the surrounding stress does not cross the threshold 

limit of damage. In figure 3-10, 𝜎𝑣𝑚
∗ = 0.1 corresponds to severe brain injury and a 50% 

probability of concussion proposed by Kang et al. (1997) and Kleiven (2007), 

respectively. 
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Figure 3-10 von Mises stress (nondimensionalized) distribution and injury threshold.  

Deek and Willinger (2008) proposed a 50% probability of mild DAI if the von 

Mises strain reaches a threshold value of 0.25. What we have seen from figure 3-11(a) is 

that strain does not reach that high. However, another injury parameter is how much 

strain is experienced and at what loading rate. Strain times the strain rate estimate that 

quantity and shown in figure 3-11(b). We can see, at the time of the collapse, very close 

vicinity of the collapsing bubble experience way more strain rate dependent damage. 

14/s, 19/s and 24/s indicate 25%, 50% and 75% mild TBI, respectively [56].  
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Figure 3-11 von Mises strain (a) and strain x strain rate (b) distribution compared with the 

injury threshold.  

For the visualization purpose, we have shown a schematic of the state of 

deformation in figure 3-12. When the bubble grows to its maximum size, it compresses 

the surrounding medium. Any material points at 𝜌𝑜 is in the compression at that moment. 

The growth is then followed by collapse, and the surrounding medium relaxes and then 

experiences a state of tension until the bubble attains its minimum size. The material 

point designated by the 𝜌𝑜 at the reference configuration is now occupy the point 𝜌 at the 

current configuration and experiences tension. Figure 3-11 confirms that at the time of 

the collapse, the material point that is dragged into the region defined by the maximum 

bubble volume (4 3⁄ 𝜋𝑅𝑚𝑎𝑥
3 ) experience enough high loading rate that may lead to a 75% 

probability of mild TBI. Therefore, in the subsequent analysis, we estimated the damage 

efficiency at 𝜌 𝑅𝑚𝑎𝑥⁄ = 1. 
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Figure 3-12 A material point in the reference configuration and the current configuration. 

 

Effects of Far-Field Pressure 

First 3 simulations are done with varied far-field pressure at 50, 100 and 200 kPa 

(gauge) while bubble pressure and material properties are kept fixed at -73 kPa (gauge) 

and material-3, respectively. Fig. 3-13 shows the secondary pressure wave (collapsing 

pressure), deviatoric (shear) energy and isotropic energy at 𝜌 𝑅𝑚𝑎𝑥⁄ = 1. In all cases, 

local effects of cavitation collapse exceed the damage threshold value of 200 Jm-3. It is 

evident that collapse time depends on far-field pressure and decreases with increasing 

pressure (Fig. 3-13(a)). The overall trend of shear energy is similar although initial 

differences remain to carry on. The effects of far-field pressure strongly dominate the 

isotropic energy. While increasing far-field pressure from 50 to 200 kPa, isotropic energy 

increases to 1729% while shear energy increase to 298% only.    
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Figure 3-13 Far-field pressure effect on bubble collapse, (a) pressure profile (b) deviatoric 

(shear) energy (c) isotropic energy at 𝜌 𝑅𝑚𝑎𝑥⁄ = 1 

Fig. 3-14 shows the effect of far-field pressure on the collapse and damage 

intensity as well as on the efficiency of cavitation damage at 𝜌 𝑅𝑚𝑎𝑥⁄ = 1. As by definition, 

collapse intensity increases as a quadratic function of the collapsing pressure. A similar 

trend is observed for the isotropic energy density and isotropic damage intensity for 

increasing far-field pressure fraction, 𝑃∞ 𝑃𝑎𝑡𝑚⁄ .  Although shear energy density and shear 

damage intensity increase linearly with the far-field pressure, the damage efficiency 

caused by shear reduces for higher pressure. On the other hand, damage efficiency 

caused by volumetric response increases with far-field pressure. Therefore, it is obvious 

that for higher far-field pressure, the damage will be dictated by the isotropic (tensile or 

compressive) energy deposition rather than due to shear. 
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Figure 3-14 Far-field pressure effect on bubble collapse efficiency, (a) collapse pressure 

(abs) and collapse intensity (b) energy density (c) damage intensity, and (d) efficiency of 

cavitation damage. 

Effects of Non-condensable Gas Content 

Next, to observe the effect of gas content on the efficiency of the cavitation 

damage, we choose three different values of the partial pressure of the gas content. As 

discussed earlier, the initial contribution of gas content to bubble pressure can be 

approximated if 𝑅𝑒𝑞 𝑅𝑚𝑎𝑥⁄  is known from the experimental observation. However, in this 

manuscript, we consider three values of 𝑅𝑒𝑞 𝑅𝑚𝑎𝑥⁄  and they are varied to be 0.4, 05, and 

0.6, which correspond to initial bubble pressure of -85, -73, and -55 kPa (gauge), 

respectively. Fig. 3-15 summarizes the effect of partial bubble pressure on the damage 

efficiency for 100 kPa (gauge) far-field pressure and material-3 at 𝜌 𝑅𝑚𝑎𝑥⁄ = 1. As it is 

expected, collapse pressure and intensity decrease with the increasing partial pressure 

fraction since bubble gas content tends to dampen the violent nature of the collapse. For 

higher gas content, the collapse intensity, as well as isotropic damage intensity, reduce in 
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the same proportion, and it reflects on the damage efficiency due to isotropic energy 

deposition. On the other hand, although shear damage intensity decreases with the 

increasing gas content, the damage efficiency tends to increase. Evidently, for higher gas 

content, the damage will be dominated by the shear stress and shear deformation.        

 

Figure 3-15 Effects of partial bubble pressure on the cavitation damage efficiency, (a) 

collapse pressure (abs) and collapse intensity (b) energy density (c) damage intensity, 

and (d) efficiency of cavitation damage. 

Effects of Elasticity 

We vary the shear modulus that is given in Table 3-3 and kept all other 

properties fixed to that of material-3. Not to mention that far-field pressure and initial 

bubble pressure is kept to the base values. For fixed viscosity (8.21 𝑚𝑃𝑎. 𝑠 for material-

3), the retardation time (𝜏𝑘𝑣) of the Kelvin-Voigt material reduces as shear modulus 

increases. The physical significance of retardation time for a material is the measure of 

how fast the transient response in a creep type loading and for a time considerably longer 
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than the 𝜏𝑘𝑣, the KV material behaves as pure solid [167]. For the shear modulus given in 

Table 3-3, the retardation time varies from 0.4 − 3 𝜇𝑠, which implies that in the duration of 

our simulation the transient response accumulates and Fig. 3-16 shows that elasticity 

works as the restraining force and tends to reduce the collapsing velocity. Eventually, this 

leads to reduced collapsing pressure as expected. 

 

Figure 3-16 Effects of elasticity on the collapsing pressure and bubble wall velocity at 

𝜌 𝑅𝑚𝑎𝑥⁄ = 1 

From Fig. 3-17, it is important to mention that collapse intensity, as well as 

isotropic damage intensity, reduce with increasing shear modulus. Therefore, damage 

efficiency due to isotropic energy recuses as well. Nevertheless, the cavitation damage 

efficiency for shearing increases with higher shear modulus, since added shear modulus 

directly contributes to the deviatoric stress.  
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Figure 3-17 Effects of elasticity on the cavitation damage efficiency, (a) collapse pressure 

(abs) and collapse intensity (b) energy density (c) damage intensity, and (d) efficiency of 

cavitation damage. 

Effects of Viscosity 

Keeping all the properties fixed to material-3, only viscosity is varied, and the 

results are summarized in the following for 100 kPa (gauge) far-field pressure and -73 

kPa (gauge) bubble pressure. We can see from Fig.3-18 that the effect of viscosity is 

insignificant to the collapsing bubble wall velocity. This explains why the collapsing 

pressure does not vary much with the Reynolds number, as Fig. 3-19(a) shows. Although 

viscosity is increased to 1374% for material-1 to material-4, the energy density, damage 

intensity, and the damage efficiency (for both shear and isotropic) vary too little to the 

increase in viscosity. At the time of the collapse, the Reynolds number is calculated to be 

in the range 103, and inertia plays a significant role than the viscosity. This coincides with 

the findings of Estrada et al. (2018) that while elasticity dominates the first collapse 

(discussed in the previous section), the viscosity becomes more prominent for 
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subsequent collapses and rebounds. Since, in our simulations, we have given much 

emphasis on the first collapse, which is considered to be the most damaging in nature, 

the subsequent collapses are not simulated, and the damping effect of viscosity is not 

observed. 

 

Figure 3-18 Increasing viscosity shows no effect on the collapse velocity. 

 

 

Figure 3-19 Effects of viscosity on the cavitation damage efficiency, (a) collapse pressure 

(abs) and collapse intensity (b) energy density (c) damage intensity, and (d) efficiency of 

cavitation damage. 
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Effects of Surface Tension 

Keeping all the properties of material-3 fixed, only surface tension is varied, and 

the results are summarized in the following for 100 kPa (gauge) far-field pressure and -73 

kPa (gauge) bubble pressure. From the Laplace equation of pressure balance (𝑃𝐵 = 𝑃∞ +

2𝑆 𝑅⁄ ) it is obvious that the surface tension acts in favor of collapse, although Fig. 3-20(a) 

shows the collapse pressure does not respond to the variation of surface tension. This is 

probably because of the existence of elasticity, which acts against the collapse, and both 

effects are canceling each other. The effects of surface tension could be more evident at 

the nano to microscale. Similar to viscosity (Fig.3-19(d)), shear dominated damage is 

more prominent in this case as well.   

 

Figure 3-20 Effects of surface tension on the cavitation damage efficiency, (a) collapse 

pressure (abs) and collapse intensity (b) energy density (c) damage intensity, and (d) 

efficiency of cavitation damage. 
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Conclusion 

The emerging implication of cavitation mechanics in different sectors, including 

the prediction of mild TBI damage to soft biological materials, gained importance recently. 

However, experimental prediction remains challenging because the brain is the most 

delicate part of the body. Therefore, our goal is to predict damage criteria and 

mechanism induced by the cavitation, and a computational approach is taken to evaluate 

the factors affecting the damage intensity of the brain like soft materials.  

In this chapter, we have investigated the damage mechanism due to the 

cavitation collapse, which is potentially the major cause of mild TBI. The effect of far-field 

pressure and elasticity of medium, amount of non-condensable gas content inside 

cavitation bubble, viscosity, and surface tension of the medium on the damage efficiency 

is evaluated. We have discussed and identified the damage mechanics of soft materials 

as the properties are varied.  

Our study reveals that the increase of far-field pressure decreases the collapse 

time and increases the peak collapsing pressure. Moreover, the increase of far-field 

pressure increases the collapse intensity and damage intensity. The maximum far-field 

pressure was limited to 200 kPa (gauge) to be within the injury threshold proposed by 

Ward et al. (1980). This proved to be a critical point in our case. Up to 200 kPa (gauge), 

far-field pressure damage was dominated by the shear deformation. However, the 

efficiency of shear damage decreases and isotropic damage increases, which depicts 

that at higher far-field pressure (𝑃∞ > 200 𝑘𝑃𝑎 (𝑔𝑎𝑢𝑔𝑒)) damage will be dominated by 

tensile or compressive force. The effect of gas content gives the opposite effect of far-

field pressure increment. At higher gas content, the damage is dominated by shear. The 

gas content act as a damper by reducing the collapse pressure. Due to the numerical 
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instabilities, we were forced to limit the gas content within the range, 0.4 <  𝑅𝑒𝑞 𝑅𝑚𝑎𝑥⁄ <

0.6, although Estrada et al. (2018) observed less gas content (𝑅𝑒𝑞/𝑅𝑚𝑎𝑥~ 0.1). None the 

less, within the range of our simulations, a quadratic relation for isotropic damage 

intensity and a linear isotropic damage efficiency can be extrapolated (from Fig. 3-15), 

and a prediction can be made for the less gas content.  

Other than the two pressure factors discussed above, the elasticity of soft 

materials is the most interesting one to play a key role in bubble dynamics. The presence 

of elasticity of soft materials is advantageous since it acts as a spring and acts against 

the bubble wall motion. Therefore, it reduces the bubble collapse intensity and growth as 

well. However, the elasticity term is added to the deviatoric part of the stress tensor, 

which causes to increase the shear dominated damage efficiency. On the other hand, 

viscosity and surface tension have got a very trivial impact on tuning the shear or 

isotropic damage efficiency. However, viscosity is more dominant in subsequent 

collapses and rebounds, which is not captured in our simulations. Viscous dissipation as 

the thermal energy may increase the temperature of the surrounding medium in the 

subsequent collapse and growth [168]. This could lead to a different mechanism of soft 

material damage and can be studied in the future project. Although we used a 

compressible model to capture the secondary pressure wave of the collapsing bubble, 

the effect of compressibility itself was not significant within the range of parameters we 

considered. This effect will be more prominent, depending on more adverse far-field 

pressure and less gas content scenarios. The most important outcome is having the 

elasticity of soft materials (or any biological tissue); the violent nature of the collapsing 

bubble is mitigated.  
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From this work, damage modes at different conditions are predicted, which gives 

valuable insight into the continuum scale. However, in molecular-scale damage can be 

affected by various other factors as well, such as inhomogeneity of biomolecules, 

presence of hydrophobic surface, and interfacial tension, etc. In future work, those factors 

can be included by doing multiscale modeling, and the observed loading conditions from 

this manuscript can be used as the boundary conditions to the fluid-structure interaction 

type model where the precise nature of microstructural damage can be identified. 
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Chapter 4  

Micromechanical Viscoelastic Characterization of the Neuronal Cell 

In previous chapters, we have discussed how cavitation can be initiated in the 

soft materials and the intensity of cavitation induced damage. The cavitation onset criteria 

are studied from the microstructural point of view of the gel system, and cavitation 

damage is evaluated in the macroscale, respectively. To understand how continuum 

scale damage is correlated to the soft material microstructure, we have studied and 

characterized the mechanical behavior of the neuronal cell. In the tissue level, the brain is 

largely classified into two regions, i) gray matter and ii) white matter. In gray matter, 

neuronal cells are randomly distributed and the mechanical behavior is isotropic. 

Neuronal cells are bundled together and form fiber tracts, which are distributed in a more 

organized manner in the white matter region. Therefore, the mechanical behavior is 

anisotropic for the white matter. Figure 4-1 shows the image of the neuronal tracts in the 

white matter using the diffuse tensor imaging (DTI) technique. 
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Figure 4-1 White matter and gray matter (left). Neuronal fiber tract in the white matter 

(right-top) and neuronal cell (right bottom). 

When the head is impacted, the brain tissue undergoes shear deformation. The 

reason is two folds. The brain is enclosed within the skull and cannot deform 

volumetrically when subjected to the dynamic loading. Besides, the bulk modulus is a 

couple of order magnitude higher than the shear modulus, and the tissue mainly 

experiences deformation that is shear dominated [169]. Figure 4-2 shows how rotational 

acceleration and deceleration lead to axonal stretching. This type of loading condition 

may lead to mechanical failure of the axonal microstructure and cause the most common 

pathological feature of TBI called the diffuse axonal injury (DAI). 
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Figure 4-2 Brain subjected to rotational acceleration and deceleration, causing the axonal 

stretching (image adopted from [169]). 

The long-term plan is to develop a brain tissue model with the microstructural 

detail and to study DAI. Figure 4-3 (left) shows the work of Kasthuri et al. (2015), who has 

reconstructed the neocortex [170]. We have imported the volume mesh of the individual 

axon and dendrites from their files, and figure 4-3 (right) shows an aggregate of neuronal 

cells randomly oriented in the space. However, the major issue is to have proper 

mechanical properties of the axon, and this is the main objective of this chapter. 

 

 

Figure 4-3 (left) reconstruction of neocortex [170]. (right) imported axon and dendrites 

volume mesh to model the neuronal cell aggregate. 
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We have taken a bottom-up approach from the multiscale point of view and 

developed the representative volume element (RVE) of the axon and characterize the 

mechanical properties. In doing so, we have modeled the detail cytoskeletal components 

that the axon is consists of. The long stem-like part of the neuronal cell is the axon, and 

the main mechanical property of the axon is due to its microstructural components. 

Microtubules (MT) are the primary cytoskeletal component from where the significant 

rigidity is contributed [171]. Axially oriented MTs are crosslinked by the Tau protein (tau) 

of viscoelastic nature. The time-dependent viscoelastic nature of the axon is generally 

coming from the tau. Figure 4-4 shows the detail of the microstructural components and 

their orientation. 
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Figure 4-4 (a) anatomy of the neuronal cell. (b) SEM image of how axially oriented MTs 

are crosslinked with the tau. (c) A cross-sectional view of the transverse plane shows the 

hexagonal orientation of MTs. (adopted from [172]) 

The cross-sectional view of the axon indicates that the MTs are oriented in a 

hexagonal array, and most of the axonal microstructure studies model the MT bundle as 

such. Figure 4-5 shows how the MT bundles are crosslinked with tau.  

 



 

116 

 

Figure 4-5 Axonal microstructural model for analysis (adopted from [172]). 

Material and Geometric Properties of Axon 

Just like any other microstructure of biomaterials, axonal microstructural 

parameters vary within a wide range. Figure 4-6 shows the geometric definition we have 

used as parameters. Table 4-1 summarizes those parameters and refers to the literature. 

The length of the MTs (2𝐿) is between 1 to 10 μm with discontinuity within 80% of the 

center of the length. The inner (𝑅𝐼𝑀𝑇) and the outer (𝑅𝑂𝑀𝑇) radii of the MT are 7 nm and 

12.5 nm, respectively. The Young’s modulus of MT (𝐸𝑀𝑇) varies between 1.5 to 1.9 GPa. 

The spacing between two MTs (𝑑𝑀𝑇) are within 20-38 nm. MT fails at 50% strain (𝜖𝑀𝑇). 

 

Figure 4-6 Geometric properties of the MT-Tau crosslinked network 

The tau protein, on the other hand, shows viscoelastic mechanical behavior and 

is usually modeled as the Kelvin-Voigt model. The radius of tau (𝑅𝑡𝑎𝑢) varied between 4-

10 nm. The Young’s modulus of tau (𝐸𝑡𝑎𝑢) is 5 MPa and the retardation time (𝜏𝑡𝑎𝑢 =
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𝜇𝑡𝑎𝑢 𝐸𝑡𝑎𝑢⁄ ) is 0.35 s. Therefore, the tau viscosity is measured to be 𝜇𝑡𝑎𝑢 =  1.75 𝑀𝑃𝑎. 𝑠. 

The spacing of tau (𝑑𝑡𝑎𝑢) is within 20-40 nm. Tau failure strain (𝜖𝑡𝑎𝑢) is 40%. 

Table 4-1 Material and Geometric Properties of the Cytoskeletal Components 

Variable Value References 

𝑅𝑂𝑀𝑇 12.5 nm [173] 

𝑅𝐼𝑀𝑇 7 nm [173] 

𝐸𝑀𝑇 1.5-1.9 GPa [174] 

𝑑𝑀𝑇 20-38 nm [175] 

𝑅𝑡𝑎𝑢 4-10 nm [176] 

𝐸𝑡𝑎𝑢 5 MPa [174], [177] 

𝜏𝑡𝑎𝑢 0.35 s [178], [179] 
𝑑𝑡𝑎𝑢 20-40 nm [180] 
2𝐿 1-10 μm [173] 
𝜖𝑀𝑇 50% [181]–[183] 
𝜖𝑡𝑎𝑢 40% [179] 

 

The available material data for tau protein is for the Kelvin-Voigt (KV) model. 

However, we have used ANSYS Mechanical for the viscoelastic characterization, and 

ANSYS only accepts viscoelastic parameters for General Maxwell (GM) model. Another 

challenge is that the relaxation modulus must be input for shear and bulk modulus. 

Therefore, we have first estimated the GM parameters for Young’s modulus by fitting 

creep responses of KV and GM. Then Alfrey’s correspondence principle has been utilized 

to evaluate the shear relaxation parameters for tau. Figure 4-7 shows the two steps of 

finding the parameters. 

 

 

Figure 4-7 Procedure of defining the tau properties for ANSYS. 
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The constitutive relation between the stress (𝜎) and strain (𝜖) for KV and 3-

parameter GM model is given below, 

KV: 𝜎 = 𝐸𝑡𝑎𝑢𝜖 + 𝜇𝑡𝑎𝑢𝜖̇ (4.1) 

GM: 𝜎 +
𝜇1𝑡𝑎𝑢
𝐸1𝑡𝑎𝑢

�̇� = 𝐸∞𝑡𝑎𝑢𝜖 +
𝜇1𝑡𝑎𝑢(𝐸∞𝑡𝑎𝑢 + 𝐸1𝑡𝑎𝑢)

𝐸1𝑡𝑎𝑢
𝜖̇ (4.2) 

Equation 4.1 and 4.2 are solved for creep loading (𝜎 ≠ 0 and �̇� = 0) by setting 

𝐸𝑡𝑎𝑢 = 𝐸∞𝑡𝑎𝑢 and 𝜇𝑡𝑎𝑢 = 𝜇1𝑡𝑎𝑢. Figure 4-8 shows the fit by increasing 𝐸1𝑡𝑎𝑢. From the 

analysis, the best fit is considered for 𝐸1𝑡𝑎𝑢 = 100𝐸𝑡𝑎𝑢. The viscoelastic Young’s modulus 

relaxation function for the 3-parameter GM is then, 

 𝐸(𝑡)𝑡𝑎𝑢 = 𝐸∞𝑡𝑎𝑢 + 𝐸1𝑡𝑎𝑢exp (−
𝑡

𝜏1𝑡𝑎𝑢
) (4.3) 

Where 𝑡 is the time and the relaxation time for the Maxwell element is 𝜏1𝑡𝑎𝑢 =

𝜇1𝑡𝑎𝑢 𝐸1𝑡𝑎𝑢⁄ = 3.5 𝑚𝑠. 

 

Figure 4-8 Creep response fit of 3-parameter General Maxwell to Kelvin-Voigt 

Once we have estimated the values of the 3-parameter GM model for Young’s 

modulus, then we determined the shear modulus values. Alfrey’s correspondence 
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principle states that in the frequency domain, the viscoelastic modulus is related to the 

Hookean linear elastic material [167]. In the linear elastic theory, the shear modulus and 

Young’s modulus is related by, 

 𝐺 =
𝐸

2(1 + 𝜈)
 (4.4) 

In the above equation, G, E, and 𝜈 are shear modulus, Young’s modulus, and 

Poisson’s ratio in the linear elastic domain, respectively. In the frequency domain, the 

equation 4.4 is, 

 �̅�∗(𝑠) =
�̅�∗(𝑠)

2(1 + �̅�∗(𝑠))
 (4.5) 

Where, 𝑠 = 𝑎 + 𝑖𝑏, is a complex function. In equation 4.5, the frequency domain 

representation of the shear, Young’s, and Poisson’s ratio is related to the time domain 

representation of them via the Laplace transformation. 

 �̅�∗(𝑠) = 𝑠∫ e−𝑠𝑡
∞

0

𝐸(𝑡)𝑡𝑎𝑢𝑑𝑡  

 �̅�∗(𝑠) = 𝑠∫ e−𝑠𝑡
∞

0

𝐺(𝑡)𝑡𝑎𝑢𝑑𝑡 
(4.6 a, 
b, c) 

 �̅�∗(𝑠) = 𝑠∫ e−𝑠𝑡
∞

0

𝜈(𝑡)𝑡𝑎𝑢𝑑𝑡  

   

Considering constant Poisson’s ration for tau, 𝜈(𝑡)𝑡𝑎𝑢 = 0.33 and using equation 

4.3 we get the shear relaxation modulus for tau as, 

 𝐺(𝑡)𝑡𝑎𝑢 = 𝐺∞𝑡𝑎𝑢 + 𝐺1𝑡𝑎𝑢exp (−
𝑡

𝜏1𝑡𝑎𝑢
) (7) 
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Where long term shear modulus, 𝐺(∞)𝑡𝑎𝑢 = 𝐺∞𝑡𝑎𝑢 = 1.87 𝑀𝑃𝑎, 𝐺1𝑡𝑎𝑢 =

187.97 𝑀𝑃𝑎 and 𝜏1𝑡𝑎𝑢 = 3.5 𝑚𝑠. The short term shear modulus is defined as, 𝐺(0)𝑡𝑎𝑢 =

𝐺0𝑡𝑎𝑢 = 𝐺∞𝑡𝑎𝑢 + 𝐺1𝑡𝑎𝑢 = 189.83 𝑀𝑃𝑎. 

Linear Viscoelastic Theory 

In order to fully characterized the viscoelastic material properties of the axon, we 

have conducted relaxation tests. Relaxation test is defined as the time response of the 

stress as the strain remains constant. Since the viscoelastic material response is a 

combination of both viscous and elastic behaviors, the time-dependent stress is a 

function of the strain and time as, 

 𝝈 = 𝑓(𝝐, 𝑡) (4.8) 

Hereditary integral is used to represent the constitutive relation between the 

stress and strain under small deformation assumption as, 

 𝜎𝑖𝑗 = ∫ 𝑆𝑖𝑗𝑘𝑙

𝑡

0

(𝑡 − 𝜏)
𝑑𝜖𝑘𝑙(𝜏)

𝑑𝜏
𝑑𝜏 𝑖, 𝑗, 𝑘, 𝑙 = 1,2,3 (4.9) 

In the above equation, 𝜏 is a dummy variable and 𝑆𝑖𝑗𝑘𝑙(𝑡) is the relaxation 

modulus. In the Voigt vector form, equation 4.9 can be represented as [184], 

 

{
 
 

 
 
𝜎11(𝑡)

𝜎22(𝑡)

𝜎33(𝑡)
𝜎23(𝑡)

𝜎13(𝑡)

𝜎12(𝑡)}
 
 

 
 

= ∫

[
 
 
 
 
 
𝑆1111 𝑆1122 𝑆1133
𝑆2211 𝑆1122 𝑆1133
𝑆3311
𝑆2311
𝑆1311
𝑆1211

𝑆3322
𝑆2322
𝑆1322
𝑆1222

𝑆3333
𝑆2333
𝑆1333
𝑆1233

    

𝑆1123 𝑆1113 𝑆1112
𝑆2223 𝑆2213 𝑆2212
𝑆3323
𝑆2323
𝑆1323
𝑆1223

𝑆3313
𝑆2313
𝑆1313
𝑆1213

𝑆3312
𝑆2312
𝑆1312
𝑆1212]

 
 
 
 
 

𝑡

0

{
  
 

  
 
𝑑𝜖11(𝜏) 𝑑𝜏⁄

𝑑𝜖22(𝜏) 𝑑𝜏⁄

𝑑𝜖33(𝜏) 𝑑𝜏⁄

𝑑𝜖23(𝜏) 𝑑𝜏⁄

𝑑𝜖13(𝜏) 𝑑𝜏⁄

𝑑𝜖12(𝜏) 𝑑𝜏⁄ }
  
 

  
 

𝑑𝜏 (4.10) 

For a heterogeneous material 𝑆𝑖𝑗𝑘𝑙(𝑡) is a 6x6 matrix of the relaxation modulus. 

However, for different material symmetry, the number of the independent relaxation 

function could vary between 2 to 21. For the axon microstructure, we have three 
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orthogonal planes of symmetry, and therefore the number of the independent relaxation 

function reduced to 9. In Voigt notation, they are given as, 

 

{
 
 

 
 
𝜎1(𝑡)

𝜎2(𝑡)

𝜎3(𝑡)
𝜎4(𝑡)

𝜎5(𝑡)

𝜎6(𝑡)}
 
 

 
 

= ∫

[
 
 
 
 
 
𝑆11 𝑆12 𝑆13
𝑆21 𝑆22 𝑆23
𝑆31
0
0
0

𝑆32
0
0
0

𝑆33
0
0
0

    

0 0 0
0 0 0
0
𝑆44
0
0

0
0
𝑆55
0

0
0
0
𝑆66]
 
 
 
 
 

𝑡

0

{
  
 

  
 
𝑑𝜖1(𝜏) 𝑑𝜏⁄

𝑑𝜖2(𝜏) 𝑑𝜏⁄

𝑑𝜖3(𝜏) 𝑑𝜏⁄

𝑑𝜖4(𝜏) 𝑑𝜏⁄

𝑑𝜖5(𝜏) 𝑑𝜏⁄

𝑑𝜖6(𝜏) 𝑑𝜏⁄ }
  
 

  
 

𝑑𝜏 (4.11) 

Due to the tensor symmetry, 9 independent relaxation functions are, 𝑆11, 𝑆22, 𝑆33, 

𝑆44, 𝑆55, 𝑆66, 𝑆12 = 𝑆21, 𝑆13 = 𝑆31, and 𝑆23 = 𝑆32. Each of these relaxation function can be 

expressed in terms of the Prony series for General Maxwell model (figure 4-9) give as 

[185], 

 𝑆𝑖𝑗(𝑡) = 𝑆𝑖𝑗0(1 −∑ℎ𝑖𝑗𝑘(1 − 𝑒
−𝑡 𝜏𝑖𝑗𝑘
⁄

)

𝑛

𝑘=1

) (4.12) 

Where,  

the coefficients are defined as, ℎ𝑖𝑗𝑘 = 𝑆𝑖𝑗𝑘/𝑆𝑖𝑗0 

the relaxation time for each Maxwell element is,  𝜏𝑖𝑗𝑘 = 𝑆𝑖𝑗𝑘/𝜇𝑖𝑗𝑘  

and, the short time modulus is related to the long term modulus as, 𝑆𝑖𝑗0=𝑆𝑖𝑗∞ +

∑ 𝑆𝑖𝑗𝑘
𝑛
𝑘=1 . 
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Figure 4-9 General Maxwell viscoelastic model 

Figure 4-10 shows a typical relaxation loading condition. Ideally, the strain needs 

to step increased and kept constant for enough long time for the stress to relax. However, 

in practice, this is not possible, rather strain is increased in a short period of time and 

then kept constant for stress to relax to an asymptotic value. Therefore, the loading 

function is given as, 

𝜖𝑖(𝑡) = { 
𝜖𝑖1𝑡 (𝑡1 − 𝑡0)⁄  𝑓𝑜𝑟 𝑡0 < 𝑡 ≤ 𝑡1 

(4.13) 

𝜖𝑖1 𝑓𝑜𝑟 𝑡1 < 𝑡 ≤ 𝑡2 

 

𝑑𝜖𝑖(𝑡)

𝑑𝑡
= { 

𝜖𝑖1 (𝑡1 − 𝑡0)⁄  𝑓𝑜𝑟 𝑡0 < 𝑡 ≤ 𝑡1 
(4.14) 

0 𝑓𝑜𝑟 𝑡1 < 𝑡 ≤ 𝑡2 

In the above two equations 𝑖 = 1,2,3,4,5,6. Total 6 loading case is required to fully 

characterize 9 𝑆𝑖𝑗(𝑡) of equation 4.11. For each loading case, the simulated data is then 
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used to estimate the volume-averaged time-dependent stress and strain for each time-

step. The volume-averaged stress and strain is defined as, 

 𝜎𝑖(𝑡) =
1

𝑉𝑅𝑉𝐸
∫ [𝜎𝑖(𝑡)]𝑘𝑑𝑉
𝑉

 (4.15) 

 𝜖𝑖(𝑡) =
1

𝑉𝑅𝑉𝐸
∫ [𝜖𝑖(𝑡)]𝑘𝑑𝑉
𝑉

 (4.16) 

Where, 𝑉𝑅𝑉𝐸 is the volume of the RVE. In the above two equations, the [𝜎𝑖(𝑡)]𝑘, 

[𝜖𝑖(𝑡)]𝑘 and 𝑑𝑉 are the stress, strain, and volume, respectively, of the 𝑘𝑡ℎ-element of the 

finite element model. For every time step, the instantaneous volume averaged stress-

strain constitutive relation is then used to estimate the relaxation function as, 

 𝜎𝑖(𝑡) = 𝑆𝑖𝑗(𝑡)𝜖𝑖(𝑡) (4.17) 

Once the relaxation function is realized, then a nonlinear regression analysis is 

done to curve fit the coefficients of equation 4.12. For 𝑛 number of Maxwell elements 

(spring and damper in series), total 2𝑛 + 1 coefficients are needed to fit. 

 

Figure 4-10 Typical relaxation test: time history of strain (left) and stress response (right). 

Composite RVE Modeling 

The composite representative volume element (RVE) of the axon is prepared as 

the finite element (FEM) micromechanical model. 4 RVEs are modeled by varying the 
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geometric properties. The base RVE, RVE-1, is modeled for 𝑅𝐼𝑀𝑇 = 7𝑛𝑚, 𝑅𝑂𝑀𝑇 =

12.5𝑛𝑚, 𝑅𝑡𝑎𝑢 = 4𝑛𝑚, 𝑑𝑀𝑇 = 20𝑛𝑚, 𝑑𝑡𝑎𝑢 = 40𝑛𝑚 and 2𝐿 = 1𝜇𝑚 (figure 4-11). The 

estimated volume fraction of MT (𝛼𝑀𝑇) and tau (𝛼𝑡𝑎𝑢) are 0.192 and 0.042, respectively, 

for the RVE-1. Keeping all other parameters fixed, 𝑅𝑡𝑎𝑢, 𝑑𝑀𝑇 and 𝑑𝑡𝑎𝑢 are parametrized 

for RVE-2, RVE-3, and RVE-4, respectively, and the details are summarized in table 4-2. 

Table 4-2 RVE parameters 

# RVE 
Varying Parameter and 

value 
𝛼𝑀𝑇 𝛼𝑡𝑎𝑢 

RVE-2 𝑅𝑡𝑎𝑢 = 6𝑛𝑚 0.192 0.096 

RVE-3 𝑑𝑀𝑇 = 38𝑛𝑚 0.098 0.040 

RVE-4 𝑑𝑡𝑎𝑢 = 20𝑛𝑚 0.192 0.087 

 

 

Figure 4-11 Base RVE (RVE-1) for MT and tau volume fraction of 0.192 and 0.042, 

respectively. 

Load Cases 

As discussed in equation 4-11, 6 load cases are required for complete 

viscoelastic material characterization of the axon RVE. Figure 4-10 shows a typical 

loading, and for all cases, the strain is increased for 30ms and kept constant for 130ms. 

Figure 4-12 shows the deformation boundary condition for the individual load case. We 
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have adopted the composite RVE analysis proposed by Sun et al. (1996) [186]. The first 

three load cases are for axial loading while the last three cases impose shear 

deformation. 

 

 

Figure 4-12 6 load cases for the viscoelastic characterization. 

Load Case 1, 2 and 3 

For the first three load cases, the faces at 𝑥1 = 0, 𝑥2 = 0 and 𝑥3 = 0 are defined 

as the symmetric region with displacement boundary condition defined as, 

𝑓𝑎𝑐𝑒, 𝑥1 = 0 𝑢(0, 𝑥2, 𝑥3) = 0  

𝑓𝑎𝑐𝑒, 𝑥2 = 0 𝑣(𝑥1, 0, 𝑥3) = 0 (4.18) 

𝑓𝑎𝑐𝑒, 𝑥3 = 0 𝑤(𝑥1, 𝑥2, 0) = 0  
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In the above equation, 𝑥1, 𝑥2 and 𝑥3 are coordinates; and 𝑢, 𝑣, and 𝑤 are 

displacements, respectively, in the three principal coordinates shown in figure 4-12. The 

displacement boundary conditions for the other three faces for first three load cases are, 

 Load Case 1  

𝑓𝑎𝑐𝑒, 𝑥1 = 𝑎1 𝑢(𝑎1, 𝑥2, 𝑥3) = 𝛿1(𝑡)  

𝑓𝑎𝑐𝑒, 𝑥2 = 𝑎2 𝑣(𝑥1, 𝑎2, 𝑥3) = 0 (4.19) 

𝑓𝑎𝑐𝑒, 𝑥3 = 𝑎3 𝑤(𝑥1, 𝑥2, 𝑎3) = 0  

 

 Load Case 2  

𝑓𝑎𝑐𝑒, 𝑥1 = 𝑎1 𝑢(𝑎1, 𝑥2, 𝑥3) = 0  

𝑓𝑎𝑐𝑒, 𝑥2 = 𝑎2 𝑣(𝑥1, 𝑎2, 𝑥3) = 𝛿2(𝑡) (4.20) 

𝑓𝑎𝑐𝑒, 𝑥3 = 𝑎3 𝑤(𝑥1, 𝑥2, 𝑎3) = 0  

 

 Load Case 3  

𝑓𝑎𝑐𝑒, 𝑥1 = 𝑎1 𝑢(𝑎1, 𝑥2, 𝑥3) = 0  

𝑓𝑎𝑐𝑒, 𝑥2 = 𝑎2 𝑣(𝑥1, 𝑎2, 𝑥3) = 0 (4.21) 

𝑓𝑎𝑐𝑒, 𝑥3 = 𝑎3 𝑤(𝑥1, 𝑥2, 𝑎3) = 𝛿3(𝑡)  

 

Load Case 4,5 and 6 

Three shearing deformation is implemented as, 

 Load Case 4  

𝑓𝑎𝑐𝑒, 𝑥2 = 0 𝑢(𝑥1, 0, 𝑥3) = 0  
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𝑣(𝑥1, 0, 𝑥3) = 0 (4.22) 

𝑤(𝑥1, 0, 𝑥3) = 0  

𝑓𝑎𝑐𝑒, 𝑥2 = 𝑎2 𝑢(𝑥1, 𝑎2, 𝑥3) = 𝛿4(𝑡)  

 

 Load Case 5  

𝑓𝑎𝑐𝑒, 𝑥1 = 0 

𝑢(0, 𝑥2, 𝑥3) = 0  

𝑣(0, 𝑥2, 𝑥3) = 0 (4.23) 

𝑤(0, 𝑥2, 𝑥3) = 0  

𝑓𝑎𝑐𝑒, 𝑥1 = 𝑎1 𝑢(𝑎1, 𝑥2, 𝑥3) = 𝛿5(𝑡)  

 

 Load Case 6  

𝑓𝑎𝑐𝑒, 𝑥1 = 0 

𝑢(0, 𝑥2, 𝑥3) = 0  

𝑣(0, 𝑥2, 𝑥3) = 𝛿6(𝑡) (4.24) 

𝑤(0, 𝑥2, 𝑥3) = 0  

𝑓𝑎𝑐𝑒, 𝑥1 = 𝑎1 

𝑢(𝑎1, 𝑥2, 𝑥3) = 0  

𝑣(𝑎1, 𝑥2, 𝑥3) = −𝛿6(𝑡) (4.25) 

𝑤(𝑎1, 𝑥2, 𝑥3) = 0  

For load case 6, the rigid body constraint is implemented by fixing displacement 

in all directions for the center-node of the FEM model. 

Prony Series Fit to the Time-Dependent Strain 

Once we have the simulation data for the volume-averaged stress and strain 

(equation 4.15 and 4.16) for different load cases, we can utilize a formulation that can be 

used to fit the Prony series parameters given in equation 4.12. The hereditary integral 
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given in equation 4.9 will be used by substituting the strain function (equation 4.13 and 

4.14) and Prony kernel (4.12). 

Mathematical Formulation 

For the multiple loading process, the hereditary integral is done for the two steps 

of loading shown in figure 4-10. Considering 𝜖0 = 𝜖(0) = 0 and 𝑡0 = 0 we can derive the 

formulation in two steps as, 

Step 1: 0 < 𝑡 ≤ 𝑡1 

 𝜎𝑖 = 𝜖0𝑆𝑖𝑗(𝑡) + ∫ 𝑆𝑖𝑗

𝑡

0

(𝑡 − 𝜏)
𝑑𝜖𝑘(𝜏)

𝑑𝜏
𝑑𝜏  

 =
𝑆𝑖𝑗0𝜖𝑖1

𝑡1
[𝑡 −∑ℎ𝑖𝑗𝑘𝑡

𝑛

𝑘=1

+∑ℎ𝑖𝑗𝑘𝜏𝑖𝑗𝑘

𝑛

𝑘=1

−∑ℎ𝑖𝑗𝑘𝜏𝑖𝑗𝑘

𝑛

𝑘=1

𝑒
−𝑡 𝜏𝑖𝑗𝑘
⁄

] (4.26) 

Step 2: 𝑡1 < 𝑡 ≤ 𝑡2 

𝜎𝑖 = 𝜖0𝑆𝑖𝑗(𝑡) + ∫ 𝑆𝑖𝑗

𝑡1−

0

(𝑡 − 𝜏)
𝑑𝜖𝑘(𝜏)

𝑑𝜏
𝑑𝜏 + ∫ 𝑆𝑖𝑗

𝑡

𝑡1+

(𝑡 − 𝜏)
𝑑𝜖𝑘(𝜏)

𝑑𝜏
𝑑𝜏  

=
𝑆𝑖𝑗0𝜖𝑖1

𝑡1
[𝑡1 −∑ℎ𝑖𝑗𝑘𝑡1

𝑛

𝑘=1

+∑ℎ𝑖𝑗𝑘𝜏𝑖𝑗𝑘

𝑛

𝑘=1

𝑒
−(𝑡−𝑡1) 𝜏𝑖𝑗𝑘

⁄
−∑ℎ𝑖𝑗𝑘𝜏𝑖𝑗𝑘

𝑛

𝑘=1

𝑒
−𝑡 𝜏𝑖𝑗𝑘
⁄

] (4.27) 

We have found that 𝑛 = 2 (two Maxwell elements) can provide a good fit to the 

data, hence total (2𝑛 + 1 =) 5 parameters (𝑆𝑖𝑗0, ℎ𝑖𝑗1, ℎ𝑖𝑗2, 𝜏𝑖𝑗1 𝑎𝑛𝑑 𝜏𝑖𝑗2) are reported for 

each relaxation function (𝑆𝑖𝑗(𝑡)). 

Nonlinear Regression for the Curve Fitting 

The Prony series coefficients defined in equation 4.26 and 4.27 will be estimated 

by using the nonlinear regression method. The Marquardt-Levenberg method has been 
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implemented for the data fit [187]. The error function (𝜒2) is minimized for unknown 

constant coefficients (C) in every iteration and given as [188], 

 𝜒(𝐶)2 =∑[
𝑦𝑖 − 𝑦(𝑥𝑖 ; 𝐶)

𝜎𝑆𝐷𝑖
]

2𝑁𝑑

𝑖=1

 (4.28) 

Where, 𝑁𝑑 is the number of data points, the simulated stress, and strain data 

points are 𝑦𝑖 and 𝑥𝑖, respectively. Function 𝑦(𝑥𝑖; 𝐶) is given by equation 4.26 and 4.27 for 

coefficient vector, 𝐶 = {𝑆𝑖𝑗0, ℎ𝑖𝑗1, ℎ𝑖𝑗2, 𝜏𝑖𝑗1, 𝜏𝑖𝑗2}
𝑇. For the 𝑖𝑡ℎ data point the standard 

deviation is given by 𝜎𝑆𝐷𝑖. Initial values of vector 𝐶 are defined first and then at each 

iteration the 𝜒(𝐶)2 is minimized. An improved 𝐶 is estimated until 𝜒(𝐶)2 reach a minimum 

and does not change. The thermodynamic constraint for each coefficient is defined as 

[185], 

 𝑆𝑖𝑗0 > 0,    ℎ𝑖𝑗𝑘 ≥ 0,   ∑ ℎ𝑖𝑗𝑘 ≤ 1    𝑎𝑛𝑑    𝜏𝑖𝑗𝑘 ≥ 0  (4.29) 

Results and Discussion 

A total of 24 simulations have been carried out for 4 different RVEs and 6 load 

cases to estimate 9 different relaxation moduli of the axon for MT Young’s modulus 1.5 

GPa. Another 6 simulations were carried out for increased 𝐸𝑀𝑇 = 1.9 𝐺𝑃𝑎. Results from a 

total 30 simulations are discussed here.  

Figure 4-13 and 4-14 show the snapshots from the load case 5 and load case 6. 

The displacement boundary condition is applied as shown in figure 4-12 and increased till 

30ms, followed by a constant displacement until 130ms. Within 20ms, stress relaxes in 

both cases. The relaxation time of the axon RVE is seen to be close to 20ms for all cases 

and summarized below. 
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Figure 4-13 𝑆55(𝑡) estimation by imposing the load case 5. 𝛿5(𝑡) is increased until 𝑡1 =

30𝑚𝑠 and kept constant for 100 ms (𝑡2 = 130 𝑚𝑠). At the 𝑡 = 50𝑚𝑠 the stress relaxes 

while the RVE is still deformed. 

 

Figure 4-14 𝑆66(𝑡) estimation by imposing load case 6. 𝛿6(𝑡) is increased until 𝑡1 = 30𝑚𝑠 

and kept constant for 100 ms (𝑡2 = 130 𝑚𝑠). At the 𝑡 = 50𝑚𝑠 the stress relaxes while the 

RVE is still deformed. 

Total 6 load cases were needed to estimate 9 independent relaxation moduli, 

and figure 4-15 to 4-20 show the nonlinear regression fit to volume averaged stress with 

the Prony series parameters. The fitted parameters are summarized in table 4-3 to 4-7 for 
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different RVEs. The short time modulus (𝑆𝑖𝑗0) is maximum in the longitudinal direction 

along with the MT orientation (𝑆33(𝑡)). The effect of Young’s modulus of the MT is 

insignificant in all relaxation moduli except 𝑆33(𝑡), which is increased as 𝐸𝑀𝑇 is increased. 

The transverse relaxation moduli (𝑆11(𝑡)𝑎𝑛𝑑 𝑆22(𝑡)) and the shear relaxation moduli 

(𝑆44(𝑡) 𝑎𝑛𝑑 𝑆55(𝑡)) are in the same order for all RVEs indicating transverse isotropy. 

 

Figure 4-15 Nonlinear regression fit for the estimation of 𝑆11(𝑡) from the load case 1. 

  

Figure 4-16 Nonlinear regression fit for the estimation of 𝑆12(𝑡) (left) and 𝑆22(𝑡) (right) 

from the load case 2. 
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Figure 4-17 Nonlinear regression fit for the estimation of 𝑆13(𝑡) (top), 𝑆23(𝑡) (bottom left) 

and 𝑆33(𝑡) (bottom right) from the load case 3. 
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Figure 4-18 Nonlinear regression fit for the estimation of 𝑆44(𝑡) from the load case 4. 

 

Figure 4-19 Nonlinear regression fit for the estimation of 𝑆55(𝑡) from the load case 5. 
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Figure 4-20 Nonlinear regression fit for the estimation of 𝑆66(𝑡) from the load case 6. 

Tow relaxation times are identified, one being very fast (𝜏𝑖𝑗1) in the order of a 

fraction of millisecond and another one (𝜏𝑖𝑗2) is in the order of a couple of milliseconds. 

The corresponding coefficient (ℎ𝑖𝑗1) related to the short relaxation time reduce 10-15% of 

the stress. The Maxwell element consists of 𝜏𝑖𝑗1 and ℎ𝑖𝑗1 dictates the short-term 

responses of the axon RVE. The second Maxwell element (𝜏𝑖𝑗2 𝑎𝑛𝑑 ℎ𝑖𝑗2) dominates the 

long-term responses and relaxes 80-85% stress. Therefore, the long term relaxation 

moduli are (𝑆𝑖𝑗(𝑡 → ∞) = 𝑆𝑖𝑗0 (1 −
∑ ℎ𝑖𝑗𝑘
𝑛
𝑘=1 )) 90-95% lower than the short term shear 

moduli (𝑆𝑖𝑗(𝑡 = 0) = 𝑆𝑖𝑗0). 
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Table 4-3 Prony series parameters for all 𝑆𝑖𝑗(𝑡) for RVE-1 (𝐸𝑀𝑇 = 1.5 𝐺𝑃𝑎) 

 RVE-1 (𝐸𝑀𝑇 = 1.5 𝐺𝑃𝑎) 

𝑆𝑖𝑗(𝑡) 𝑆𝑖𝑗0 [𝑀𝑃𝑎]  ℎ𝑖𝑗1 ℎ𝑖𝑗2 𝜏𝑖𝑗1[𝑚𝑠] 𝜏𝑖𝑗2 [𝑚𝑠] 

𝑆11 950 0.15 0.82 0.8 15.5 

𝑆12 270 0.15 0.82 0.8 15.5 

𝑆22 900 0.15 0.82 0.8 15.5 

𝑆13 80 0.10 0.80 0.8 15.5 

𝑆23 55 0.13 0.83 0.8 15.5 

𝑆33 3250 0.10 0.80 0.8 19.0 

𝑆44 310 0.13 0.83 0.7 11.0 

𝑆55 310 0.13 0.83 0.7 11.0 

𝑆66 310 0.13 0.83 0.7 11.0 

 

Table 4-4 Prony series parameters for all 𝑆𝑖𝑗(𝑡) for RVE-1 (𝐸𝑀𝑇 = 1.9 𝐺𝑃𝑎) 

 RVE-1 (𝐸𝑀𝑇 = 1.9 𝐺𝑃𝑎) 

𝑆𝑖𝑗(𝑡) 𝑆𝑖𝑗0 [𝑀𝑃𝑎]  ℎ𝑖𝑗1 ℎ𝑖𝑗2 𝜏𝑖𝑗1[𝑚𝑠] 𝜏𝑖𝑗2 [𝑚𝑠] 

𝑆11 950 0.15 0.82 0.8 15.5 

𝑆12 270 0.15 0.82 0.8 15.5 

𝑆22 900 0.15 0.82 0.8 15.5 

𝑆13 100 0.10 0.80 0.8 15.5 

𝑆23 60 0.13 0.83 0.8 15.5 

𝑆33 4000 0.10 0.80 0.8 19.0 

𝑆44 310 0.13 0.83 0.7 11.0 

𝑆55 310 0.13 0.83 0.7 11.0 

𝑆66 310 0.13 0.83 0.7 11.0 

 

Table 4-5 Prony series parameters for all 𝑆𝑖𝑗(𝑡) for RVE-2 

 RVE-2 

𝑆𝑖𝑗(𝑡) 𝑆𝑖𝑗0 [𝑀𝑃𝑎]  ℎ𝑖𝑗1 ℎ𝑖𝑗2 
𝜏𝑖𝑗1[𝑚𝑠] 𝜏𝑖𝑗2 [𝑚𝑠] 

𝑆11 1100 0.13 0.83 0.7 11.0 

𝑆12 340 0.13 0.83 0.7 11.0 

𝑆22 1100 0.13 0.83 0.7 11.0 

𝑆13 130 0.13 0.83 0.7 11.0 

𝑆23 120 0.14 0.84 0.7 11.0 

𝑆33 2800 0.05 0.65 0.8 19.0 

𝑆44 310 0.13 0.83 0.7 11.0 

𝑆55 310 0.13 0.83 0.7 11.0 

𝑆66 250 0.13 0.83 0.7 11.0 
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Table 4-6 Prony series parameters for all 𝑆𝑖𝑗(𝑡) for RVE-3 

 RVE-3 

𝑆𝑖𝑗(𝑡) 𝑆𝑖𝑗0 [𝑀𝑃𝑎]  ℎ𝑖𝑗1 ℎ𝑖𝑗2 
𝜏𝑖𝑗1[𝑚𝑠] 𝜏𝑖𝑗2 [𝑚𝑠] 

𝑆11 800 0.13 0.82 0.8 15.5 

𝑆12 290 0.15 0.82 0.8 11.5 

𝑆22 750 0.15 0.82 0.8 15.5 

𝑆13 340 0.13 0.83 0.6 17.0 

𝑆23 150 0.14 0.84 0.8 17.0 

𝑆33 4500 0.13 0.83 0.8 15.0 

𝑆44 280 0.13 0.83 0.7 11.0 

𝑆55 270 0.13 0.83 0.7 11.0 

𝑆66 270 0.13 0.83 0.7 11.0 

 

Table 4-7 Prony series parameters for all 𝑆𝑖𝑗(𝑡) for RVE-4 

 RVE-4 

𝑆𝑖𝑗(𝑡) 𝑆𝑖𝑗0 [𝑀𝑃𝑎]  ℎ𝑖𝑗1 ℎ𝑖𝑗2 𝜏𝑖𝑗1[𝑚𝑠] 𝜏𝑖𝑗2 [𝑚𝑠] 

𝑆11 950 0.15 0.82 0.8 15.5 

𝑆12 350 0.15 0.82 0.8 11.5 

𝑆22 900 0.15 0.82 0.8 15.5 

𝑆13 110 0.10 0.80 0.8 15.5 

𝑆23 110 0.13 0.83 0.8 11.5 

𝑆33 2900 0.05 0.75 1.0 25.0 

𝑆44 310 0.13 0.83 0.7 11.0 

𝑆55 310 0.13 0.83 0.7 11.0 

𝑆66 310 0.13 0.83 0.7 11.0 

 

Figure 4-21 to 4-26 compare all each relaxation modulus for different RVEs. In 

RVE-2 and RVE-4 the volume fraction of tau (𝛼𝑡𝑎𝑢) is increased by increasing the radius 

of tau cross-section (𝑅𝑡𝑎𝑢) and tau spacing (𝑑𝑡𝑎𝑢), respectively. In RVE-3 the volume 

fraction of MT (𝛼𝑀𝑇) is reduced by increasing the MT spacing (𝑑𝑀𝑇).  The effect of 

increasing tau volume fraction is prominent in transverse loading case (1 and 2) and 

shows increasing short term modulus (𝑆11(𝑡), 𝑆12(𝑡) 𝑎𝑛𝑑 𝑆22(𝑡)) as 𝛼𝑡𝑎𝑢 is increased 

(figure 4-21 and 4-22). For the longitudinal loading case (load case 3) the effect of 

decreasing MT volume fraction is dominant, and more stiffness is shown for decreasing 

𝛼𝑀𝑇 (figure 4-23). The shear responses of the axon RVE are identical for all RVEs 
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indicating no or little effect of the MT and tau volume fraction (figure 4-24, 4-25, and 4-

26).  

 

Figure 4-21 Comparison of 𝑆11(𝑡) for different RVE (Load Case 1) 

  

Figure 4-22 Comparison of 𝑆12(𝑡) (left) and 𝑆22(𝑡) (right) for different RVE (Load Case 2) 
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Figure 4-23 Comparison of 𝑆13(𝑡) (top), 𝑆23(𝑡) (bottom left) and 𝑆33(𝑡) (bottom right) for 

different RVE (Load Case 3) 
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Figure 4-24 Comparison of 𝑆44(𝑡) for different RVE (Load Case 4) 

 

Figure 4-25 Comparison of 𝑆55(𝑡) for different RVE (Load Case 5) 
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Figure 4-26 Comparison of 𝑆66(𝑡) for different RVE (Load Case 6) 

Finally, figure 4-27 shows all 9 relaxation moduli from RVE-1 and indicates that 

although the RVE is orthotropic due to the hexagonal orientation of the MTs, the 

relaxation matrix is transverse isotropic. From figure 4-27, 𝑆11(𝑡) = 𝑆22(𝑡), 𝑆44(𝑡) = 𝑆55(𝑡) 

and 𝑆13(𝑡) = 𝑆23(𝑡). Therefore, we can conclude that there are 6 distinct relaxation moduli 

in which 5 are independent (𝑆11(𝑡), 𝑆33(𝑡), 𝑆44(𝑡), 𝑆66(𝑡) 𝑎𝑛𝑑 𝑆13(𝑡)). The relaxation matrix 

can be written as, 

 𝑆𝑖𝑗(𝑡) =

[
 
 
 
 
 
𝑆11 𝑆12 𝑆13
𝑆12 𝑆11 𝑆13
𝑆13
0
0
0

𝑆13
0
0
0

𝑆33
0
0
0

    

0 0 0
0 0 0
0
𝑆44
0
0

0
0
𝑆44
0

0
0
0
𝑆66]
 
 
 
 
 

 (4.30) 

In the frequency domain 𝑆12 is related to 𝑆11 and 𝑆66 as, 

 𝑆1̅2
∗
(𝑠) = 𝑆1̅1

∗
(𝑠) − 2𝑆6̅6

∗
(𝑠) (4.31) 

In the above equation 𝑆1̅1
∗
(𝑠) and 𝑆6̅6

∗
(𝑠) can be estimated as shown in equation 

4.6. 
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Figure 4-27 Transverse isotropy with 5 independent relaxation moduli. 
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