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ABSTRACT 

ADVANCING HYDROLOGIC AND HYDRAULIC UNDERSTANDING AND 

APPLICATION THROUGH INUNDATION MAPPING AND ESTIMATION OF LOSSES 

Jiaqi Zhang, Ph.D. 

The University of Texas at Arlington, 2020 

Flooding is the most frequent weather hazard that can cause serious fatalities and property 

damages worldwide. Climate change with extreme weather has further increased the impact from 

flooding and brought unprecedented challenges to engineering infrastructure and design. Scientists 

and engineers have used models to investigate and forecast the hydrologic and hydraulic responses 

to environmental changes in meteorological forcing and land use. With recent advances in sensing 

and computing technologies, models have been reaching higher levels of spatiotemporal 

granularity and scale. However, gaps exist between the scientific exploration and engineering 

practices. This doctoral study has been conducted to bridge such gaps via investigating 1) 

inundation mapping approaches and 2) infiltration loss models in various modeling frameworks. 

The obtained insights are firstly beneficial to modelers/engineers who can strategically choose the 

optimal modeling scheme based on the needs and resources. For scientists studying hydrology and 

hydrology-atmosphere feedbacks, understanding how different factors synergize or counteract 

with each other to affect hydrologic processes is rewarding. For the community and emergency 

responders, increasingly detailed and realistic representations of physical processes marks a shift 

in the paradigm of operational flood forecast from a past that heavily relies on human 

judgment/adjustment towards a computationally expensive but more robust future.  
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Chapter 1: Introduction 

RESEARCH GOALS  

The overarching goals of this Ph.D. work are 1) to improve our understanding of strength 

and weakness in achieving the optimal accuracy and efficiency for operational inundation 

mapping and 2) to improve water resource management via better representing infiltration loss 

using realistic and abstract infiltration schemes in hydrologic models. There are still gaps between 

design practices and most updated data/science in hydrology and hydraulics, which is reflected by 

the vast variety of models. With recent advances in remote sensing, high-performance computing, 

and in-situ measurements, hydrologic/hydraulic models have rapidly evolved from simplistic, 

lumped models to physics-based distributed models. My Ph.D. study primarily focuses on bridging 

the gap between science and engineering via investigating capability of various models in 

achieving realism and efficiency to better facilitate water resource management. To this end, the 

whole dissertation aims to answer the following first-order research questions. 

1. How do terrain- and dynamic-based inundation models perform with respect to 

comparison with remotely sensed observation as well as the feasibility in near real-time, large 

scale inundation mapping?  

2. What is the role of re-infiltration in the whole hydrologic process and its 

significance in flood forecasting in response to various hydrometeorological, geographical, and 

parameter settings? 

3. How can we advance the parameterization of empirical infiltration loss models 

using all available in-situ and remotely sensed observation, in order to enhance the design practices? 
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DISSERTATION STRUCTURE 

This dissertation consists of five chapters. Chapter 1 introduces the research goals, 

questions and structure of this dissertation. Subsequent chapters contain three manuscripts 

focusing on the following topics: comparison of different inundation mapping approaches (Chapter 

2); representation of infiltration loss in a distributed process-based model (Chapter 3); and 

infiltration loss estimation in a lumped hydrologic model (Chapter 4). Chapter 5 presents 

conclusions and future research.  

Terrain-based and hydraulic-based inundation models are compared in Chapter 2. This 

study utilized the Height Above the Nearest Drainage (HAND) as terrain-based model and the 

International River Interface Cooperative (iRIC) as hydraulic-based model to estimate the 

inundation area for a large flooding event occurring in May of 2016 in the Brazos River. The 

inundation extents simulated from these two modeling approaches are then compared against the 

observed inundation extent derived from a Landsat-8 Satellite image. The results highlighted the 

pros and cons for each modeling approach. Chapter 2 also helps to identify potential improvements 

for HAND-based simulation. 

Chapter 3 investigates the representation of infiltration loss in a distributed process-based 

modeling system, WRF-Hydro. An important component that WRF-Hydro introduced, re-

infiltration process, is evaluated under different hydrometeorological and geographical conditions 

with model parameter settings. A series of idealized numerical experiments and two real storm 

events are simulated using 18 watersheds in North Central Texas as a testbed. The results show 

that the runoff coefficient and the re-infiltration ratio are positively correlated in the study area 

from both hypothetical and real events, indicating re-infiltration effects can become more 

pronounced as flood potential increases. Findings in Chapter 3 also demonstrate the necessity in 
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representing the re-infiltration process in flood forecasting. Models that do not incorporate this 

process may be over-calibrated to compensate errors originated from the missing process. 

Chapter 4 presents the loss estimation in a lumped hydrologic model: HEC-HMS. The 

specific loss method utilized is the Initial Abstraction and Constant Loss (IACL) method, which 

has been widely applied in the engineering practices due to its simplicity and relative accuracy. A 

data-driven approach is applied to quantify the total loss and its initial abstraction (IA) and constant 

loss (CL) components. Compared to the traditional calibration approach to estimate IACL, data-

driven approach brings a lot more IA and CL samples, which can help to identify the statistical 

behavior of IA and CL values in a probability sense. The statistics of IACL from this study 

establish a solid foundation for future Monte-Carlo rainfall-runoff simulations, which can provide 

a better estimation in derived flood frequency curves. 

Chapters 2, 3, and 4 are three manuscripts published or intended for publication in peer-

reviewed journals. Their full references are as follows: 

Zhang, J., Munasinghe, D., Huang, Y.F., Fang, Z., Cohen, S., and Tsang, Y.P (2018). 

“Comparative Analysis of Inundation Mapping Approaches for the 2016 Flood in the Brazos 

River, Texas”, AWRA Journal of the American Water Resources Association (JAWRA) 1–

14. https://doi.org/10.1111/1752-1688.12623 

Zhang. J., Lin, P., Gao, S., and Fang, Z. (2020). “Understanding the Re-infiltration Process to 

Simulating Streamflow in North Central Texas using the WRF-Hydro Modeling System”. 

Journal of Hydrology, 124902. https://doi.org/10.1016/j.jhydrol.2020.124902 

Zhang. J., Gao, S., and Fang, Z. (2020). “Investigation of Loss Estimation to Facilitate Design 

Flood Practices in North Central Texas”.  (In Preparation).  

https://doi.org/10.1111/1752-1688.12623
https://doi.org/10.1016/j.jhydrol.2020.124902


 
 

4 
 

Chapter 2: Comparative Analysis of Inundation Mapping Approaches for 

the 2016 Flood in the Brazos River, Texas 1 

 

 

 

 

 

Zhang, J., Munasinghe, D., Huang, Y.F., Fang, Z., Cohen, S., and Tsang, Y.P  (2018). 

“Comparative Analysis of Inundation Mapping Approaches for the 2016 Flood in the Brazos 

River, Texas”, AWRA Journal of the American Water Resources Association (JAWRA) 1–14. 

DOI: https://doi.org/10.1111/1752-1688.12623 

 

 

 

 

 

 

 

1 Used with Permission from Wiley, the publisher of Journal of the American Water Resources Association, 
2020 

 

https://doi.org/10.1111/1752-1688.12623


 
 

5 
 

ABSTRACT 

Accurate and timely flood inundation maps serve as crucial information for hydrologists, 

first-responders and decision makers of natural disaster management agencies. In this study, two 

modeling approaches are applied to estimate the inundation area for a large flooding event 

occurring in May of 2016 in the Brazos River: (1) Height Above the Nearest Drainage combined 

with National Hydrograph Dataset Plus (NHDPlus-HAND) and (2) International River Interface 

Cooperative ─ Flow and Sediment Transport with Morphological Evolution of Channels (iRIC-

FaSTMECH). The inundation extents simulated from these two modeling approaches are then 

compared against the observed inundation extents derived from a Landsat-8 Satellite image. The 

simulated results from NHDPlus-HAND and iRIC- FaSTMECH show 56% and 70% of overlaps 

with the observed flood extents, respectively. A modified version of the NHDPlus-HAND model, 

considering networked catchment behaviors, is also tested with an improved fitness of 67%. This 

study suggests that the NHDPlus-HAND has the potential for real-time continental inundation 

forecast due to its low computational cost and ease to couple with the NWM. Better performance 

of NHDPlus-HAND can be achieved by considering the inter-catchment flows during extreme 

riverine flood events. Overall, this study presents a comprehensive examination made of remote 

sensing compared with HAND-based inundation mapping in a region of complex topography.  

KEY TERMS 

Flooding; Inundation; NHDPlus-HAND; iRIC; Simulation; Observation; Remote Sensing 
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INTRODUCTION 

Flooding is one of the leading causes of natural disaster related deaths worldwide (Federal 

Emergency Management Agency, 1992; Conrad et al., 1998; Merwade et al., 2008; Cook and 

Merwade, 2009). According to a study on flood damage in the United States, flood damage 

increases over time due to rapidly growing population and urban development (Pielke et al., 2002). 

Accurate and timely inundation maps not only provide first-hand information for rescuing and 

emergency operations during floods, but also potentially improve flood risk management and 

better estimate flood insurance rates (Merwade et al., 2008; Cook and Merwade, 2009; Fang et al., 

2011). In the United States, most major river systems have flood risk maps delineated by the 

Federal Emergency Management Agency (FEMA) through the National Flood Insurance Program 

(NFIP). Although FEMA has produced approximately 100,000 flood risk maps based on 100-year 

return period flows (NFIP, 2002), inundation maps for real events are unavailable or limited by 

uncertainties in data sources or modeling (Christian et al., 2013).  

Flood inundation modeling approaches are essentially to convert flows from either 

hydrologic models or observation gages into inundation extent/depth based upon topographic 

information. In general, inundation models can be classified as terrain-based and dynamic-based 

approaches. Terrain-based approaches refer to the methods employing topography and simplifying 

the fluid mechanics process to predict inundation extents. Intersecting topography surface with a 

planar water surface is normally defined as the simplest terrain-based approach to generate 

inundated area (Priestnall et al., 2000). Some terrain-based models are also known as storage cell 

models by treating the floodplain as many storage cells and solving uniform flow formulas like 

Manning’s and weir-type equations for floodplain routing (Cunge et al.,1976; Estrela, 1994; 

Romanowicz et al., 1996, Bates and De Roo, 2000). Another type of terrain-based approach 
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calculates the elevation difference between each grid cell and its nearest flowpath grid based on 

topographic information (Nobre et al., 2011). In summary, the terrain-based approaches aim to 

reduce computational cost while generating satisfactory inundation results. 

Dynamic-based approaches include hydraulic/hydrodynamic models which are generally 

categorized as one-, two- and three-dimensional models. One-dimensional hydraulic models 

consider fluid continuity and momentum, which solve one-dimensional St. Venant equations. One 

example of such hydraulic models is the Hydrologic Engineering Center's River Analysis System 

(HEC-RAS) developed by the U.S. Army Corps of Engineers (USACE). The general steps of 

inundation mapping using one-dimensional hydraulic models involve: (1) obtaining discharge 

information from gage observation or a calibrated hydrologic model; (2) developing perpendicular 

cross sections along the flow path based on Digital Elevation Model (DEM) or survey information 

with hydraulic parameters (e.g. surface roughness); (3) calculating the water surface elevations 

based on the discharge and cross-sectional information from the previous steps; (4) comparing the 

water surface elevations with DEMs, and the area where water surface is higher than terrain 

elevation is defined as inundated (IACWD 1982; Maidment and Djokic, 2000; Noman et al., 2001; 

FEMA 2003; Merwade et al., 2008). Two-dimensional hydraulic models use finite-element mesh 

as a calculation unit and have capability to simulate the lateral unsteady flow dynamics including 

backflow condition (Crowder and Diplas, 2000; Merwade et al., 2008). Three-dimensional 

hydraulic models can fully represent the comprehensive form of the Navier-Stokes equations 

(White, 1974; Lane et al, 1999). Since three-dimensional approaches might be unnecessarily 

complex and computationally expensive (Bates and De Roo, 2000; Horritt and Bates, 2001; Hunter 

et al., 2007), one- and two-dimensional models are the primarily used in floodplain prediction to 
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date (Hunter et al., 2007). Table 1 shows the comparison between dynamic-based and terrain-

based inundation mapping approaches. 

Table 1. Comparison of dynamic-based and terrain-based inundation approaches 

 

Height Above the Nearest Drainage combined with National Hydrograph Dataset Plus 

(NHDPlus-HAND) is a terrain-based flood indundation model. The Height Above the Nearest 

Drainage (HAND) concept was first introduced by Rennó et al. (2008). The HAND model 

normalizes topography based on relative heights found along the nearest drainage network (Nobre 

et al., 2011). The HAND raster is generated by subtracting the elevation of each grid cell from the 

elevation of its nearest stream grid cell. Nobre et al. (2016) has validated the HAND method using 

a flood event in Southern Brazil with a finding that HAND can be used to predict inundation 

extents. Since HAND rasters are computed based on topography and flowpath information, 

accurate Digital Elevation Model (DEM) and flowline are essential components in establishing a 
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HAND model. The National Hydrograph Dataset Plus (NHDPlus) is an integrated geo-spatial, 

hydrologic dataset built by the U.S. Environmental Protection Agency (USEPA) Office of Water 

and the US Geological Survey (USGS). The NHDPlus Version 2 dataset provides a reliable stream 

network consisting of approximately 2.7 million reaches in the continental United States 

(http://www.horizon-systems.com/nhdplus/). Liu et al. (2016) calculated HAND rasters for the 

contiguous United States using a 10-m resolution DEM combined with NHDPlus streamlines 

(termed NHDPlus-HAND). For delineating inundation maps, HAND needs discharge and rating 

curve information from hydrologic/hydraulic models. Brought into operations in August of 2016, 

the National Water Model (NWM) is a high-resolution hydrologic model simulating discharge for 

2.7 million NHDPlus (Version 2) stream reaches over the continental United States (NOAA, 2016). 

The NWM is developed based on the Weather Research and Forecasting Model Hydrological 

(WRF-Hydro) framework, which utilizes meteorological forcing from the operational High 

Resolution Rapid Refresh (HRRR) model and precipitation forcing from the Multi-Radar/Multi-

Sensor System (MRMS). To obtain discharge information, the NWM utilizes a vector-based 

channel routing module based on the NHDPlus reaches, which was firstly demonstrated using the 

Routing Application of the Parallel Computation of Discharge (RAPID) in 2015 (Maidment, 2017; 

Lin et al., 2017), and then evolved into the Muskingum-Cunge routing method in 2016 (NOAA, 

2016). This study uses a set of the pre-operational NWM discharge data that ingests the streamflow 

data assimilation capability at ~7000 gauge stations (NOAA, 2016) on top of the Muskingum-

Cunge routing. The NHDPlus-HAND is chosen as the terrain-based model for the study due to its 

ease of application to be coupled with the existing hydrologic model (NWM).   

A dynamic-based model, International River Interface Cooperative - Flow and Sediment 

Transport with Morphological Evolution of Channels (iRIC-FaSTMECH) is a two-dimensional 

http://www.horizon-systems.com/nhdplus/
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hydrodynamic model employing a channel-fitted coordinate system (cylindrical coordinate 

system), where the curvature follows the stream direction (FaSTMECH Model Note. Accessed 

March 1, 2017, http://i-ric.org/en/downloads). It provides information of velocity and water 

surface elevation for a given discharge and roughness by hydrostatic-distribution pressure and a 

quasi-steady approximation (Nelson and McDonald, 1996), which allows the discharges to vary 

in time, and simplifies unsteady terms in the equations of motion. The iRIC system includes 

different models with less restrictive assumptions and more applicability but requires more 

extensive calibration data (Nelson et al., 2016, www.i-ric.org). The iRIC model framework is 

upgraded from the Multidimensional-Surface Water System Modeling System (MD-SWMS) 

(McDonald et al., 2001, 2005), which employs a finite difference approach on a curvilinear grid 

to solve the depth and Reynolds-averaged Navier-Stokes equations (Nelson et al., 2003). Not only 

can the iRIC-FaSTMECH provide the maximum inundation area at peak stage but also be used for 

simulating water level, flow velocity distribution for the floodplain, etc. (Ku and Kim, 2014; Son 

et al., 2014; Kail et al., 2015). Kenney and Freeman (2011) suggested that iRIC-FaSTMECH give 

a fair spatial understanding of water-surface elevation, velocities, and sheer stress associated with 

high flows. Son et al. (2014) showed that iRIC-FaSTMECH well simulated water-surface levels 

in South Korea. Due to its simulation efficiency and utility in predicting water-surface elevation 

during the flood event, iRIC-FaSTMECH is selected as the dynamic-based model in this study. 

Lack of reliable observed spatial extents of flood inundation limits the validation and utility 

of both approaches in flood inundation mapping. Fortunately, the advent of satellite-based remote 

sensing technology has become a key tool for flood monitoring (e.g. Dartmouth Flood Observatory: 

http://floodobservatory.colorado.edu). Such applications of satellite imagery for river inundation 

http://i-ric.org/en/downloads
http://www.i-ric.org/
http://floodobservatory.colorado.edu/
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(e.g. the U.S. Flood Inundation Map Repository: http://sdml.ua.edu/usfimr) serve as observations 

on flooding areal extents within the region of interest (Khan et al., 2011).  

In this regard, the authors are motivated to investigate the performances of various 

inundation simulations based on observation derived using remote sensing techniques. A better 

understanding of mechanisms of terrain- and dynamic-based inundation approaches can then be 

achieved. Furthermore, deeper insights are gained to improve the timeliness and accuracy of real-

time flood inundation mapping. This study is conducted to achieve the following objectives: 

1. To validate the NHDPlus-HAND’s simulation using streamflow information from the 

NWM along with the observation derived from the satellite imagery. 

2. To evaluate the terrain-based (NHDPlus-HAND) and dynamic-based (iRIC-

FaSTMECH) models with respect to modeling accuracy, modeling efficiency (running time), and 

feasibility in real-time mode. 

3. To provide suggestions for future model development and explore potential efficient 

ways to improve NHDPlus-HAND towards accurate large-scale inundation mapping. 

STUDY AREA 

Based on a request for presidential disaster declaration by Abbott (2016), 12 counties in 

Texas with a population of 3.9 million were impacted by a flood event occurring in the Brazos 

River in May of 2016. There were over 11,000 people evacuated from their impacted homes along 

the Brazos River (Abbott, 2016). Due to the severity of the flood, the May of 2016 event is 

particularly selected for this study to seek useful information for future decision making under 

severe weather conditions. 

http://sdml.ua.edu/usfimr
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The study area (Figure 1) is a section of the Brazos River spanning 27 km of main-stem 

distance upstream of the USGS gage near Hempstead (ID: 8111500). The inundation of the May 

2016 event over the study area was captured in a relatively cloud-free Landsat 8 image. As shown 

in Figure 2B, the majority of the area appears to be flooded in comparison with the pre-flood 

condition (Figure 2A). The USGS gage (ID: 8111500) recorded a total rainfall of 255.8 mm within 

25 hours, as well as the peak stage of 16.78 m (above the datum) at 3 p.m. on May 27th, 2016, 

Central Daylight Time (CDT). The Landsat 8 imagery (Figure 2B) was captured at 12 p.m. on 

May 28th (CDT), 21 hours after the peak stage occurred. However, at the moment when satellite 

imagery was taken, it shows that the stage elevation decreased from the peak stage elevation only 

by 2.5% (Figure 3), implying the slow recession of the river after the peak stage occurred. Because 

of such a small difference, the flood extents captured by satellite imagery is assumed to represent 

the peak inundation in this study.  

 

Figure 1. The study area and stream reaches in the Brazos River, Texas. 
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Figure 2. Satellite imageries showing A. pre-flood (12 p.m. on March 25th, 2016(CDT)) and 

B. post-flood condition (12 p.m. on May 28th, 2016(CDT)) in the study area. 
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Figure 3. Stage hydrograph and rainfall hyetograph shows the target timing of model 

simulation and the timing of satellite observation. 

METHODOLOGY 

To better understand and evaluate two inundation modeling methods and their 

corresponding performances, the authors conduct a series of comparisons of simulated inundation 

from both approaches, i.e. terrain-based (NHDPlus-HAND and the modified HAND) and 

dynamic-based (iRIC-FaSTMECH), with observed inundation from the satellite imagery for the 

study area during the May 2016 event. For simplicity, NHDPlus-HAND and iRIC-FaSTMECH 

are referred to as HAND and iRIC respectively in the following sections. The methodology 

consists of three major parts: HAND, iRIC, and remote sensing. The HAND model uses hydrologic 

model’s outcome as the input discharge to delineate flood inundation. As a supplementary 

approach, a modified version of HAND is also tested for inundation mapping. The iRIC is a two-
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dimensional hydraulic model, to simulate flood inundation maps. Satellite imagery is used as 

observation for further comparisons with simulations in the third part. Figure 4 illustrates the data 

and workflow of the methodology with more details in the following sections. 

 

Figure 4. Schematic diagram of this study. 

NHDPlus-HAND 

NHDPlus-HAND generates inundation maps through the procedure as shown in Figure 4. 

First, the NWM output provides hourly discharge information for each NHDPlus flowline 

(identified by a unique ID number - ComID). In general, the discharge from the NWM undergoes 

nudging-based data assimilation wherever/whenever gage-observed values become available, 

which leads to a close match between the NWM discharge and observed discharge as shown in 

Figure 5. Then these NWM flow information is converted into stage height using rating curves 

(stage-discharge relationship). The rating curve for each reach is generated from channel properties 
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in the HAND model based on Manning’s equation. These interpreted stage height information 

allows us to determine inundation extents from the HAND raster. In each catchment, HAND cells 

with lower elevation than the interpreted stage height information can be classified as ‘wet’ cells. 

For example if the calculated stage for a given catchment (ComID) is 5 m, all HAND cells with a 

value between 0 and 5 will be classified as ‘wet’ cells. A simple GIS-based Raster Calculator 

equation is applied to identify the ‘wet’ cells. The whole methodology of creating inundation map 

using HAND is automated with a Python script utilizing a number of ArcGIS tools for a better 

efficiency. 

 

Figure 5. U.S. Geological Survey gage observed hydrograph and the National Water Model 

hydrograph with nudging-based data assimilation. 



 
 

17 
 

Modified HAND 

 The NHDPlus-HAND method typically enables users to determine inundated area based 

on individual NHDPlus catchment with corresponding water depth. However, with the assumption 

of applying uniform water depth for each catchment, NHDPlus-HAND cannot consider inter-

catchment flow mechanisms, i.e. the flow transfer between adjacent catchments. To tackle this 

deficiency, McGehee et al. (2016) developed the modified HAND method by taking stream orders 

into account when determining the nearest drainage. In essence, the modified HAND method 

provides an approach to re-define channel network, i.e. deleting streams with low stream orders. 

McGehee et al. (2016) stated that such a modification, if applied locally where the original HAND 

overlooks catchment interaction, can potentially improve the accuracy of inundation mapping (as 

demonstrated later). Therefore, the modified HAND method is used to improve the HAND 

simulation in this study and compare with other inundation mapping results. 

iRIC-FaSTMECH 

The terrain used to develop iRIC-FaSTMECH model is 10-meter resolution DEM obtained 

from USGS database (https://earthexplorer.usgs.gov), and the NHDPlus-HAND is developed 

using DEM of the same resolution (10 meters). Table 2 shows the final model settings for 

generating inundation by iRIC, and specific procedures are illustrated in Figure 4. The researchers 

first assign a water surface elevation as the initial upstream condition and the peak discharge 

(4,445.7 m3/s) with stage information (49.7 m) from USGS gage (8111500) as the downstream 

boundary condition, respectively. After numerous iterations, the iRIC model is able to compute a 

converged solution as upstream discharge (4,300 m3/s). During the iterations, drag coefficient is 

updated as it is a function of Manning’s coefficient and water depth which varies with upstream 

discharge. Three Manning’s coefficients (0.03, 0.05 and 0.035) are used to corresponding land 

https://earthexplorer.usgs.gov)/
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cover types (main channel, brushy and cultivated) (Chow 1959). Finally, inundation maps are 

delineated using the optimal drag coefficient and discharge after 1,500 iterations. Suggested by 

Nelson (2016), re-wetting option is turned during the modeling process on since it can improve 

inundation estimations in large and shallow areas by re-evaluating the wet/dry status of each node 

during the simulation. 

Table 2. iRIC model settings 

Setting Menu Description 
Initial Condition Initial Water Surface Elevation: 1D step-backwater 
Boundary Condition Downstream Peak Discharge: 4445.7 𝑚𝑚3/s 

Downstream Peak Stage: 49.7 m 
Iteration 1500 
Upstream Discharge 4300 𝑚𝑚3/s 
Upstream Stage Constant (time-invariant) 
Drag Coefficient Variable 
Re-wetting On 

Satellite-based Flood Inundation Mapping 

Landsat Satellite missions have been applied in delineating floodplain boundaries over a 

few regions under different conditions in climate, morphology and land use since 1972 (Rango et 

al., 1975; Hollyday, 1976; Sollers et al.,1978; Smith, 1997; Ho et al., 2010). Amongst the many 

different techniques of identifying water pixels using a suite of the Landsat Satellites, Supervised 

Classification has been proven as a robust method to classify features of interest (Frazer and Page, 

2000; Shalaby and Tateishi, 2007). The Supervised Classification technique allows users to select 

sample pixels (end members) in an image as representatives of a specific spectral signature (e.g. 

water). Image processing software is then used to classify all the image pixels based on the 

maximum likelihood that these pixels’ spectral signature is similar to that of a specific end member.   
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The remote sensing imagery used in this study is obtained from the Landsat 8-Operational 

Land Imager (OLI) multispectral database (http://earthexplorer.usgs.gov). The pre-flood (March 

25, 2016) and post-flood (May 28, 2016) images are classified via Erdas Imagine® 2015 Image 

processing software (Hexagon Geospatial, Norcross, GA, USA) for pre-processing and subsequent 

data manipulation. The resultant Geometrically and Radiometrically rectified imagery is subject 

to Supervised Classification of flooded pixels based on the maximum likelihood classifier. 

Typically, the presence of clouds is a common problem in remote sensing imagery, which hinders 

the identification of flooded water pixels beneath the clouds, leading to under-representation of 

flood water extents in the study domain. In an attempt to alleviate this problem, the DEM of the 

flooded region is used to identify the height of the pixels beneath the clouded areas. Each pixel 

with a lower height than that of the lowest height of an apparent flooded pixel in the neighborhood 

of the cloud is considered as ‘wet’. Spatial filling techniques are then applied to convert these 

pixels into water pixels. Accuracy assessments are finally performed on the classified imagery 

subsequent to being post-processed through a 3×3 high pass kernel (Zhang et al., 2016). A high 

pass kernel has the effect of highlighting boundaries between features (e.g., where water body 

meets the vegetated land), thus water features can be easily classified by sharpening edges between 

water and non-water pixels.  

Advanced Fitness index (AFI) 

In order to evaluate the correspondence between the simulated and observed inundation, 

the advanced fitness index (AFI) method is applied in this study.  The AFI accounts for the match 

in terms of both inundated and non-inundated area, as shown in Equation 1:   

Advanced Fitness (%) =  
𝐼𝐼𝐼𝐼𝑜𝑜𝑜𝑜𝑜𝑜 ∩ 𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 +𝑁𝑁𝑁𝑁𝑁𝑁𝑜𝑜𝑜𝑜𝑜𝑜 ∩ 𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
 × 100 (1) 

http://earthexplorer.usgs.gov)/
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where 𝐼𝐼𝐼𝐼𝑜𝑜𝑜𝑜𝑜𝑜  /𝑁𝑁𝑁𝑁𝑁𝑁𝑜𝑜𝑜𝑜𝑜𝑜  is inundated/non-inundated area of the observation; 𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 /𝑁𝑁𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  is 

inundated/non-inundated area of the model simulation, and 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  is the total area of the study 

region.  

 The simulated and observed inundation results cannot be compared directly because of 

their different resolution and patchy nature of the classified water body in a satellite image. To 

tackle this technical difficulty, the simulated inundation is further resampled to 30 m x 30 m grids 

and aligned to be consistent with the observed inundation. To evaluate the mapping performances 

based on corresponding AFI values, the raster calculator function in ArcGIS is used to quantify 

the inundated/non-inundated area with number of pixels. The following section demonstrates the 

results from aforementioned methods with an evaluation on their performances. 

RESULTS AND DISCUSSION 

 Inundation maps for the 2016 May flood event in the Brazos River using terrain-based, 

physical modeling methods and remote sensing classification technique are shown in Figures 6A, 

6B, 6C and 6D. In general, inundation areas derived from the iRIC and modified HAND methods 

have more overlaps with the observed inundation than the original HAND simulation. Also, the 

HAND simulation clearly misses a few areas considered inundated by all other two methods. As 

the advanced fitness indices (AFI) indicated, the HAND model has a 56% match with the 

observation, while iRIC and the modified HAND have higher AFI values of 70% and 67%, 

respectively.  The modified HAND appears to delineate larger inundated area than iRIC, but still 

generates inferior AFI. As a supplementary approach to HAND, the modified HAND method is 

found to improve the AFI value by 11% with capturing a few missed areas. Interestingly, the 

inundation classified from satellite imagery has the least area of only 41.3 km2, compared to the 

other three modeling approaches (55.9 km2 for iRIC, 41.7 km2 for HAND and 70.8 km2 for 
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modified HAND). Although as shown in Figure 6D, the inundated area appears to have some 

discontinuous features or gaps, leading to the reduced inundation area, the authors consider the 

inundation from satellite imagery as the ‘true’ flooded area during the study. 

 

Figure 6. Results of inundation maps and fitness indices from simulation of (A) HAND, (B) 

iRIC, (C) Modified HAND, and (D) Satellite Observation. 

Further investigation is performed to discover why HAND misses certain areas that are 

captured by the other two methods. Compared to HAND (Figures 7A and 7B), an in-depth 

illustration for the improvement of the modified HAND simulation is shown in Figures 7C and 

7D. The left two panels (7A and 7C) respectively show inundated areas of the HAND and modified 

HAND simulations on top of the topography. The two highlighted NHDPlus catchments 1 and 2 
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are chosen to exemplify the difference between the HAND and modified HAND methods. It is 

found that discrepancy between the results of two methods mainly takes place in catchment 2.  

Catchment 1 is located along the Brazos River main stem with a higher stream order than that of 

catchment 2 which drains into the main stream as tributary. The cross-sectional views of selected 

cutting line across catchment 1 and 2 with corresponding simulated water surface elevation (blue 

lines in the right panels) are shown in Figures 7B and 7D, respectively. The disconnected water 

surface shown in Figure 7B indicates that the catchment-based calculation by HAND overlooks 

the inter-catchment flow. However, the water surface would be more realistically simulated as 

shown in Figure 7D if the modified HAND is strategically applied to the problematic areas. 

Therefore, the results show that the modified HAND can essentially replace the water depth of the 

low-stream-order catchment (catchment 2 herein) with that of the adjacent catchment with high 

stream order (catchment 1), instead of determining the inundation of the catchments based on their 

individual water depth solely. 

Overall, iRIC is found to generate the best match with the observation in this case study. 

Bates and De Roo (2000) also reported in their study that two-dimensional models would perform 

better than terrain-based models when their resolution was similar. If the problematic catchments 

in HAND simulation are excluded from the comparison, the HAND and iRIC models would 

generate comparable AFI values (65% and 68% respectively). Such results indicate that aside from 

HAND’s deficiency to model inter-catchment inundation, it has equivalent capability as iRIC in 

terms of matching the observation. This study suggests that simplification on the intricacy of flow 

dynamics employed by terrain-based models has relatively minor influence on peak inundation 

prediction. This finding confirms that using a simple terrain-based model could adequately 

simulate the flood inundation area as discovered by Bates and De Roo (2000). 
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Figure 7. (A) Inundation map derived from HAND on top of DEM, (B) Cross-sectional view 

of the selected area and water surface simulated in HAND, (C) Inundation map derived from 

the modified HAND on top of DEM, (D) Cross-sectional view of the selected area and water 

surface simulated in modified HAND. 

Although the dynamic-based model represented by iRIC in this study provides more 

accurate estimates under high flow conditions, the model needs intensive calibrations using various 

historical data to achieve a reliable performance (Nobre et al., 2016). Promisingly, terrain-based 

model, as represented by HAND in this study, demonstrates a unique inundation mapping 

capability for a river section without much historical data. Given the fact that solving the St.Venant 
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equations for hydraulic/hydrodynamic models through iterating process is very computationally 

expensive, their utility is limited in real-time flood prediction (Fang et al., 2008). In our case, the 

iRIC model needs approximately 90 minutes (5,400 seconds) to run 1,500 iterations, while the 

HAND model only takes about 2 minutes (120 seconds) for 37 NHDPlus river reaches to generate 

the inundation. For a large-scale hydrologic forecasting system like the NWM, the HAND 

inundation mapping approach clearly shows benefits in coupling with the model as demonstrated 

in this study, potentially addressing the real-time continental-scale inundation mapping problem 

in an efficient way.   

However, the HAND calculation does not explicitly reflect interactions between the main 

stem and its tributaries. This issue likely becomes more pronounced for larger riverine floods. In 

addition to the modified HAND, one remedy to this problem is to incorporate a mass balance 

process into the modeling framework as suggested by Bates and De Roo (2000). The authors think 

that while not observed in this study, the accuracy of the HAND model would be inferior to a 

traditional hydraulic model if the flooded area has complex urban hydraulic components like 

culverts, pipes and bridges. Therefore, extra caution should be taken when choosing proper 

inundation models for flood risk prediction due to the uncertainties in data requirement, 

computation demand, accuracy, types of land cover, etc. 

CONCLUSIONS AND FUTURE WORK 

This paper demonstrates a unique analysis of using terrain-based (NHDPlus-HAND and 

the modified HAND) and physical (iRIC-FaSTMECH) models to simulate the maximum 

inundation extents during the May 2016 flood event in the Brazos River, TX. A supervised 

classification method is used to classify water from Landsat 8 satellite imagery and generate an 

observed inundation map. To better understand and evaluate the performances of three methods, 
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the goodness of overlapping between the simulated and observed is quantified via the advanced 

fitness index (AFI). The main conclusions from this study are summarized as follows: 

1. NHDPlus-HAND, the modified HAND and iRIC generated a fair (> 50% of AFI) fit 

with the satellite imagery. iRIC performed a slight better (~ 70% in AFI) than other two methods 

(NHDPlus-HAND and the modified HAND) during this extreme flood event.  

2.  Although the NHD catchment-based calculation does not allow NHDPlus-HAND to 

explicitly account for inter-catchment flows between the main stem and its tributaries, the modified 

HAND method provides a remedy to this issue when strategically applied to the areas overlooked 

by NHDPlus-HAND.  

3. For extreme events, simplification on the intricacy of flow dynamics has relatively minor 

influence on predictions, which can positively justify the utility of NHDPlus-HAND for large-

scale inundation mapping.   

4. Even though the current version of NHDPlus-HAND may not be a superior choice for 

handling accurate inundation mapping for urban areas, its low computational cost and ease to 

couple with the National Water Model (NWM) provide great potential to support real-time 

continental inundation forecast in the future. 

The authors think that there is room for future investigation in uncertainty analysis of 

observations using multiple sources of raw imagery along with various classification techniques. 

Potential sources of raw imagery will be used including synthetic aperture radar (SAR), unmanned 

aerial vehicle (UAV) and so on; while classification methods like Delta-cue change detection on 

pre/during flooding scenarios, normalized difference water index and image fusion techniques will 
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be also used to generate inundation extents. The results of the future research will be reported in a 

forthcoming paper. 

Overall, this study presents a comprehensive examination made of remote sensing 

compared with HAND-based inundation mapping in a region of complex topography. Findings 

from this paper can also help identify potential improvements for HAND-based simulation. In light 

of frequent floods, the information provided from this study is valuable for the 

scientific/engineering communities, floodplain managers, emergency personnel and governmental 

entities that were impacted by the storm and/or had a vested interest in the region. 
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ABSTRACT 

WRF-Hydro (Weather Research and Forecasting model-Hydrological modeling system), as the 

core engine of the United States National Water Model (NWM), has now been used in many 

hydrometeorological applications throughout the world. One important feature that WRF-Hydro 

introduced is to allow infiltration excess (“ponded water”) for subsequent lateral re-distribution 

and soil re-infiltration, which is a major enhancement in terms of physical realism. However, due 

to a lack of direct observations, how well WRF-Hydro models re-infiltration is largely unknown. 

To gain an in-depth understanding of re-infiltration process under different 

hydrometeorological/geographical conditions with model parameter settings, we start conducting 

a series of idealized numerical experiments using 18 watersheds in North Central Texas as a 

testbed. Next, the model is automatically calibrated to best quantify re-infiltration amounts during 

two major storms (2010 Tropical Storm Hermine and 2015 May Event), which is accomplished 

by coupling the dynamically dimensioned search (DDS) algorithm with WRF-Hydro to achieve 

optimal calibration efficiency. The results show that re-infiltration has quite substantial impacts 

on streamflow simulation in WRF-Hydro, especially for areas with flat terrains and soils with high 

clay content. Among all examined factors, precipitation, saturated hydraulic conductivity (Ksat) 

and runoff partition parameter (REFKDT) are found to impose relatively higher impacts on both 

re-infiltration ratio and runoff coefficient. It is also found that the runoff coefficient and the re-

infiltration ratio are positively correlated based on results from both hypothetical and real events, 

indicating re-infiltration effects can become more pronounced as flood potential increases. These 

findings collectively show the significance of representing the re-infiltration process in flood 

forecasting. Models that do not incorporate this process may be over-calibrated to compensate 

errors originated from the missing process. 
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HIGHLIGHTS 

• Re-infiltration process simulated by WRF-Hydro is comprehensively assessed under 

various hydrometeorological/geographical conditions with different model parameters;  

• A tailored calibration scheme that is coupled to WRF-Hydro for best quantifying the re-

infiltration amount during two real events efficiently improves simulation results; 

• Re-infiltration is more important for areas with flat terrain and soil with high clay content, 

and is positively correlated with runoff coefficient 
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1 INTRODUCTION 

Flooding is the most frequent weather hazard that can cause serious fatalities and property 

damages (Morrs, 2010; Deb et al., 2018). Extreme weather and the impacts of climate change are 

expected to increase the frequency and severity of flood events globally (IPCC, 2014). To provide 

early warnings and improve the emergency response for floods, the National Water Model 

(NWM), a continental-scale high-resolution hydrologic forecasting system for the United States, 

has been brought into operations in August of 2016 (NOAA, 2016). This hydrologic forecasting 

system simulates discharge for 2.7 million NHDPlus (National Hydrography Dataset Plus) stream 

reaches and extends the watershed hydrology to continental hydrology (Maidment, 2017; Lin et 

al., 2017). The NWM is developed from the community-based WRF-Hydro model (Gochis et al., 

2013), an architectural framework which couples the Noah land surface model (LSM) with multi-

parameterization (Noah-MP; Niu et al., 2011) with atmospheric models and hydrological routing 

schemes. Since its operational use in the NWM, WRF-Hydro has been tested and applied in 

different regions throughout the world for a range of applications in predicting runoff/streamflow 

(Gochis et al., 2015; Senatore et al., 2015), floods (Yucel et al., 2015; Lin et al., 2018), and land-

atmosphere feedbacks (Arnault et al., 2015). 

While the enclosed Noah and Noah-MP components simulate the one-dimensional (1-D) 

soil–vegetation–atmosphere interactions between surface and atmosphere (Gochis and Chen 

2003), WRF-Hydro further extends the calculation of the surface overland flow, saturated 

subsurface flow, channel routing, and baseflow processes on a 2-D gridded planar surface (Gochis 

et al., 2013). Prior to being transformed to overland flow, surface runoff in WRF-Hydro is 

described as infiltration excess while subsurface runoff is the vertical drainage accumulated at the 

bottom of the soil column. Other hydrological components, which are not the focus of this study, 
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include throughfall, direct soil evaporation, transpiration, re-evaporation of precipitation 

intercepted by the canopy, vertical soil water movement and a simple lake/reservoir routing 

scheme (Ek et al., 2003). In this study, we are particularly interested in one major enhancement 

that WRF-Hydro introduces, which is to allow the infiltration excess to remain as “ponded water” 

for subsequent lateral re-distribution in combined with precipitation in the following model time 

step (Yucel et al., 2015). When ponded water starts to move downslope as overland flow, an 

important process previously known as the “run-on” effect (Smith and Hebbert, 1979) will occur. 

The “run-on” process can be defined as the surface water running from the upstream areas on 

downslope areas where moisture deficit has not yet been satisfied (Corradini et al., 1998; Nahar, 

et al., 2004). In addition to the direct infiltration caused by rainfall-runoff process in the vertical 

direction, this “run-on” process can also be viewed as re-infiltration due to the runoff re-

distribution (Güntner and Bronstert, 2004). Hereafter, we use the word “re-infiltration” to refer to 

this process for simplicity. 

Previous studies using field/numerical experiments have observed that re-infiltration can 

cause a decrease in unit area runoff as watershed size increases (Yair and Kossovsky, 2002; Yair 

and Raz-Yassif, 2004; Gomi et al., 2008; Heras et al., 2010). Woolhiser et al. (1996) conducted 

numerical experiments and found that re-infiltration has a major impact on runoff peaks, volumes 

and time to peak as saturated hydraulic conductivity (Ksat) increases downslope. Nahar et al. (2004) 

examined the role of infiltration on field-scale infiltration and one-dimensional overland flow 

using analytical models and Monte-Carlo simulations. They found that field-scale mean of 

infiltration would increase in the presence of run-on, which in turn affects the hydrograph. 

Corradini et al. (1998, 2002) suggests the re-infiltration process cannot be disregarded especially 
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when the spatial randomness of soil properties is taken into account in hydrologic modeling as it 

produces a significant decrease in overland flow.   

As an influencing factor to the re-infiltration process, Ksat has been the focal point in 

numerous previous studies investigating its heterogeneous effect on this process (e.g. Smith and 

Hebbert, 1979; Saghafian et al., 1995; Woolhiser et al., 1996; Nahar et al., 2004). Saghafian et al. 

(1995) solved the diffusive wave equations and Green-Ampt infiltration equation to examine the 

impacts of Ksat spatial variability, where they concluded strong sensitivity of runoff volume and 

peak to this parameter. Corradini et al. (1998, 2002) evaluated run-on effects under conditions of 

horizontal heterogeneity of Ksat using a model with kinematic wave approximation and conceptual 

infiltration approach, where they found the level of spatial correlation in Ksat is less important when 

the overland flow volume was appreciable. Nahar et al. (2004) found re-infiltration is less 

important when the ratio of rainfall intensity to Ksat is large. 

Besides Ksat and precipitation, other hydrometeorological and geographic conditions such 

as soil moisture saturation degree, terrain slope as influencing factors to re-infiltration have been 

largely understudied. The reason behind the lack of research attentions is partly because this runoff 

re-distribution and subsequent re-infiltration is often ignored in traditional rainfall-runoff 

modeling (Nahar et al., 2004). Indeed, many flood modeling frameworks are based on conceptual 

models or simple water balance equations (e.g., Burnash et al.,1973; Bergström, 1992; Ponce and 

Shetty, 1995). Ignoring such processes is often justified as long as good model performance can 

be still achieved by finding appropriate model parameters. Contrary to these conceptual/simple 

models, most modern process-based distributed hydrologic models like DHSVM (Wigmosta et al., 

1994), Tethys-Chloris (Fatichi et al., 2012), Ech2O (Maneta and Silverman, 2013), etc., can 

represent the re-infiltration process.  
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WRF-Hydro explicitly models the run-on process, which should yield more confidence in 

spatiotemporal representations of real-world physical processes. Therefore, we are motivated to 

more comprehensively investigate the role of re-infiltration with regard to streamflow simulation 

by leveraging WRF-Hydro as the ideal modeling platform.  

In this paper, the authors seek to systematically answer the following questions: (1) How 

do different hydrometeorological conditions such as the intensity of precipitation, soil moisture 

levels affect re-infiltration? (2) How do different geographic conditions such as digital elevation 

model (DEM)/terrain slope, roughness, soil type influence re-infiltration? (3) How do model 

parameters impact the re-infiltration process? (4) What is the role of re-infiltration in real storm 

events and how important is it?  

The paper is organized as follows: Section 2 describes the methodology of different 

scenarios experiments, including the study area, model configurations, simulations, and 

calibrations; Section 3 summarizes the results and conducts discussions; Section 4 provides the 

conclusions and insights gained from this study. 

2 METHODOLOGY 

2.1 STUDY AREA AND MODEL CONFIGURATIONS 

The Upper Trinity River Basin (UTRB) is located in the North Central Texas with 16,602 

km2. Undeveloped portion of the land constitutes a large percentage of UTRB (Figure 1A), which 

makes infiltration loss a vital component in the regional hydrologic cycle. Moreover, sitting in a 

region of temperate mean climatological conditions (USACE, 2013), UTRB experiences 

occasional extremes of temperature and precipitation with relatively short duration. The 

complexity of infiltration process and climate variability imposes challenges to water resources 

engineering practices like flow frequency analysis and flood forecasting. Figure 1B shows the 
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configuration of domain with Digital Elevation Model (DEM) and the locations of USGS stream 

gauges with corresponding contribution areas. 

 

Figure 1: Study area and modeling domain. (A) Land use type. (B) Digital Elevation Model 

(DEM) and stream gauges with corresponding contributing area. 

The complete description of the WRF-Hydro system version 5.0 can be found in Gochis et 

al. (2018). While the Noah-MP LSM provides several physical parameterizations, the same surface 

runoff option (free drainage) adopted by the NWM is used, where vertical surface runoff is 

calculated as excess water after precipitation supply infiltrates into the soil (Schaake et al. 1996). 

Within soil column (2 meters deep), Richards equation is deployed for infiltration of four layers, 

which have the thicknesses of 10, 30, 60, and 100 centimeters, respectively. Other hydrological 

processes are described in Niu et al. (2011), Yang et al. (2011), Cai et al. (2014), and Zheng and 

Yang (2016). A fully-unsteady, explicit diffusive wave formulation (Julien et al., 1995; Ogden, 

1997) with steepest descent approach is deployed to solve overland flow routing. Subsurface 

lateral flow is calculated prior to overland flow, which allows exfiltration from fully saturated grid 

cells to be added to the infiltration excess calculated from the LSM (Senatore et al., 2015; Gochis 

et al., 2018). In order to represent overland and subsurface flow processes on higher spatial 
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resolution, the subgrid disaggregation-aggregation routines are used right after the main LSM loop 

and before the surface/subsurface routing loop; details are described in Gochis and Chen (2003). 

This study uses 1 km (in total 159×259 grid cells) and 100 m resolution for the LSM and 

hydrologic routing grids, respectively, with an aggregation factor of 10. Channel routing is solved 

using a variable-parameter Muskingum–Cunge (MC) method (see Gochis et al. 2018 for channel 

shape parameters used). 

To allow for the flexibility to dismiss the re-infiltration process and simplify the use of 

related parameters, terrain routing can be turned off in WRF-Hydro as a namelist switching feature. 

Physically, the terrain-on and terrain-off scenarios in the model are illustrated in Figure 2. In 

terrain-on case (left), water available for infiltration includes both precipitation and overland 

surface runoff from upslope areas. While in terrain-off scenario (right), infiltration is caused by 

precipitation alone; hereafter, this process is referred as “local infiltration” (Corradini et al., 1998) 

to be differentiated from re-infiltration. With re-infiltration switched off, any infiltration excess is 

routed downstream without having chance to re-enter the soil columns, meaning local infiltration 

only; while the terrain-on scenario includes both local infiltration and re-infiltration. Switching 

on/off of this setting in WRF-Hydro allows us to perform a series of experiments to investigate 

and quantify re-infiltration. 
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Figure 2: Illustration of mechanisms for terrain-on and terrain-off scenarios in WRF-Hydro. 

2.2 MODEL EXPERIMENTS 

We first conduct a series of idealized modeling experiments under different 

hydrometeorological, geographical conditions, and model parameters, as summarized below. 

Before each model run, a 1.5 months spin-up is conducted to achieve model equilibrium states 

which is considered appropriate for flood simulations with thin soils in Texas (Lin et al., 2018a; 

Lin et al., 2018b).  Except for the experiments focusing on precipitation, other experiments all use 

50.8 mm (2 inches) precipitation with 1-h duration. The amount of precipitation is chosen because 

it is approximately equivalent to a five-year storm as outlined in North Central Texas Council of 

Government integrated Stormwater Management Technical Hydrology Manual (NCTCOG iSWM, 

2010). Other forcing variables (incoming shortwave and longwave radiation, specific humidity, 

air temperature, surface pressure and near surface u- and v-wind) are set to idealized conditions, 

which have either constant values in space and time or a fixed diurnal cycle (Gochis et al., 2018). 

The detailed forcing information can be found in Table 1. For each experiment, we conduct a 48-



 
 

45 
 

h model run to ensure adequate time for water to flow from upstream to the outlet. In total, we 

conduct 9 sets of idealized modeling experiments with 150 runs.  

Table 1. Description of idealized forcing input 

Variable Name Range and Unit of Values Timing 
Shortwave radiation 0 – 900 W/m2 Diurnal cycle 
Longwave radiation 375 – 425 W/m2 Diurnal cycle 
Specific humidity 0.01 kg/kg Constant 
Air temperature 287 – 293 K Diurnal cycle 
Surface pressure 100,000 Pa Constant 

Wind speed at u direction 1.0 m/s Constant 
Wind speed at v direction 1.0 m/s Constant 

2.2.1 Hydrometeorological Conditions 

Table 2 shows the experimental design for varying input precipitation values and initial 

soil moisture. The precipitation is applied for a 1-h duration during the first hour of simulation 

with a total amount of 12.7 mm (0.5 inches) to 127 mm (5 inches), and the same precipitation is 

uniformly spread for the entire study area. Precipitation amount with 127 mm (5 inches) is 

approximately equivalent to a 500-year storm in the study region, which is set as the upper limit 

to cover all possible precipitation scenarios. For initial soil moisture, different saturation levels are 

applied to the top three soil layers (0-10 cm, 10-40 cm, and 40-100 cm) based on each grid cell’s 

soil type at the start of each model simulation. Changing the saturation of the fourth layer (100-

200 cm) is not included because saturating the fourth layer will lead to unrealistically high runoff 

amount (not shown here), due to the fact that Texas is dominated by thin soils with less than 1 

meter (Furl et al., 2018; Lin et al., 2018). Therefore, it would be physically unreasonable to 

investigate the model sensitivity to the saturation level in the fourth soil layer. 
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Table 2. Experimental design for precipitation input and initial soil moisture condition 

Setting Unit Values 

Precipitation mm 12.7, 25.4, 38.1, 50.8, 63.5, 76.2,  
88.9, 101.6, 114.3, 127 

Initial soil 
moisture 

First layer m3 m-3 Multiply maximum soil moisture by  
0.2, 0.4, 0.6, 0.8, 1.0 

Second 
layer m3 m-3 Multiply maximum soil moisture by  

0.2, 0.4, 0.6, 0.8, 1.0 

Third layer m3 m-3 Multiply maximum soil moisture by  
0.2, 0.4, 0.6, 0.8, 1.0 

2.2.2 Geographical Conditions 

The experimental design for varying terrain slope and saturated hydraulic conductivity (Ksat) 

is shown in Table 3. Terrain slope is modified by changing the digital elevation model (DEM) 

underlying the model simulation. The terrain slope of study basins ranges from 0.31% to 1.12% 

with an average of 0.64%, and different multipliers were applied to change the terrain slope. 

Various multiplication factors are also uniformly applied for Ksat in each grid cell. 

Table 3. Experimental design for terrain slope and saturated hydraulic conductivity 

Setting Unit Values 
Terrain slope % Multiply by 1, 2, 4, 6, 8, 10, 20 

Saturated hydraulic 
conductivity m/s Multiply by 0.1, 0.5, 1.0, 1.5, 2.0, 2.5, 3, 4, 5 

2.2.3 Model Parameters 

Five empirical model parameters are selected for sensitivity analyses based on literature 

review (Senatore et al., 2015; Yucel et al., 2015; Silver et al., 2017; Kerandi et al., 2018), which 

includes REFKDT, RETDEPRTFAC, LKSATFAC, OVROUGHRTFAC, and SLOPE. These five 

parameters are unitless, often with no interpretable physical meaning, and are suggested to be 

adjusted through model calibration. Even in a physically-based model like WRF-Hydro, these 

physically-insignificant parameters are also unavoidable, which is resulted from our inability to 
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model all processes (Wagener and Montanari, 2011) hampering our understanding on other 

physically-based process components. Therefore, these parameters are carefully studied here. 

REFKDT (𝐾𝐾𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑) is a constant parameter used with REFDK (𝐾𝐾𝑟𝑟𝑟𝑟𝑟𝑟), which corresponds to the 

saturation hydraulic conductivity for silty clay loam. Niu (2011) documented that REFKDT can 

significantly influence surface infiltration and partition of total runoff into surface and subsurface 

runoff, where increasing REFKDT leads to decrease in surface runoff (Schaake et al., 1996; Niu, 

2011). The equation involving REFKDT ( 𝐾𝐾𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑) is  

𝐾𝐾𝑑𝑑𝑑𝑑 = 𝐾𝐾𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 × 𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠
𝐾𝐾𝑟𝑟𝑟𝑟𝑟𝑟

    (1) 

Where 𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠 is saturated hydraulic conductivity, 𝐾𝐾𝑟𝑟𝑟𝑟𝑟𝑟 is saturated hydraulic conductivity for silty 

clay loam, and 𝐾𝐾𝑑𝑑𝑑𝑑 is a constant for calculating the maximum soil infiltration rate (𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚): 

𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 =  
𝑃𝑃×{

𝑑𝑑𝑡𝑡𝑡𝑡𝑡𝑡×�1−𝑒𝑒�−𝐾𝐾𝑑𝑑𝑑𝑑×∆𝑡𝑡��

𝑃𝑃+𝑑𝑑𝑡𝑡𝑡𝑡𝑡𝑡×�1−𝑒𝑒�−𝐾𝐾𝑑𝑑𝑑𝑑×∆𝑡𝑡��
}

∆𝑡𝑡
    (2) 

where 𝑃𝑃 is the effective precipitation intensity, 𝑑𝑑𝑡𝑡𝑡𝑡𝑡𝑡 is the total soil water depth (m) and ∆𝑡𝑡 is the 

duration of time step. 

RETDEPRTFAC, LKSATFAC, and OVROUGHRTFAC are multipliers for surface 

retention depth, lateral saturated hydraulic conductivity, and overland roughness, respectively. 

SLOPE is a coefficient for deep drainage. They have been documented in previous studies as 

sensitive parameters for runoff simulation, thus are chosen in this study. Table 4 shows the 

experiment values for the model parameters; the default values of these parameters are globally 

uniform. 
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Table 4. Experimental design for model parameters 

Parameters Unit Min Max Default Values 
REFKDT ─ 0.5 5 3 0.5, 0.6, 0.7, 0.8, 0.9, 1, 1.5, 2, 3, 4, 5 

RETDEPRTFAC ─ 0 10 1 0, 1, 2, 4, 6, 8, 10 
LKSATFAC ─ 10 10000 1000 10, 100, 500, 1000, 5000, 10000 

OVROUGHRTFAC ─ 0.1 5 1 0.1, 0.5, 1, 2, 3, 4, 5 
SLOPE ─ 0.1 1 0.1 0.1, 0.5, 1 

2.3 REAL CASE SIMULATION AND CALIBRATION 

WRF-Hydro is configured in an “offline” mode (hydro components do not feedback to 

WRF) for two real case simulations: 2010 tropical storm Hermine (Sep 8th, 2010) and 2015 May 

storm (May 28th, 2015). To ensure adequate spin-up time, the model is initialized on July 1st, 2010 

and April 1st, 2015, respectively, leaving about 1.5-2 months for model to spin-up. The North 

American Land Data Assimilation System (NLDAS-2) forcing variables and the National Centers 

for Environmental Prediction (NCEP) quality-controlled Stage IV precipitation estimates are 

utilized as the input meteorological forcings. Figure 3 shows the spatial pattern of cumulative 

precipitation amounts for these two storm events by 4-km Stage IV product. 

 

Figure 3: Cumulative precipitation amount from Stage IV estimates. (A) 2010 Tropical 

Storm Hermine (9/8/2010 00:00 UTC – 9/10/2010 23:00 UTC).  (B) 2015 May Event 

(5/28/2015 00:00 UTC – 5/30/2015 23:00 UTC). 
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To obtain the best estimates of the local infiltration and re-infiltration amounts during the 

selected storm events, WRF-Hydro is calibrated with terrain-routing for 18 USGS stream gauges 

(Figure 1B). We utilize the dynamically dimensioned search (DDS) algorithm (Tolson and 

Shoemaker, 2007) for calibrations, because it was demonstrated to be suitable for computationally 

expensive and spatially-distributed models. Compared to other algorithms, DDS converges faster 

and can reach good global solutions within certain iterations (Tolson and Shoemaker, 2007). In a 

nutshell, DDS starts from a global search then switches to a more local search by dynamically 

adjusting the dimension of parameters; the adjustment from global to local search is achieved by 

dynamically and probabilistically reducing the number of dimensions in the neighborhood (Tolson 

and Shoemaker, 2007). To further expedite calibration, the simulation domain is reconfigured such 

that it is tailored to the 18 contributing basins towards all evaluation USGS gauges. The reduced 

simulation domain significantly shortens runtime per iteration, which allows us to assign a 

relatively large iteration number for improving calibration results. Lespinas at al. (2018) presents 

that the improvements in minimizing objective function using DDS are notable between 100 to 

500 iterations and relatively moderate after 500 iterations. In terms of the objective function, Root-

Mean-Square-Error (RMSE) indicates the magnitude of errors (streamflow difference) in time 

series between the simulated and observed hydrographs (Gupta et al., 2009). Based on the 

recommended information from previous studies, 500 iterations of DDS are used in the calibration 

with an objective function to minimize RMSE.  

2.4 HYDROLOGIC METRICS 

2.4.1 Re-infiltration Calculation 

Re-infiltration amount is not a direct output from WRF-Hydro, but can be calculated by 

subtracting local infiltration value from total infiltration value (Equation 3). 
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Re-infiltration (mm) = Total infiltration (mm) – Local infiltration (mm)                  (3) 

Based on the principle of water balance and considering negligible evapotranspiration 

during intense storm events, total infiltration can be calculated by subtracting runoff volume from 

precipitation amount in terrain-on simulation; local infiltration can be calculated by subtracting 

runoff volume from precipitation amount in terrain-off scenario. Re-infiltration ratio is defined as 

re-infiltration amount divided by total infiltration. In some occasions, re-infiltration ratio can be 

larger than 1, and this is interpreted as surface exfiltration occurring from saturated soil columns 

(Gochis et al., 2018).   

2.4.2 Runoff Coefficient 

Runoff coefficient has been widely used in hydrologic practices, ranging from flood 

frequency analyses (e.g. Gottschalk and Weingartner, 1998; Sivapalan et al., 2005) to flood 

forecasting (e.g. Borga et al., 2011). For a given storm event, runoff coefficient is defined as the 

portion of precipitation that becomes direct runoff. Higher (lower) runoff coefficient indicates 

more (less) flood proneness, and it is used to understand its relationship with re-infiltration ratio.  

2.4.3 Calibration Statistics 

Four statistics are used to evaluate the streamflow simulation results, including Pearson 

Correlation Coefficient (CC), Nash-Sutcliffe Efficiency (NSE), Root-Mean-Square-Error (RMSE), 

and Normalized Bias (NBIAS) (Equations 4 – 7).  

                                                      𝐶𝐶𝐶𝐶 =  𝑐𝑐𝑐𝑐𝑐𝑐(𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜,𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚)
𝜎𝜎𝑜𝑜𝑜𝑜𝑜𝑜𝜎𝜎𝑚𝑚𝑚𝑚𝑚𝑚

                                                                (4) 

                                          𝑁𝑁𝑁𝑁𝑁𝑁 = 1 − ∑  𝑛𝑛
𝑖𝑖=1 (𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚

𝑖𝑖 −𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜
𝑖𝑖 )2

∑  𝑛𝑛
𝑖𝑖=1 (𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜

𝑖𝑖 −𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜)2
                                                   (5) 

                                           𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  �∑  𝑛𝑛
𝑖𝑖=1 (𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚

𝑖𝑖 − 𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜𝑖𝑖 )2/𝑛𝑛                           (6) 

                                            𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =  ∑ (𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖 −𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜

𝑖𝑖 )𝑛𝑛
𝑖𝑖=1

∑ 𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜
𝑖𝑖𝑛𝑛

𝑖𝑖=1
                                                        (7) 
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where Qmod and Qobs denote the simulation and observation values, 𝑐𝑐𝑐𝑐𝑐𝑐 is the covariance, 𝜎𝜎𝑜𝑜𝑜𝑜𝑜𝑜 

and 𝜎𝜎𝑚𝑚𝑚𝑚𝑚𝑚 represent standard deviation of the simulation and observation; ∑  𝑛𝑛
𝑖𝑖=1 means to sum up 

each time step from i =1 to n, and n is the number of time steps. 

Each of these metrics is interpreted differently to facilitate a more comprehensive 

understanding of the model performance. CC (Equation 4) measures how strong a co-varying 

relationship is between the modeled results and the observation, which cannot be used to assess 

model biases. NSE (Equation 5) and RMSE (Equation 6) are two most commonly used criteria 

in hydrological evaluations, and they measure both the variability of time series and the magnitude 

of errors (Gupta et al., 2009). NSE normalizes the squared model error, using the variance of the 

observed data, and thus a value of zero suggests that the model is only as good as the mean 

observed data, while NSE = 1 suggests perfect model simulation and negative values indicate that 

the observation mean is a better predictor than the model (Gupta and Kling, 2011). NBIAS 

(Equation 7) is calculated to identify both the magnitude and the sign of errors as normalized by 

the mean of the observations. 

3 RESULTS AND DISCUSSION 

Idealized Numerical Experiments 

Figure 4A shows the range, interquartile range, and median value of total infiltration at 

varying precipitation intensities; the range shows the variability among 18 gauges across the study 

domain. As the precipitation intensity becomes greater, the median total infiltration first increases 

rapidly, and then becomes steady. Because the precipitation input is only applied at the first hour 

of the simulation, so "precipitation intensity" is interchangeably used below as "precipitation 

amount". The one to one line in Figure 4A represents the situation where 100% of precipitation is 

infiltrated. For lower precipitation intensities (< 25.4 mm/hr), precipitation in all tested catchments 
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is completely infiltrated – indicated by the total infiltration values aligning with the reference line. 

For greater precipitation intensities, variation in the catchments' total infiltration starts to emerge 

as indicated by the increased range and interquartile range. This is related to the combination of 

antecedent soil moisture, soil properties, geographical factors in various catchments starts to 

exhibit differences within increasing precipitation intensity. Nonetheless, soils in some catchments 

still take in most of the precipitation even at high precipitation intensities as indicated by the upper 

limit of total infiltration values. Similar to Figure 4A, Figures 4B and 4C show the same statistics 

(range, interquartile range, and median value) of local and re-infiltration for various precipitation 

intensities. In Figure 4B, it is counterintuitive for some local infiltration values to get below zero, 

which means that exfiltration occurred and runoff is thus greater than precipitation under the 

corresponding precipitation intensity and the “terrain-off” routing option. According to our 

approach of calculating re-infiltration (Section 2.4.1), the exfiltration condition causes the 

corresponding re-infiltration to be greater than total infiltration. Same as the case of total 

infiltration, greater precipitation intensities give rise to variations, or more precisely, 

heterogeneities among the catchments in local- and re-infiltration processes.  

  

Figure 4: The range, interquartile range, and median value of (A) total infiltration, (B) local 

infiltration, and (C) re-infiltration amount for varying precipitation intensities. 
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Figures 5A to 5C show total infiltration, local infiltration, and re-infiltration values at 

various saturation levels of initial soil moisture in the first soil layer (0−10 cm). Similarly, Figures 

5D to 5F and 5G to 5I show the trends of total, local and re-infiltration in the second (10−40 cm) 

and third (40−100 cm) soil layers, respectively. It can be found that in all three soil layers, as initial 

soil moisture gets closer to saturation, total infiltration and local infiltration both slowly decrease, 

while re-infiltration slightly increases. This behavior of re-infiltration seems counterintuitive 

because one may expect soil layers of higher saturation levels would result in smaller amount of 

re-infiltration due to decreased soil storage for water to go in. However, it has to be understood 

that local infiltration over the hillslopes happens prior to re-infiltration. Higher antecedent soil 

moisture means decreased local infiltration, which leaves more water available for going 

downstream over the hillslopes and re-infiltrating subsequently. Overall, local infiltration is still 

the dominant pathway for infiltration while re-infiltration is a secondary effect. It is also found that 

all three types of infiltration are most sensitive to change of soil moisture in the third layer of soil 

possibly because of its greater thickness/storage compared to the upper two soil layers.  



 
 

54 
 

 

Figure 5: The range, interquartile range, and median value of different infiltration 

component for varying initial soil moisture conditions in different soil layers.  (A)-(C) Total, 

local, and re-infiltration amount when changing initial soil moisture in first layer (0 - 10 cm); 

(D)-(F) Total, local, and re-infiltration amount when changing initial soil moisture in second 

layer (10 cm - 30 cm); (G)-(I) Total, local, and re-infiltration amount when changing initial 

soil moisture in third layer (30 cm - 100 cm). 

Figures 6A to 6C show the total infiltration, local infiltration, and re-infiltration values at 

various terrain slope levels, respectively. While local infiltration is generally unaffected by terrain 

slope, the total- and re-infiltration both first decrease and then become stable as terrain becomes 
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steeper. Note that local infiltration is calculated by only considering water transfer in the vertical 

columns of soil, plant, and atmosphere (in the Noah-MP LSM), thus it does not change as terrain 

slope changes. In comparison, re-infiltration is an augmented module by WRF-Hydro to describe 

the water loss during lateral water transfer pathways, therefore it can be influenced by terrain slope 

and thereby further influencing total infiltration amount. These results suggest that by neglecting 

re-infiltration, the effect of terrain slope on total infiltration may be underestimated. This is 

especially important for study domains of lower terrain slopes - the most obvious differences are 

seen for terrain slopes with smaller multipliers (less than 5).  For steeper terrain slope ranges 

(multiplier smaller than 5), faster overland flow rate is expected and therefore it gives less chance 

for water to re-infiltrate, which explains why limited effect is seen in steeper terrain slope 

conditions. In addition to the above, we also found that the ranges and interquartile ranges of the 

three types of infiltration are almost constant with varying terrain slopes across gauges. This is in 

contrast with Figure 4 and Figure 5 where the ranges are generally larger, indicating little 

interaction between terrain slope and other factors in affecting infiltration processes.  

 

Figure 6: The range, interquartile range, and median value of (A) total infiltration, (B) local 

infiltration, and (C) re-infiltration amount for varying terrain slope. 

Figures 7A, 7B, and 7C show the trends of total, local and re-infiltration as saturated 

hydraulic conductivity (Ksat) changes, respectively. First, local infiltration is found to increase with 
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greater Ksat because soil with higher Ksat is easier for water to pass through. Re-infiltration 

decreases with higher Ksat while total infiltration first increases rapidly and then becomes stable. 

The reason is that higher Ksat leads the majority of water to infiltrate locally, leaving less water to 

be re-distributed to downstream areas where re-infiltration occurs. In other words, water has a 

higher tendency or priority to infiltrate locally than re-infiltrate somewhere downstream. This 

finding is consistent with Niu et al. (2014) that larger Ksat facilitates surface water to infiltrate into 

deeper soils by gravity instead of flowing laterally. However, for soils with smaller Ksat, 

precipitation rate can readily exceed infiltration rate, which leaves more surface water for re-

distribution and re-infiltration. In addition, for the three types of infiltration, the variation among 

tested catchments all decreases with greater Ksat values, as indicated by the decrease in the ranges. 

As Ksat increases, precipitation in any catchment is more likely to fully infiltrate via either local 

infiltration or re-infiltration or both. In essence, precipitation intensity, as the upper limit of 

infiltration rate, interacts with Ksat in affecting infiltration processes. 

 

Figure 7: The range, interquartile range, and median value of (A) total infiltration, (B) local 

infiltration, and (C) re-infiltration amount for varying scale factor of saturated hydraulic 

conductivity. 

After testing five model parameters (RETDEPRTFAC, LKSATFAC, SLOPE, REFKDT, 

and OVROUGHRTFAC), we found that infiltration processes are only sensitive to REFKDT and 
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OVROUGHRTFAC as shown in Figures 8 and 9. Note that the REFKDT essentially controls the 

partition between surface and subsurface runoff, and greater REFKDT means less (more) surface 

(subsurface) runoff. Such an effect is evident in Figure 8B where local infiltration increases with 

greater REFKDT, which is also consistent with findings from previous studies (Schaake et al., 

1996; Niu, 2011). Contrary to local infiltration, re-filtration decreases with greater REFKDT. Re-

infiltration reacts to the changing factor after the local influence. As seen previously in Figures 5 

and 7, re-infiltration appears to be a secondary route for water to transfer into subsurface than local 

infiltration. The increasing trend of total infiltration flattens when REFKDT exceeds 3 (ranging 

from 0.5 to 5) due to the complete infiltration of precipitation. This is very similar to the case 

shown in Figure 9A: greater OVROUGHRTFAC slows down the water transfer over hillslopes 

and retains the runoff for infiltration to the point where 100% of precipitation seeps into soils.  In 

Figures 9B and 9C, it is found that local infiltration is not affected by the OVROUGHRTFAC 

values, while re-infiltration first increases rapidly and then slowly with greater 

OVROUGHRTFAC. The reason is that rougher surfaces cause slower overland flow rate further 

giving water more chance to re-infiltrate.  

 

Figure 8: The range, interquartile range, and median value of (A) total infiltration, (B) local 

infiltration, and (C) re-infiltration amount for varying REFKDT value. 
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Figure 9: The range, interquartile range, and median value of (A) total infiltration, (B) local 

infiltration, and (C) re-infiltration amount for varying OVROUGHRTFAC value. 

In summary, based on the experiments above, a common finding is reached as follows. 

Local infiltration is a more direct route than re-infiltration through which water transfers down 

into soils. Under the principle of mass conservation, the changes in local and re-infiltration due to 

a single factor can be opposite to each other as seen in the cases of precipitation intensity (Figure 

4), Ksat (Figure 7), and REFKDT (Figure 8). More (less) water infiltrating locally means less 

(more) water to re-distribute to downstream cells and re-infiltrate. Such observation makes more 

sense when variations of the three types of infiltration are examined (Figures 7 and 8) among 

tested catchments: As the factor (Ksat or REFKDT) increases, total infiltration become less varied 

among the 18 catchments while variation of local- and re-infiltration remains steady. The common 

explanation is that the increasing factor causes precipitation to fully infiltrate in many catchments 

via both local- and re-infiltration, thus yielding the decreasing variation of total infiltration; and in 

these catchments where total infiltration is constrained, local- and re-infiltration yield the same 

sum though each bearing considerable variations among different catchments. When a factor only 

affects water transfer over the hillslopes instead of vertically, re-infiltration changes independently 

from local infiltration as seen in Figure 6 and Figure 9.   
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The experiments also highlight the factors that can lead to increased re-infiltration while 

having no effect on or decreasing local infiltration. For instance, mild terrain slope and lower Ksat 

results in more re-infiltration while local infiltration is unaffected or even less (Figures 6 and 7). 

These results suggest that re-infiltration play an important role in hydrological processes for areas 

with flat terrain and clayey soils and thus needs to be sufficiently represented in hydrologic 

simulations. In order to better illustrate the portion of re-infiltration in total infiltration while 

assessing its relationship with flood potential, re-infiltration ratios and the corresponding runoff 

coefficients are shown in Figures 10A to 10F. In Figure 10, results from one catchment are plotted 

as one dotted line. In scenarios of varying precipitation intensities (Figure 10A), initial soil 

moisture conditions (Figure 10B), Ksat values (Figure 10C), and REFKDT values (Figure 10D), 

we can consistently see that re-infiltration ratio increases with greater runoff coefficient. Although 

with varying terrain slopes (Figure 10E) and OVROUGHRTFAC values (Figure 10F) re-

infiltration ratios show a decreasing trend with a magnitude much smaller than the other cases. We 

further use box-plots (Figures 11A and 11B) to summarize the variance of re-infiltration ratios 

and variance of runoff coefficients as resulted from changes in different factors. It is found that 

precipitation, Ksat, and REFKDT have higher impact on both re-infiltration ratio and runoff 

coefficient compared to the other factors, which confirms our earlier conclusions. 
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Figure 10: Trends of re-infiltration ratio for various runoff coefficients in different scenarios: 

(A) precipitation, (B) initial soil moisture, (C) saturated hydraulic conductivity, (D) 

REFKDT, (E) terrain slope, and (F) OVROUGHRTFAC. In each figure, one series of points 

is the result for one gauge and results of 18 gauges are plotted in total. 
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Figure 11: Box-plots of (A) variance of re-infiltration ratios (B) variance of runoff coefficient 

due to the change of different factors: precipitation (RAIN), soil moisture (SM), saturated 

hydraulic conductivity (Ksat), REFKDT, terrain slope (TS), and overland roughness (OVR). 

Real Case Simulation and Calibration 

Based on the above idealized modeling experiments, we choose 6 parameters for model 

calibration using DDS for the real-event simulation, which includes soil parameter Ksat, empirical 

runoff parameter REFKDT, scale factor of overland roughness OVROUGHRTFAC, and channel 

parameters (bottom width BtmWdth, side slope ChSlp, and Manning’s roughness N). Figures 12 

and 13 show the comparisons of uncalibrated, calibrated and observed hydrographs at different 

gauge locations with for 2010 Hermine and 2015 May Storm, respectively. The default 

parameterization (uncalibrated) is used to benchmark the calibration results because it represents 

the current setting in the operational National Water Model. Note that there is no available 

discharge observations at two gauges (ID: 08048800, 08056500) during 2010 Hermine and thus 

results from only 16 gauges are plotted in Figure 12. After calibration, we can see great 

improvements at most gauges. Figure 14 summarizes the CC, NSE, RMSE, and NBIAS statistics 

with boxplot. Our model calibration strategy brings CC and NSE much closer to 1, and RMSE and 

NBIAS much closer to 0. Improvement in RMSE and NBIAS indicates that calibration effectively 

corrected the underestimation of flow rates in the default simulation. The much narrower range of 

all four statistics also suggest that the calibration consistently improves the simulation 

performances at all tested gauges (Figure 14). The satisfactory calibration enables us to quantify 

the re-infiltration amount with better assurance during different types of storm events and covering 

a wide range of locations, which would be otherwise difficult to obtain due to a lack of existing 

observation techniques. 
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Figure 12: Calibration results of 2010 Tropical Storm Hermine for 16 gauges. 
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Figure 13: Calibration results of 2015 May Event for 18 gauges. 

 

Figure 14: Before- and after-calibration statistics of 2010 Hermine (16 gauges) and 2015 

May Event (18 gauges). 
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To calculate re-infiltration in the calibrated simulation, another set of “terrain-off” 

simulations are conducted using the calibrated parameters in order to get values required by 

Equation 3.  Figure 15 shows the relationship between runoff coefficient and re-infiltration ratio 

at all the testing catchments. It can be found that runoff coefficient and re-infiltration ratio are 

positively correlated, with the runoff coefficient ranging from 0 to 1. This is consistent with the 

idealized cases of varying precipitation, Ksat, initial soil moisture and REFKDT (see Figures 10A 

to 10D). Scenarios with re-infiltration ratio being greater than one are noted, which possibly 

indicates that exfiltration would occur under terrain-off routing option. However, these six dots 

with seemingly unreasonable re-infiltration ratio are all from 2015 May event. To further 

investigate the possible reasons behind this, we examined the antecedent soil moisture and soil 

types (Figure 16), where we found these exfiltration processes are generally occurred in sub-

basins with two common features, i.e., clayey soils and high antecedent soil moisture (>80% 

saturated in the top layer). Before our target event in May 2015, several storms occurred in North 

Central Texas, which have almost saturated the soil (Lin et al. 2018). These soil columns could 

very easily reach full saturation, and thus exfiltration may occur with much water contained in the 

soil storage. Without considering the re-infiltration process, the added amount of runoff from 

exfiltration would have no chance to enter the soils but to directly become streamflow in the 

channel. Should a calibration be conducted under such circumstance, parameters could be 

wrongfully adjusted to compensate the missing re-infiltration process.  
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Figure 15: Trends of re-infiltration ratios for various runoff coefficients in two real events. 

 

Figure 16: (A) Spatial pattern of the initial saturation level in the first layer soil (0-10 cm) at 

the beginning of 2015 May Event. (B) Soil type for 18 gauges in the study area. (Sub-basins 

with bold outlines are the ones with higher (>1) re-infiltration ratios). 



 
 

66 
 

4 CONCLUSIONS 

In this study, the authors leverage the physically-based and distributed WRF-Hydro 

modeling framework to comprehensively assess the re-infiltration process (also referred to as the 

“run-on” process in literature), a process often missing in hydrologic models. In particular, we 

investigate the effects of hydrometeorological/geographical conditions and model parameters on 

re-infiltration simulations, aiming to provide a deeper understanding on re-infiltration than existing 

studies. Using UTRB as the test bed, a group of idealized numerical experiments are first 

conducted to focus on individual factors while holding the others constant. The results not only 

reveal the pattern and magnitude of individual effects, but also they inform the sensitivities of 

infiltration to each factor, providing guidance for the calibration effort in the subsequent analysis. 

In light of the idealized numerical experiments, two real storm events in UTRB are simulated and 

calibrated. Dominant factors to re-infiltration are identified from examining 18 sub-basins across 

the study area during these two events. In addition, the role of re-infiltration is investigated in 

relation with flood potential (indicated by runoff coefficient) to show the potential trade-offs in 

modeling re-infiltration for flood prediction purposes. The main conclusions from this study are 

summarized as follows: 

1. Local infiltration is a more direct route for infiltration, a likely result of gravity, than re-

infiltration through lateral water re-distribution. Under the principle of mass conservation, the 

changes in local and re-infiltration due to a single factor can be opposite to each other as seen in 

the cases of precipitation intensity, Ksat and REFKDT. More (less) water infiltrating locally means 

less (more) water to re-distribute to downstream cells and re-infiltrate. 

2. The influence of re-infiltration on streamflow simulation can be substantial for areas with flat 

terrain and soil with high clay content (re-infiltration ratio is more than 50%).  
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3. Runoff coefficient and re-infiltration ratio are positively correlated, indicating that re-infiltration 

effects are more pronounced as flood potential increases and subsequently may be more important 

in urban than in rural regions. 

For WRF-Hydro users, the insights from this study may also be helpful for strategically 

choosing overland routing options based on the study domain’s hydro-meteorological and 

graphical conditions. Given the computational cost for the terrain-on option and the complexity in 

considering related parameters in WRF-Hydro, users could potentially save time and resources 

while achieving satisfactory simulation results if re-infiltration is expected to be less influential. 

For modelers studying hydrology and hydrology-atmosphere feedbacks, understanding how 

different factors synergize or counteract with each other to affect re-infiltration is rewarding, as 

re-infiltration can play an indispensable role in the hydrologic cycle and in feeding back to the 

atmosphere. For instance, Senatore et al. (2015) concluded that accurate representation of re-

infiltration improves precipitation simulation when fully coupled with WRF, suggesting the need 

to represent this important physical realism in the model. For the community of flood emergency 

responders, increasingly detailed and realistic representations of physical processes marks a shift 

in the paradigm of operational flood forecast from a past that heavily relies on human 

judgment/adjustment towards a computationally expensive but more robust future. Although re-

infiltration was found significant for flood prediction in UTRB, it may prove to be a lesser process 

elsewhere. However, it is our emphasis that similar studies are imperative to elucidate the cost for 

missing or simplifying re-infiltration. 
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ABSTRACT 

As a fundamental component in hydrologic cycle, infiltration losses have drawn a lot of 

attention across the hydrology history. Accurate modeling of infiltration losses can provide better 

runoff estimation, which can further serve as flood design/protection criteria and water 

management schemes, etc. In design flood practices, the Initial Abstraction and Constant Loss 

(IACL) method has been widely applied due to its simplicity. However, due to a lack of physical 

equivalent properties, IACL method is often subject to issues in parameterization and has large 

dependency on calibration for every storm event. Despite the wide range/variability of IACL 

values, a single set of IA and CL values is adopted for specific flood frequency, which may 

introduce uncertainty and bias in the resulting peak streamflow. In this study, we first identified a 

total of 2,036 rainfall-runoff events for 18 watersheds in North Central Texas. Then the total losses 

with their IA and CL components from observed storm events are calculated based on time-series 

of mean areal precipitation (MAP) and streamflow data. Threshold behavior is found for all studied 

sub-basins, which is the relationship of the summation of gross rainfall and antecedent soil 

moisture versus runoff depth is largely linear above certain threshold. This finding provides a 

convenient way to estimate/predict total loss or runoff depth given MAP and antecedent soil 

moisture. It has also been found that the IA and CL values can be approximated by the Gamma 

and Weibull distributions, respectively. These stochastic IACL values can be applied in a Monte 

Carlo simulation framework to stochastically simulate numerous rainfall-runoff events for a flood 

frequency analysis. Due to a more realistic representation of the loss process, the Monte Carlo 

scheme promises to provide an alternative to the traditional deterministic approach. 
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1 INTRODUCTION 

As a fundamental component in hydrologic cycle, infiltration losses have drawn a lot of 

attention along the hydrology history. Accurate modeling of infiltration losses can provide better 

runoff estimation, which can further serve as flood design/protection criteria and water 

management schemes, etc. In general, infiltration models can be classified as three types (Mishra 

et al., 2003): physically based (or theoretical/mechanistic), semi-empirical and 

empirical/conceptual models. Physically based models refer to approach that is close to physical 

theory and has an analytical solution, including Green and Ampt (1911), Richards (1931), Phillip 

(1957, 1969), Mein and Larson (1971, 1973), and Smith (1972), etc. Semi-empirical models are 

based on simplified continuity equation and adopt certain hypotheses (e.g. Horton, 1938; Holtan, 

1961; Overton, 1964; Burnash et al., 1973; Singh and Yu, 1990). Empirical/conceptual models are 

derived from experimental observations and represent the overall infiltration process (Singh and 

Yu, 1990). Examples of such models are SCS-Curve (Mockus, 1972), Collis-George (1977), Initial 

Abstraction and Constant Loss (IACL) models (USACE, 1992), and others. 

Among numerous infiltration loss models, the Initial Abstraction and Constant Loss (IACL) 

method has been widely used due to its simplicity and relative accuracy. In flood frequency studies, 

IACL is adopted in Design Event Approach for ungauged area to estimate peak streamflow 

(USACE, 1992; USACE, 2013). The concept of IACL is that any watershed is assumed to store 

an absolute depth of rainfall at the beginning of the rainfall as initial abstraction (IA) and then 

reduce the rainfall rate at a constant loss (CL) rate. Therefore, the total loss of any storm events 

comprises of two components due to IA and CL, respectively.  

At present, the design IACL values recommended by USACE (1992) are based on the 

percentage of sandy and clayey soils with respect to various storm return periods. This 
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recommendation was made under the assumption of equality between the rainfall, discharge, and 

IACL return periods. However, it has been questioned and argued that the assumption of equality 

of return period is generally not valid (Pilgrim and Cordery, 1975; Viglione et al., 2009). TxDOT 

and USGS have done a complex computational analysis of observed rainfall and runoff for 

applicable watersheds in Texas and developed regression equations and the regression trees to 

determine the optimal values of IACL (Asquith and Roussel, 2007; Thompson et al., 2008). The 

watershed characteristics like main-channel length, curve numbers (CN), etc. are all considered in 

regression methods as variables to estimate IA and CL values. Even though these regression 

methods utilize parameters with physical basis, no distinctly superior simulation is found than 

using the areal weighted method from sand percentage (Fang et al., 2017). The potential reason 

might be the regression methods were developed independent of various antecedent soil moisture 

conditions caused by different rainfall events (Asquith and Roussel, 2007; Thompson et al., 2008). 

And when the aforementioned IACL estimations are applied using the real rainfall events to 

validate, large discrepancies are found both in runoff volume and peak timing (Fang et al., 2017). 

Therefore, due to the simplicity and the lack of physical equivalent properties, IACL is 

often subject to issues in parameterization and has large dependency on calibration for every storm 

event, which resulting in wide variation from events to events. Because of the non-linear behavior 

of the rainfall-runoff process, using a single set of IA and CL values for specific design frequency 

may introduce a large degree of uncertainty and bias in the resulting design flood estimation 

(Rahman et al., 2002; Loveridge et al., 2013). Thus, a substantial improvement in the accuracy and 

reliability of flood estimates could be expected from bringing in probability aspects of major input 

and parameters of the rainfall runoff process. This can be achieved through a Joint Probability 

Approach. 
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In contrast to the Design Event Approach, which is to generate frequency flood from a 

single combination (Eagleson, 1972; Beran, 1973), the Joint Probability Approach recognizes that 

any design flood characteristics (e.g. peak streamflow) could result from different combinations 

of rainfall input and other flood producing factors (e.g. loss-related variables). For example, the 

same peak streamflow can be generated by a small rainfall event with wet antecedent soil condition 

or a large rainfall with dry antecedent condition of the watershed. Thus, from the Joint Probability 

Approach, the distribution of the flood outputs can be directly estimated by simulating the likely 

combinations of model inputs and parameter values, leading to better estimation of frequency 

design flows. Meanwhile, subjective criteria in specifying model inputs can be eliminated, because 

the Joint Probability Approach treats model input and parameters values as random variable 

(Rahman et al., 2002). This can be done through a Monte Carlo simulation approach. The Monte 

Carlo simulation approach is essentially a compromise from the ideal continuous simulation 

approaches. Its main strength is that, as an event-based framework, it allows the processes that 

have a dominant influence on generating and modifying floods to be represented more realistically 

while simplifying other less influential processes. For each model run, a set of input and parameter 

values is randomly drawn from their respective distributions (for probability distributed variables), 

and by choosing a default representative value (for other variables). For example, rainfall duration, 

rainfall intensity, rainfall temporal pattern and losses can be treated as probability distributed 

variables.  

To further assist frequency analyses using Joint Probability Approach (e.g. Monte Carlo 

simulation), it is therefore imperative for us to better determine these initial and constant losses 

that have been observed to occur. Finding loss values that is representative in a probability sense 

can overcome the potential weakness of specifying a single set of IA and CL values for design 
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purposes. This study is performed for 18 headwater catchments in the Upper Trinity River Basin 

located in North Central Texas focusing on three main objectives: 

1. To identify the rainfall-runoff events from long-term observations of precipitation and 

streamflow. 

2. To characterize the total loss for each identified event and examine the role of 

antecedent soil moisture in total loss estimation. 

3. To separate the corresponding Initial Abstraction (IA) and Constant Loss (CL) 

components from the total loss and explore their statistical behavior from a large 

amount of identified storm events. 

The paper is organized as follows: Section 2 describes the methodology including the study 

area, database, and event selection; Section 3 summarizes the results and conducts discussions; 

Section 4 provides the conclusions and suggestions for future work from this study. 

2 METHODOLOGY 

2.1 STUDY AREA 

The study area is in the Upper Trinity River Basin (UTRB), where undeveloped areas are 

located at upstream while urban areas (the Greater Dallas -Fort Worth Metroplex) reside at mid- 

and downstream of the Basin (Figure 1A). Since a large percentage of the undeveloped areas 

within the Basin, accounting for infiltration loss as a vital component in the hydrologic processes 

is always challenging. Moreover, sitting in a region of temperate mean climatological conditions 

(USACE, 2013), UTRB experiences occasional extremes of temperature and rainfall with 

relatively short durations. The complexity of the infiltration process combining with the climate 

variability brings challenges to water resources engineering practices, especially in flood 

frequency analysis and flood forecasting. The study area has flat topography and the terrain slope 
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of 18 sub-basins ranges from 0.31% to 1.12% with an average of 0.64%. The area of 18 sub-basins 

varies from 16 km2 to 1,734 km2 with an average of 328 km2. 

 

Figure 1. Study area in Upper Trinity River Basin (UTRB).  (A) Imperviousness. (B) 18 

USGS stream gauges and the corresponding contributing area. 

2.2 DATABASE 

 Rainfall data is obtained from the National Centers for Environmental Prediction (NCEP) 

quality-controlled Stage IV Multi-sensor Precipitation Estimates (MPE) at 4 km/hourly 

spatiotemporal resolution. Fifteen years of data (2005-2019) are analyzed in this study and the 

mean annual precipitation for these sub-basins are 912 mm among the study period. The 

streamflow observations are downloaded from USGS gauges covering the same fifteen-year period 

as the precipitation data. 

 Since in situ soil moisture observations are limited in the study area, model-simulated soil 

moisture data are utilized to provide initial conditions. The initial soil moisture content (kg/m2) 

data are obtained from the North American Land Data Assimilation System Version 2 (NLDAS-

v2) Noah Land Surface Model (LSM) at 0-40 cm depth. The spatiotemporal resolution is 12.5 km 
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at hourly scale.  Among four LSM outputs from NLDAS-v2, Noah LSM is selected since it is used 

as the land surface component in multiple weather forecast systems (e.g. Weather Research and 

Forecasting (WRF) regional atmospheric model; the NOAA NCEP coupled Climate Forecast 

System; and the Global Forecast System). 

2.3 EVENTS SELECTION 

 Runoff events are selected throughout the entire study period (2005-2019) and we use the 

revised constant-k method (Mei and Anagnostou, 2015) to separate the baseflow. By assuming the 

baseflow storage is linear, streamflow at the recession curve can be defined as: 

                  𝑄𝑄 = 𝑄𝑄0𝑒𝑒−𝑘𝑘𝑘𝑘                                      (1) 

where Q is the streamflow at time t (m3/s), Q0 is the streamflow at the beginning of recession, and 

k is the recession coefficient and can be rearranged as: 

          𝑘𝑘 =  − 1
𝑄𝑄
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

                                                                    (2) 

Then the change rate of k (∆𝑘𝑘) can be calculated: 

∆𝑘𝑘𝑡𝑡 = 𝑘𝑘𝑡𝑡−𝑘𝑘𝑡𝑡−1
𝛥𝛥𝛥𝛥

                                                                 (3) 

As shown in Figure 2A, k is negative during the rising limb and positive during the falling limb. 

Because k is approximately constant going to the recession (Blume et al., 2007), we can identify 

the ending time of the runoff event when the change rate of k (∆𝑘𝑘) is small enough and can be 

considered as “no change”. Figure 2B illustrates the variation of ∆𝑘𝑘 for a sample flow period of 

the watershed 08048800. ∆𝑘𝑘 is stable during the recession while it shows large variation during 

the rising and the crest. From the variation of ∆𝑘𝑘, starting time of the event can also be identified.   

Then the straight-line method is applied by connecting the beginning and ending time to separate 

the baseflow.  
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Figure 2. Variation of (A) recession coefficient (k) and (B) change rate of the recession 

coefficient (Δk) for a sample flow period of the Watershed 08048800 in Upper Trinity River 

Basin (UTRB). 

Rainfall events are also identified based on time series of mean areal precipitation (MAP) 

for each gauge/sub-basin. This requires properly defining a threshold value for the minimum inter-

arrival time (MIT) between any two storm events. Then we can determine whether any two positive 

rainfall values separated by zeros belong to the same storm event by checking whether the number 

of zeros is greater than MIT or not. To automate the optimization of MIT, we follow the following 

steps. First, MIT is initialized at a small inter-arrival value, say 1 hour. Second, a list of storm 

events can be identified from the MAP time series based on the initialized MIT value. Third, the 

inter-arrival times of the list of storm events can be calculated and fitted to an exponential 

distribution, which is done by assuming that storm occurrence follows Poisson process. Fourth, 
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the goodness-of-fit is evaluated to determine if the MIT is proper.  If current MIT is not satisfactory, 

the new MIT value will be slightly increased, e.g. by 1 hour, and the procedure enters the next 

iteration starting from the first step until the updated MIT is proper. After identifying rainfall and 

runoff events identified independently, we match them by examining their overlay while minding 

that rainfall events should precede the runoff events.   

2.4 LOSS ESTIMATION 

 With rainfall and runoff events identified, the total loss for each event can be calculated by 

subtracting surface runoff volume (i.e. the integral of hydrograph after removal of baseflow) from 

gross rainfall. Considering the non-linear nature of hydrological process, a family of previous 

studies have discovered that surface runoff is a threshold process controlled by the antecedent 

wetness of the catchment (van Meerveld and McDonnell, 2005; James and Roulet, 2007, 2009; 

Latron and Gallart, 2008; Penna et al., 2011). Furthermore, Detty and McGuire (2010a, 2010b) 

found a clear threshold relationship between the summation of antecedent wetness and gross 

rainfall and runoff volume: above certain threshold, runoff volume becomes linearly correlated 

with the sum of antecedent soil moisture and rainfall. One benefit of the quantifying the threshold 

behavior is that total loss can be easily calculated/predicted given antecedent soil moisture and 

gross rainfall. Therefore, we examine this threshold behavior of the studied catchments based on 

observations of streamflow, rainfall and antecedent soil moisture.  

  As the components of total loss, the corresponding initial loss and constant loss are then 

estimated. Based on the concept of the Initial Abstraction and Constant Loss (IACL), IA can be 

calculated as the amount of rainfall that occurs before the start of the runoff (Rahman et al., 2002): 

𝐼𝐼𝐼𝐼 =  ∑ 𝐼𝐼𝑖𝑖
𝑡𝑡0
𝑖𝑖=1                                                     (4) 
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where  𝐼𝐼𝑖𝑖 is the hourly rainfall amount in mm and 𝑡𝑡0 is the time duration (h) between rainfall starts 

and runoff starts as shown in Figure 3. 

The total loss volume can be expressed as: 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 𝑅𝑅𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝐼𝐼𝐼𝐼 + 𝐶𝐶𝐶𝐶 × (𝑡𝑡 − 𝑡𝑡0)                                     (5) 

where t is the rainfall duration. 

Then the CL can be calculated as: 

𝐶𝐶𝐶𝐶 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿−𝐼𝐼𝐼𝐼
𝑡𝑡−𝑡𝑡0

                                                            (6) 

 

Figure 3. Initial Abstraction (IA) and Constant Loss (CL) for a given rainfall-runoff event.  

2.5 DISTRIBUTION FITTING 

 The calculated IA and CL values are analyzed and fitted to both parametric and non-

parametric probability distributions. Maximum likelihood estimates method is applied to fit the  

possible parametric distributions. Goodness-of-fit tests and plots, including the probability density 

function (PDF), probability-probability (P-P) and quantile-quantile (Q-Q) plots, are used to 

determine whether the fitted distribution is reasonable. For each fitted distribution, 10,000 random 
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values are generated to calculate the descriptive statistics (e.g. minimum and maximum values, 

mean, median, standard deviation, and skewness). These statistics from fitted distribution are 

compared to the descriptive statistics of the sample data set. Based on the results from the goodness 

of fit tests, P-P and Q-Q plots, and relative errors of the descriptive statistics, the best fitting 

distribution is selected. Three continuous probability distributions used in this study are defined in 

Table 1. 

Table 1. Continuous probability distributions: Gamma, Weibull, and Lognormal 

distributions 

Distribution Probability density function Parameters 

Gamma 𝑓𝑓𝑋𝑋(𝑥𝑥) =  
𝜆𝜆𝛼𝛼𝑥𝑥𝛼𝛼−1𝑒𝑒−𝜆𝜆𝜆𝜆

𝛤𝛤(𝛼𝛼)
 

𝛼𝛼 is the shape parameter (𝛼𝛼 > 0) 
𝜆𝜆 is the scale parameter (𝜆𝜆 > 0) 
𝛤𝛤(𝛼𝛼) is the Gamma function: 

 𝛤𝛤(𝛼𝛼) =  ∫ 𝑥𝑥𝛼𝛼−1𝑒𝑒−𝑥𝑥𝑑𝑑𝑑𝑑∞
0 (𝑥𝑥 > 0) 

Weibull 𝑓𝑓𝑋𝑋(𝑥𝑥) =  
𝛼𝛼
𝜆𝜆

(
𝑥𝑥
𝜆𝜆

)𝛼𝛼−1𝑒𝑒−(𝑥𝑥𝜆𝜆)𝛼𝛼  
𝛼𝛼 is the shape parameter (𝛼𝛼 > 0) 
 𝜆𝜆 is the scale parameter (𝜆𝜆 > 0) 

 

Lognormal 𝑓𝑓𝑋𝑋(𝑥𝑥) =  
1
𝑥𝑥

1
𝜎𝜎√2𝜋𝜋

𝑒𝑒[−(ln 𝑥𝑥−𝜇𝜇)2
2𝜎𝜎2 ] 

𝜎𝜎 is the shape parameter  
𝜇𝜇 is the location parameter  

 
 

3 RESULTS AND DISCUSSIONS 

3.1 RAINFALL-RUNOFF EVENTS 

 Table 2 shows the number of identified rainfall-runoff events for 18 sub-basins over the 

15-year observation period. From the rainfall and runoff statistics, we can see a large variety of 

events have been covered including both small and big events. In total 2,036 events are identified 

from 18 sub-basins in UTRB. 
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Table 2. Statistics of selected rainfall-runoff events for 18 sub-basins 

Gauge ID Area (Km2) Event 
Number 

Rainfall Range (mm) Runoff Range (mm) 
Low High Mean Low High Mean 

08042800 1733.8 15 4.87 222.88 77.60 2.42 122.65 23.34 
08044800 162.5 126 0.43 145.86 38.19 0.02 59.55 5.74 
08047050 142.0 265 0.11 179.23 20.85 0.07 65.22 2.46 
08048800 136.5 93 0.88 121.02 31.26 0.16 44.13 7.99 
08048970 233.8 152 0.19 111.92 23.48 0.08 87.09 7.13 
08049580 65.9 76 1.01 106.79 34.29 0.08 96.66 11.70 
08049700 163.7 203 0.10 184.26 29.79 0.05 87.41 5.45 
08050400 458.9 70 0.19 517.59 51.40 0.10 349.59 17.45 
08050800 101.2 37 7.36 157.20 47.48 0.16 97.83 17.61 
08050840 75.9 44 4.30 145.67 34.26 1.48 92.60 14.40 
08051500 758.1 57 0.43 507.67 50.91 0.10 311.74 15.53 
08052700 188.9 35 1.10 179.82 47.88 1.08 165.07 24.30 
08052745 98.8 80 0.80 135.30 30.41 0.16 46.00 9.23 
08052780 334.3 86 1.08 179.23 37.42 0.09 109.88 9.53 
08053009 35.9 177 0.46 114.50 25.45 0.16 75.37 8.84 
08053500 1033.0 29 1.73 502.06 61.52 0.35 223.32 18.39 
08056500 16.3 212 0.27 116.02 23.63 0.17 73.05 7.31 
08057200 172.2 279 0.71 132.38 23.20 0.14 70.87 5.87 

 

3.2 THRESHOLD BEHAVIOR 

 From the identified rainfall-runoff events for 18 sub-basins in UTRB, we calculate the 

gross rainfall (MAP), runoff volume and total loss and extract the antecedent soil moisture content 

from the top 40 cm depth of soil layer for each event.  A clear threshold behavior is found for all 

18 sub-basins. Threshold is considered as the sum of antecedent soil moisture content (ASM) and 

total rainfall (MAP), which have been widely used from previous studies (Detty and McGuire, 

2010; Fu et al., 2013; Saffarpour et al., 2016). The linear relationship between MAP + ASM and 

runoff gets stronger beyond the threshold, so we can identify the threshold based on the coefficient 

of determination R2. Figure 4 shows an example (gauge 08057200) of how the coefficient of 

determination R2 changes when different threshold is selected. The coefficient of determination R2 
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is calculated for a linear regression fit to 40 % of the sample points with MAP + ASM just above 

a moving threshold. With the moving threshold increasing, the R2 value almost increases 

exponentially as illustrated in Figure 4. The optimal threshold is determined when R2 increases 

above 0.8. 

 

Figure 4. The coefficient of determination R2 calculated for a linear regression between 

runoff volume and MAP + ASM above a moving threshold for a sample watershed 

08057200. 
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Figure 5. Threshold behavior of 18 sub-basins in UTRB. 

As shown in Figure 5, below a certain threshold, the sum of ASM and gross rainfall is 

poorly correlated with runoff depth, and little runoff is generated. Above this threshold value, the 

relationship between MAP + ASM and runoff depth is highly correlated. The threshold behavior 

has long been discovered in previous studies using small headwater basins or experimental basins 

(Detty and McGuire, 2010a; Penna et al., 2011; Fu et al., 2013; Saffarpour et al., 2016). In this 

study, we confirm and expand the threshold behavior using more and larger-sized basins based on 

long-term rainfall, soil moisture, and streamflow observations. The threshold behavior can be used 

to estimate runoff and loss given total rainfall and antecedent soil moisture. For example, one can 
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predict the runoff volume in a basin using the real time soil moisture and quantitative precipitation 

forecast (QPF) ahead of a storm event based on the threshold behavior.  

3.3 LOSS VALUES FROM SELECTED EVENTS 

 Initial and constant losses have been calculated for each event and Table 3 summarizes the 

important statistics of the estimated IA and CL values for individual gauges. The mean IA and CL 

for the 18 sub-basins are 117 mm and 0.6 mm/hr respectively. The average skewness values for 

IA and CL are 1.67 and 2.08, indicating the IA and CL distributions are positively skewed. The 

reason is that the lower bounds of IA and CL are zero or close to zero while the upper bounds are 

varied and based on the data samples. For all sub-basins, the average ranges of IA and CL are 0 – 

177 mm and 0 – 3.89 mm/hr respectively. Given such a wide range, the use of a single set of IACL 

values for specific design frequency, which is to convert specific rainfall (e.g. 100-yr design 

rainfall) to streamflow (e.g. 100-yr peak streamflow), seems unreliable.  
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Table 3. Statistics of IA and CL values for 18 sub-basins (SD meaning standard deviation) 

Gauge ID Event 
Number 

IA (mm) CL (mm/hr) 
Range Mean Median SD Skew Range Mean Median SD Skew 

08042800 15 5 - 112 49 47 33.45 0.22 0.04 - 0.36 0.20 0.24 0.11 -0.09 
08044800 126 0 - 116 28 20 25.12 1.61 0.03 - 2.51 0.39 0.27 0.45 2.45 
08047050 265 0 - 99 15 9 17.67 1.93 0.00 - 8.50 0.69 0.37 1.08 4.43 
08048800 93 1 - 118 25 17 24.24 1.75 0.01 - 1.30 0.51 0.40 0.44 0.53 
08048970 152 0 -96 15 10 15.80 2.11 0.00 - 6.52 0.68 0.36 1.05 3.67 
08049580 76 0 -104  27 19 24.11 1.50 0.01 - 2.49 0.64 0.28 0.83 1.37 
08049700 203 0 - 121 24 16 25.80 2.07 0.00 - 3.05 0.48 0.22 0.67 2.36 
08050400 70 0 - 178 35 31 29.01 2.24 0.00 - 9.19 0.80 0.21 2.11 3.78 
08050800 37 0 - 110 33 28 26.83 1.33 0.03 - 1.76 0.47 0.31 0.60 1.67 
08050840 44 0 - 92 28 23 19.39 1.10 0.06 - 3.92 1.06 0.56 1.62 1.40 
08051500 57 0 - 130 31 27 29.45 1.52 0.01 - 6.30 0.75 0.43 1.38 3.65 
08052700 35 0 - 102 30 27 22.25 1.05 0.05 - 0.85 0.41 0.39 0.32 0.18 
08052745 80 0 - 135 24 18 24.63 2.30 0.01 - 4.71 0.80 0.23 1.32 2.32 
08052780 86 0 - 112 29 21 25.94 1.53 0.00 - 0.99 0.26 0.11 0.32 1.37 
08053009 177 0 - 114 20 13 20.46 1.96  0.03 - 6.70 0.94 0.37 1.43 2.46 
08053500 29 0 - 123 38 33 28.96 1.08 0.00 - 0.45 0.18 0.14 0.15 0.62 
08056500 212 0 - 116 19 13 21.47 2.23 0.01 - 5.82 0.83 0.51 1.11 2.77 
08057200 279 0 - 132 18 12 21.60 2.55 0.00 - 4.61 0.71 0.33 1.00 2.46 
Average 113 0 - 117 27 21 24.23 1.67 0.00 - 3.89 0.60 0.32 0.89 2.08 

 

 Figures 6A, 6B and 6C show the variability of IA (mm), total CL (mm) and CL (mm/hr) 

from all the 2,036 events of 18 sub-basins. The events are ranked in ascending order of the total 

rainfall amount. It can be found that the higher rainfall, the larger variations in IA and total CL 

(Figures 6A and 6B). This finding is important for design applications, especially for extreme 

events with large rainfall amount. Because the greater variations/ranges of IA and total CL are 

expected for big events, it is questionable to assign a single set of IACL values for specific design 

scenario.  The trend of variations in CL values is mixed as the rainfall increases (Figure 6C). This 

can be explained by the fact that CL is the loss rate, so it also depends on the rainfall duration other 

than rainfall amount.  
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Figure 6. The variability of (A) IA, (B) Total CL, (C) CL with the ascending order of total 

rainfall. 

3.4 DISTRIBUTION FITTINGS 

 Gamma, Weibull, and Lognormal distributions are fitted to the calculated IA and CL values 

for 18 sub-basins. As shown in Table 3, the events identified for some sub-basins are not 

statistically significant, because sample size of the calculated IA and CL values is not big enough 

to generate a reasonable distribution. Therefore, we only show the results of distribution fittings 

for six sub-basins which have more than 150 events identified.  
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 Figure 7 shows the histogram of IA values and the fitted probability density function (pdf) 

of Gamma, Weibull, and Lognormal distributions. From the goodness of fit statistics (Table 4), 

Lognormal distribution is found to have the lowest p-values and less than 0.05 for most gauges, 

indicating poor evidence for the null hypothesis, which means Lognormal is not suitable for fitting 

the distribution of IA. Gamma and Weibull distributions show the similar Anderson-Darling 

statistics. Table 5 shows the comparison of the descriptive statistics between the calculated and 

generated (sample size: 10,000 values) IA values from Gamma and Weibull distributions. 

Compared with the calculated mean of IA, the Gamma-generated and Weibull-generated mean 

both show 1% average differences from six sub-basins. For the standard deviation, the average 

difference between calculated and Gamma/Weibull-generated IA is 8%/10%. The upper limit of 

Gamma-generated IA is closer to the calculated upper limit than Weibull. Overall, the generated 

IA values from Gamma fitted distribution preserve the statistics of the calculated IA data well. 

  

Figure 7. Histogram and fitted probability density function (pdf) of three distributions of 

the Initial Abstraction (IA) values for sub-basins with identified events more than 150. 
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Table 4. Goodness of fit test statistics of the fitted Gamma, Weibull, and Lognormal 

distributions of the IA data 

Gauge ID Distribution 
Anderson-Darling 

P-value Statistics 

08047050 
Gamma 0.813 0.435 
Weibull 0.812 0.436 

Lognormal 0.007 4.198 

08048970 
Gamma 0.997 0.165 
Weibull 0.997 0.164 

Lognormal 0.093 1.991 

08049700 
Gamma 0.442 0.857 
Weibull 0.448 0.848 

Lognormal 0.005 4.419 

08053009 
Gamma 0.983 0.222 
Weibull 0.986 0.213 

Lognormal 0.068 2.236 

08056500 
Gamma 0.212 1.367 
Weibull 0.224 1.325 

Lognormal 0.045 2.581 

08057200 
Gamma 0.223 1.329 
Weibull 0.269 1.196 

Lognormal 0.001 5.650 
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Table 5. Comparison of the statistics of the calculated and generated IA values (SD 

meaning standard deviation) 

Gauge ID IA 
Number 

Initial Abstraction (IA) (mm) 

 Range Mean Median SD Skew 

08047050 265 
Calculated 0 - 99 15.20 9.18 17.67 1.93 

Gamma 0 - 160 14.87 8.92 17.37 2.21 
Weibull 0 - 279 15.42 8.62 19.30 2.79 

08048970 152 
Calculated 0 -96 14.76 9.74 15.80 2.11 

Gamma 0 - 153 14.71 9.51 15.85 2.18 
Weibull 0 - 151 14.59 9.53 15.61 2.24 

08049700 203 
Calculated 0 - 121 23.76 16.17 25.80 2.07 

Gamma 0 - 235 23.72 15.95 24.69 2.06 
Weibull 0 - 248 23.52 15.06 25.54 2.17 

08053009 177 
Calculated 0 - 114 19.59 13.35 20.46 1.96 

Gamma 0 - 197 19.36 13.21 19.65 2.14 
Weibull 0 - 206 19.38 13.08 19.70 2.01 

08056500 212 
Calculated 0 - 116 19.17 12.61 21.47 2.23 

Gamma 0 - 187 19.34 13.27 19.52 2.00 
Weibull 0 - 226 19.05 12.94 19.62 2.12 

08057200 279 
Calculated 0 - 132 18.06 11.95 21.60 2.55 

Gamma 0 - 151 17.76 11.30 19.26 2.08 
Weibull 0 - 223 18.05 11.40 20.37 2.40 

 

Figure 8 shows the histogram of CL values and the fitted probability density function (pdf) 

of Gamma, Weibull, and Lognormal distributions. From the goodness of fit statistics (Table 6), 

we can see p-values of three distributions for six gauges are all larger than 0.05, indicating the null 

hypothesis is not rejected. However, Anderson-Darling statistics of Lognormal are always larger 

than Gamma and Weibull distributions, indicating Lognormal is less suitable for fitting CL 

compared with Gamma and Weibull. Weibull has smaller Anderson-Darling statistics than Gamma, 

meaning Weibull distribution fits CL better. Table 7 shows the comparison of the descriptive 

statistics between the calculated and generated (sample size: 10,000 values) CL values from 

Gamma, Weibull, and Lognormal distributions. From the statistics, we can see the fitted 
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Lognormal has much higher values for the upper limit of CL than Gamma and Weibull. The 

average difference in calculated and Gamma/Weibull-generated means is only 1%/2%; for the 

standard deviation (SD) the average difference is 18%/11%. The Weibull distribution is therefore 

found to be of best fit and well preserves the statistics of the calculated CL values.   

 

Figure 8. Histogram and fitted probability density function (pdf) of three distributions of 

the Constant Loss (CL) values for sub-basins with identified events more than 150. 

Table 6. Goodness of fit test statistics of the fitted Gamma, Weibull, and Lognormal 

distributions of the CL data. 

Gauge ID Distribution 
Anderson-Darling 

P-value Statistics 

08047050 
Gamma 0.666 0.581 
Weibull 0.959 0.269 

Lognormal 0.528 0.737 

08048970 
Gamma 0.759 0.487 
Weibull 0.896 0.351 

Lognormal 0.355 1.004 
08049700 Gamma 0.895 0.351 
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Weibull 0.974 0.243 
Lognormal 0.275 1.179 

08053009 
Gamma 0.331 1.050 
Weibull 0.592 0.660 

Lognormal 0.277 1.236 

08056500 
Gamma 0.955 0.276 
Weibull 0.987 0.210 

Lognormal 0.693 0.552 

08057200 
Gamma 0.548 0.713 
Weibull 0.806 0.442 

Lognormal 0.340 1.034 

Table 7. Comparison of the statistics of the calculated and generated CL values (SD 

meaning standard deviation) 

Gauge ID CL 
Number 

Constant Loss (CL) (mm/hr) 

 Range Mean Median SD Skew 

08047050 111 
  
  

Calculated 0.00 - 8.50 0.69 0.37 1.08 4.43 
Gamma 0.00 - 9.38 0.68 0.40 0.81 2.42 
Weibull 0.00 - 12.76 0.68 0.37 0.89 2.92 

Lognormal 0.00 - 94.70 0.91 0.29 2.76 15.31 

08048970 52 
  
  

Calculated 0.00 - 6.52 0.68 0.36 1.05 3.67 
Gamma 0.00 - 11.29 0.68 0.37 0.85 2.53 
Weibull 0.00 - 11.59 0.67 0.34 0.91 3.18 

Lognormal 0.00 - 208.72 1.10 0.27 4.11 22.17 

08049700 69 
  
  

Calculated 0.00 - 3.05 0.48 0.22 0.67 2.36 
Gamma 0.00 - 6.03 0.47 0.25 0.61 2.53 
Weibull 0.00 - 12.01 0.49 0.23 0.73 3.90 

Lognormal 0.00 - 558.81  0.94 0.17 6.88 60.90 

08053009 40 
  
  

Calculated  0.03 - 6.70 0.94 0.37 1.43 2.46 
Gamma 0.00 - 13.07 0.94 0.53 1.14 2.47 
Weibull 0.00 - 19.99 0.90 0.46 1.25 3.32 

Lognormal 0.00 - 97.48 1.00 0.37 2.44 13.96 

08056500 42 
  
  

Calculated 0.00 - 5.82 0.83 0.51 1.11 2.77 
Gamma 0.00 - 9.34 0.83 0.50 0.94 2.27 
Weibull 0.00 - 11.87 0.82 0.47 1.02 2.79 

Lognormal 0.00 - 86.59 1.11 0.38 2.67 10.05 

08057200 77 
  
  

Calculated 0.00 - 4.61 0.71 0.33 1.00 2.46 
Gamma 0.00 - 7.54 0.70 0.39 0.85 2.37 
Weibull 0.00 - 15.48 0.72 0.38 0.98 3.29 

Lognormal 0.00 - 171.24 1.06 0.29 3.66 22.53 
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All IA and CL values from 18-subbasins are used to extract exceedance probabilities. 

Figures 9 and 10 show the resulting non-parametric distribution with 90% confidence interval for 

the sample IA and CL data. The resulting distributions are compared with the design IA and CL 

values generated based on sand percentage data (USACE, 1992). The two ends of horizonal lines 

mark the range of design IA (CL) values, with the mean represented by the intersection points with 

the non-parametric distribution of IA (CL). First, The IAs (CLs) derived from runoff events well 

encompass those based on design criteria with the maximum IA (CL) being 130 mm (8.5 mm/hr). 

Second, both the mean and variation of design IA(CL) decreases with greater return period. 

  As implied by the return periods, the more frequently an IA (CL) value is observed in real 

events, the rarer (more intense) a design storm event this value corresponds to. This points to a 

tendency of the current design criteria in which a small loss percentage is intentionally assigned to 

intense design storms for conservative purpose, but unfortunately contradicts the observations. 

Alternatively, a probabilistic approach of flow frequency analysis can potentially provide a more 

robust and realistic representation of loss using a Monte Carlo framework. Random IA(CL) values 

can be drawn from the statistical distributions as derived here and then drive the hydrologic 

simulation. A large number of simulations closely preserve the statistical moments of event-based 

IA (CL) as also demonstrated here. The drawing of random IA(CL) values can be independent by 

assuming no significant correlation with other inputs (e.g. rainfall) or parameters. If correlation is 

instead found statistically significant between two parameters/inputs, their random values can then 

be generated simultaneously from their joint distribution. For example, IA is dependent on the 

total rainfall depth because the former must be smaller than the latter. Therefore, the conditional 

pdf of IA given a total rainfall depth is truncated, which should be reflected by the fitted joint 

distribution. Due to the limited data samples, the fitting of a joint distribution is determined beyond 
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the scope of this study. However, we are currently investigating regionalization approaches to 

aggregate data at multiple sub-basins and form regional independent or joint distributions of 

rainfall and loss variables.           

 

Figure 9. Comparison between non-parametric distribution of all Initial Abstraction (IA) 

values and design IA values. 
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Figure 10. Comparison between non-parametric distribution of all Initial Abstraction (IA) 

values and design CL values. 

4 CONCLUSIONS AND FUTURE WORK 

This study focuses on loss estimation for 18 headwater catchments in North Central Texas 

using 15-year (2005-2019) Stage IV rainfall and USGS streamflow. By developing automatic 

algorithms, we identify a total of 2,036 rainfall-runoff events, from which a series of statistical 

analyses are made on total loss with its initial abstraction (IA) and constant loss (CL) components. 

It has demonstrated a wide variability in IA values, reflecting inherent uncertainties/bias in losses 

for flood modeling. The statistical behavior of the IACL is explored and the distribution tested in 

this study show promising results in preserving the statistical moments. The statistics from this 

exhaustive list of events establish a solid foundation for future Monte-Carlo rainfall-runoff 

simulation, which can provide a better estimation in derived flood frequency curves. The major 

findings are summarized as follows: 

1. Unique from previous schemes, the automatic identification of rainfall-runoff events 

ensures that the occurrence of events follow a Poisson process. The larger number of events 

suffice the requirement in deriving statistical distribution of loss-related variables.  

2. Threshold behavior is found for all studied sub-basins. In UTRB, the relationship between 

MAP + ASM and runoff is largely linear above certain threshold, which indicates a 

convenient way to estimate/predict total loss or runoff given gross rainfall and antecedent 

soil moisture.  

3. Using a simplistic framework, IA and CL can be roughly estimated based on hyetograph 

and hydrograph. Estimated IA and CL can be fit to positively skewed distributions. Out of 
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the tested distributions, Gamma distribution has the best goodness of fit for IA and Weibull 

distribution has the best goodness of fit for CL. 

For future directions, we will implement the distributions of IA and CL derived in this 

study in a Monte Carlo framework to simulate numerous rainfall-runoff events for a flood 

frequency analysis. Joint distribution of loss parameters with rainfall or other influential 

inputs/parameters will be considered as possible ways to capture the probabilistic nature of loss-

related variables even more accurately. Due to the more realistic representation of the loss process, 

we expect the simulations will have good chance in matching the streamflow observations in terms 

of extreme value distribution. Furthermore, the results will enable us to resolve the discrepancies 

between the rainfall and flood frequencies.  
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Chapter 5: Conclusion and Future Research 

 This section summarizes the conclusions from previous chapters and provides suggestions 

for future research. 

CONCLUSIONS 

With recent advances in remote sensing, high-performance computing, and in-situ 

measurements, hydrologic/hydraulic (H/H) simulation has been reaching higher levels of 

spatiotemporal granularity and scale. However, enormous gaps exist between the scientific 

exploration and engineering practices. What’s more, one might argue the such gap is becoming 

increasingly wider with the exponentially faster pace in data/computer science. In addition, the 

past two decades has witnessed real challenges from climate change and extreme weather to the 

infrastructure and engineering designs. Therefore, it is imperative for the engineering community 

to demonstrate the necessity and benefits of adopting more data and better science as well as to 

innovate engineering methods/practices. This doctoral research explores the hydrologic and 

hydraulic practices in the following two aspects: 1) comparing different inundation modeling 

approaches based on the observation derived using remote sensing techniques, and 2) investigating 

the representation of infiltration loss using realistic and abstract infiltration schemes in various 

hydrologic models. 

To this end, Chapter 2 presents the comparative analyses between terrain-based model 

(HAND) and hydraulic-based model (iRIC) for a large flooding event occurring in May of 2016 

in the Brazos River. Using the inundation extent derived from Landsat-8 Satellite imagery as the 

benchmark/observation, the performances of HAND and iRIC are evaluated based on the goodness 

of overlapping between the simulation and observation. The quantitative results show that iRIC 



 
 

108 
 

performs better (~70% of AFI) than HAND (~56%) during this extreme flood event. The study 

demonstrates that the catchment-based calculation of HAND does not explicitly account for inter-

catchment flows between the main stem and its tributaries. However, the modified HAND method, 

which re-defines the channel network by stream orders, can provide a remedy to this issue when 

strategically applied the areas overlooked by HAND. Also, several lessons are learned from this 

work. First, simplification on the intricacy of flow dynamics has relatively minor influence on 

predictions for extreme events, which can positively justify the utility of HAND for large-scale 

inundation mapping. Second, terrain-based and hydraulic-based models have their own strength 

and weakness, hence can be used jointly to achieve the best accuracy and efficiency. Third, the 

low computational cost and ease to couple with the National Water Model (NWM) of HAND 

method, which provides great potential to support real-time continental inundation forecast in the 

future. 

Chapter 3 explores the representation of infiltration loss in WRF-Hydro by 

comprehensively assessing the re-infiltration process, which is often ignored in 

conceptual/simplified hydrologic models. The effects of hydrometeorological, geographical 

conditions and model parameters on re-infiltration are evaluated by conducting a group of 

idealized numerical experiments in Upper Trinity River Basin (UTRB). The results not only reveal 

the pattern and magnitude of individual effects, but also inform the sensitivities of infiltration to 

each factor, providing guidance for the calibration efforts. Meanwhile, two real storm events in 

UTRB are simulated and calibrated to investigate the role of re-infiltration in real events. The study 

highlights that the local infiltration is a more direct route for infiltration than re-infiltration through 

lateral water re-distribution. Under the principle of mass conservation, the changes in local and re-

infiltration due to a single factor can be opposite to each other. In addition, it is found that the 
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influence of re-infiltration on streamflow simulation can be substantial for areas with flat terrain 

and soil with high clay content (re-infiltration ratio is more than 50%). From both idealized and 

real events simulations, the runoff coefficient and re-infiltration ratio are positively correlated. 

Insights gained from this exploratory work are: (1) Re-infiltration effects are more pronounced as 

flood potential increases and subsequently may be more important in urban than in rural regions; 

(2) For WRF-Hydro users, one can strategically choose overland routing options based on the 

study domain’s hydro-meteorological and graphical conditions.  

Chapter 4 investigates the loss estimation of the Initial Abstraction and Constant Loss 

(IACL) method in HEC-HMS, which is widely used in the engineering practices due to its 

simplicity and relative accuracy. The exhaustive list of rainfall-runoff events has been identified 

and the corresponding total losses with their IA and CL components are calculated based on time-

series of mean areal precipitation (MAP) and streamflow data. Threshold behavior is found for all 

studied watersheds, which is the linear relationship of the gross rainfall plus antecedent soil 

moisture versus runoff depth above certain threshold. This finding provides a convenient way to 

estimate/predict total loss or runoff depth given MAP and antecedent soil moisture. It has also 

been found that the IA and CL values can be approximated by the Gamma and Weibull 

distributions, respectively. These stochastic IACL values can be applied in a Monte Carlo 

simulation framework to stochastically simulate numerous rainfall-runoff events for a flood 

frequency analysis. Since the probabilistic nature of loss process is better represented, the Monte 

Carlo scheme promises to provide an alternative to the traditional deterministic approach. 

FUTURE RESEARCH 

This doctoral research includes three studies to investigate the Hydrologic and Hydraulic 

(H/H) modeling as introduced in Chapters 2, 3, and 4, respectively. For the study in Chapter 2, 
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there is room for future investigation in uncertainty analysis of observations using multiple sources 

of raw imagery along with various classification techniques. Potential sources of raw imagery can 

be used including synthetic aperture radar (SAR), unmanned aerial vehicle (UAV) and so on; while 

classification methods like Delta-cue change detection on pre/during flooding scenarios, 

normalized difference water index and image fusion techniques can be also used to generate 

inundation extents.  

Chapter 3 introduces the study about headwater catchments in the North Central Texas. 

However, the findings need to be expanded to cover other places featuring a wider variety of 

hydrometeorological and graphical conditions. Since re-infiltration can play an indispensable role 

in the hydrologic cycle and in feeding back to the atmosphere, how different factors synergize and 

counteract with each other under hydrology-atmosphere interacting condition (coupling with WRF) 

would be an interesting topic to investigate.  

The research effort in Chapter 4 sets a solid foundation for future implementation in Monte 

Carlo framework. Numerous rainfall-runoff events can be simulated to generate flood peaks, 

which in turn feed a flood frequency analysis (FFA). Moreover, the joint distribution of loss 

parameters with rainfall or other influential inputs/parameters can be considered as possible ways 

to capture the probabilistic nature of loss-related variables even more accurately. To further 

validate this probabilistic approach, a comparison with the existing FFA results at gauged locations 

is necessary. As the ultimate targets, ungauged areas will benefit the most from this simulation 

scheme which essentially generates streamflow time series as realistic as observed in neighboring 

gauged basins.  
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