
I 
 

Theoretical and Experimental Analysis and Optimization of Thermal 

Conduction in Electrochemical and Latent Heat Energy Storage Systems   

by  

Amirhossein Mostafavi 

 

 

DISSERTATION 

Submitted in partial fulfillment of the requirements  

For the degree of Doctor of Philosophy at  

The University of Texas at Arlington  

August 2021 

 

Arlington, Texas  

 

Supervising Committee: 

Dr. Ankur Jain (Committee Chairperson) 

Dr. Miguel Amaya 

Dr. Hyejin Moon 

Dr. Amir Ameri 

Dr. Sunand Santhanagopalan 

  



II 
 

 

 

 

 

 

 

 

 

 

 

Copyright by  

Amirhossein Mostafavi 

2021 

  



III 
 

 

 

 

 

 

 

 

This dissertation is dedicated to 

my loving parents, lovely sister, and dear brother 

for their endless support through all the stages of my life 

 

 

 

  



IV 
 

ACKNOWLEDGEMENTS 

 

I would like to express my deepest appreciation to my advisor, Dr. Ankur Jain for giving me 

the opportunity to continue my research in his research group. I extend my gratitude for his 

invaluable support and guidance during my PhD study. This dissertation would have not been 

possible without his advice and mentorship. 

I would like to thank my committee members for all their guidance and instructions. Their 

constructive suggestions helped me to improve the quality of my dissertation. 

I would like to thank my friends, lab mates and colleagues at Microscale Thermophysics 

Laboratory (MTL) who helped me along this journey. 

My gratitude extends to MAE department at the University of Texas at Arlington for all their 

support.  

August 2021 

  

  



V 
 

ABSTRACT 

Theoretical and Experimental Analysis and Optimization of Thermal Conduction in 

Electrochemical and Latent Heat Energy Storage Systems  

Amirhossein Mostafavi, Ph.D. 

The University of Texas at Arlington, 2021 

Supervising Professor: Dr. Ankur Jain 

Phase change materials (PCMs) are used commonly for energy storage purposes. Thermal 

energy can be stored in a PCM with a variety of configurations such as PCM slabs, cartesian and 

cylindrical finned systems. Heat transfer in PCM storage systems can be from a heat transfer fluid 

(HTF) or a heat source at constant temperature to adjacent PCM. The rate of heat transfer is limited 

by thermal properties. Fin insertion can improve the heat transfer inside the PCM. Chapters 2 and 

3 derive and solve the governing energy equations to determine the transient temperature 

distribution in the PCM due to the presence of a fin in both Cartesian and cylindrical finned PCM 

systems. Results show existence of an optimal fin size which maximizes heat stored in the system.  

In addition, the analytical method is extended to determine heat transfer and melting front 

propagation in PCM slab systems due to convective heat transfer of flow past the slabs, which is 

a nonlinear and transient problem. It is important to treat the PCM-fluid flow heat transfer problem 

as a conjugate problem with convective heat transfer in the fluid and phase change heat transfer in 

the PCM. Heat transfer coefficient at the PCM-flow interface is a function of space and time where 

the heat transfer from a plate to flow past over a plate is due to either heat flux or temperature on 

the plate. Chapters 4 and 5 present an approach based on integral method to determine convective 
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heat transfer from a plate into a fluid flow, where the boundary condition of heat flux or 

temperature on the plate is a known general function of time and space.  

Chapter 6 solves the conjugate problem of PCM-flow problem by implementing an iterative 

approach to determine transient convective heat transfer and temperature distribution on the fluid-

PCM interface. The integral method showed in chapter 5 is used to solve the flow sub-problem. 

An approximate solution based on perturbation method solves the PCM sub-problem. An iterative 

approach integrates and solves these two subproblems. The effect of thermal properties of heat 

transfer fluid and PCM is investigated. This study improves the fundamental understanding of heat 

transfer in PCM storage systems and provides practical guidelines for design of such systems. 

Electrochemical energy storage in Li-ion cells is another key technology in energy storage 

purposes with multiple applications such as electric vehicles and consumer electronics. Li-ion cells 

are very sensitive to temperature. Chapter 7 investigates dual-purpose thermal management of a 

Li-ion cell using solid-state thermoelectric elements. Both cooling and heating of a Li-ion cell are 

demonstrated, with good agreement between experimental data and numerical simulation results 

which makes thermoelectric coolers an effective approach for thermal management of Li-ion cells 

at aggressive operating conditions.  

 It is expected that the theoretical and experimental works presented in this dissertation will 

help in understanding heat transfer, design optimization and improving the performance of phase 

change energy and electrochemical storage systems. 
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Chapter 1 

1-1. Introduction 

A number of technologies have been used for energy storage in harvesting renewable energies 

[1]. The intermittent nature of renewable energies can be addressed by energy storage 

technologies. Energy storage technologies not only improve the reliability of renewable energies, 

but also decrease the mismatch between supply and demand [2]. The capability of utilizing excess 

energy and releasing that energy later critical for addressing the transient nature of renewable 

energy. Thermal energy storage in phase change material and electrochemical energy storage in 

Li-ion cells are two common technologies which have been investigated for this purpose [3].  

Theoretical modeling and understanding of heat transfer in energy storage systems is critical 

to enhance the performance, efficiency and safety of such systems. Latent heat energy storage in 

phase change material and electrochemical energy storage in Li-ion cells are two commonly used 

techniques in energy storage technologies. A concise introduction to each of thermal energy 

storage and electrochemical energy storage in phase change materials (PCM) and Li-ion cells 

respectively is presented next and a comprehensive introduction is presented in the beginning of 

each chapter. 

1-1-1. Thermal energy storage in phase change materials 

Among the various available technologies for energy storage, phase change based energy 

storage offers several key advantages. In this technology, heat is transferred from a hot source into 

the solid working material, resulting in phase change to a liquid. Due to the significantly large 

latent heat compared to specific heat capacity, phase change offers much greater energy storage 
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capability compared to sensible heat based technologies [4]. Flat plate PCM bed [5] and finned-

PCM [6] storage system are two common configurations of latent heat energy storage systems. 

Some key challenges in phase change energy storage include the low thermal conductivity of 

typical phase change materials (PCMs) that inhibit heat transfer into the working material [7], 

which lowers the rate of energy storage. Most PCMs have rather low thermal conductivity [8], and 

significant work has been reported on improving thermal conductivity of these materials. In 

addition to such material improvements, work has also been reported on geometrical changes to 

increase the rate of heat transfer into the PCM . Specifically, the insertion of fins into PCMs has 

been investigated by several papers  [9,10]. Similar to the use of fins for enhancing rate of heat 

transfer between a solid base and a fluid, this may result in enhanced heat transfer due to the 

increased surface area due to the fin.  

In flat plate PCM systems, a heat transfer fluid (HTF) flow between two adjacent PCM slabs. 

These systems have simple construction and high ratio of surface area to volume. The challenge 

in thermal analysis of PCM slab systems is transient nature of heat transfer process within a PCM 

and fluid flow with a moving melting front [11]. 

1-1-2. Electrochemical energy storage 

Electrochemical energy storage in Li-ion cells offers multiple advantages, such as high energy 

density, high discharge rate, etc. Li-ion cells have applications in electric vehicles and consumer 

electronics [12,13]. Li-ion cells are sensitive to temperature. Thermal runaway and poor 

performance are outcomes of operating at relatively elevated and low temperatures respectively. 

Heat generated in a Li-ion cell during charge or discharge processes leads to significant 

temperature rise. If the temperature exceeds a certain limit, a series of cascading exothermic 

reactions occur that result in ever-increasing cell temperature, eventually leading to fire and 
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explosion. Manufacturers often specify a maximum allowable temperature in the range of 60-70°C 

to avoid thermal runaway and safety issues [14]. On the other hand, Operation of Li-ion cells at 

low temperature is not also desirable, as it leads to poor performance and lifetime [15]. This is a 

particularly important for Li-ion cells in an electric vehicle operating in cold climates. 

Consequently, a dual-purpose thermal management system is particularly important for the safety 

and performance of Li-ion cells.  

A number of different thermal management strategies have been investigated separately for 

Li-ion cell cooling and heating including air and liquid cooling, heat pipes, phase change 

cooling and thermoelectric cooling. Air cooling is typically simple but may not be effective in 

aggressive conditions. Compared to air cooling, liquid cooling systems remove more heat, but are 

more complicated. Phase change and heat pipe-based cooling systems are passive in nature [16-

19]. Heating up a cell with joule heating has been also proposed [20]. Most thermal management 

strategies investigated in literature, do not simultaneously address both cooling and heating 

requirements of a Li-ion cell.  

Chapters two and three present an analytical solution for temperature distribution in a PCM 

with presence of fin in Cartesian and cylindrical systems respectively. In comparison to the 

extensive literature on experimental investigation of fin based enhancement in phase change 

materials, relatively lesser work has been reported on theoretical heat transfer modeling of this 

problem. A comprehensive analytical heat transfer model that completely accounts for sensible 

and phase change energy in fin based systems is presented. The governing energy equation for 

heat transfer from a hot wall into a PCM in the presence of fin extending into the PCM is derived. 

The expression for total heat absorbed by the PCM shows existence of an optimum fin size 
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resulting in highest total heat stored in the PCM. Dependence of the optimum fin size on thermal 

conductivity of fin is also addressed.  

Convective heat transfer between a flat plate and fluid flow is discussed in chapters four and 

five. With respect to extensive literature on external convective heat transfer, two particular 

problems that have not been discussed much in the literature is that of a flat plate with plate 

boundary condition of heat flux or temperature varying in both space and in time. A solution of 

the problem of general heat flux or temperature on the plate is desirable for many practical 

applications such as the problem of fluid flow over a bed of phase change material.  

Chapters six investigates convective heat transfer due to fluid flow over one or more flat PCM 

beds. Despite its simplicity, heat transfer modeling of this geometry is not straight-forward. On 

PCM side, the phase change process occurring in the PCM bed is non-linear in nature. On the other 

side, fluid flow and convective heat transfer over the bed is also non-linear. In general, the 

convective heat transfer between the bed and fluid is a function of both space and time. The 

convective heat transfer model developed in chapter five is used to handle the PCM-fluid heat 

transfer problem as a conjugate problem, with heat transfer at the PCM flow interface. 

Chapter seven shows experimental and numerical analysis of dual-purpose thermal 

management of a Li-ion cell using thermoelectric elements. Effective cooling of the cell at 

aggressive discharge rates, as well as quick heating of the cell in a low temperature ambient, are 

demonstrated by simply reversing the polarity of thermoelectric current. Experimental data are 

found to be in very good agreement with numerical simulations. The results indicates the capability 

of thermoelectric elements to address two critical thermal management challenges in Li-ion cells 

simultaneously. 



5 
 

1.1 References 

[1] Aneke, M., & Wang, M. Energy storage technologies and real life applications–A state of the 
art review. Applied Energy, (2016) 179, 350-377. 

[2] Kumaresan V, et al. Role of PCM based nanofluids for energy efficient cool thermal storage 
system. Int J Refrig (2013) ;36(6):1641–7. 

[3] Díaz-González, F., et al. A review of energy storage technologies for wind power 
applications. Renewable and sustainable energy reviews, (2012) 16(4), 2154-2171. 

[4] Sharma, V. Tyagi, C. Chen, D. Buddhi, Review on thermal energy storage with phase change 
materials and applications, Renewable and Sustainable Energy Reviews. 13 (2009) 318–345. 

[5] X.Q. Suna, Y.H. Chua, M.A. Medina, et al., Experimental investigations on the thermal 
behavior of phase change material (PCM) in ventilated slabs, Appl. Therm. Eng. 148 (2019) 1359–
1369. 

[6] A.H. Mosaffa, F. Talati, H. Basirat Tabrizi, M.A. Rosen, Analytical modeling of PCM 
solidification in a shell and tube finned thermal storage for air conditioning systems, Energy Build. 
49 (2012) 356–361. 

[7] Lin, Y., Jia, Y., Alva, G., & Fang, G. Review on thermal conductivity enhancement, thermal 
properties and applications of phase change materials in thermal energy storage. Renewable and 
sustainable energy reviews, 82 (2018), 2730-2742. 

[8] Singh, R., Sadeghi, S., & Shabani, B. (2019). Thermal conductivity enhancement of phase 
change materials for low-temperature thermal energy storage applications. Energies, 12(1) (2019), 
75. 

[9] Suraparaju, S. K., & Natarajan, S. K., Experimental investigation of single-basin solar still 
using solid staggered fins inserted in paraffin wax PCM bed for enhancing 
productivity. Environmental Science and Pollution Research, 28(16) (2021)., 20330-20343. 

[10] Ping, P., Peng, R., Kong, D., Chen, G., & Wen, J. (2018). Investigation on thermal 
management performance of PCM-fin structure for Li-ion battery module in high-temperature 
environment. Energy conversion and management, 176, 131-146. 

[11] Ding, C., Niu, Z., Li, B., Hong, D., Zhang, Z., & Yu, M. (2020). Analytical modeling and 
thermal performance analysis of a flat plate latent heat storage unit. Applied Thermal 
Engineering, 179 (2020), 115722. 



6 
 

[12] Shah, K., Balsara, N., Banerjee, S., Chintapalli, M., Cocco, A. P., Chiu, W. K. S., & Jain, A. 
(2017). State of the art and future research needs for multiscale analysis of Li-ion cells. Journal of 
Electrochemical Energy Conversion and Storage, 14(2) (2017). 

[13] Scrosati, B., & Garche, J. Lithium batteries: Status, prospects and future. Journal of power 
sources, 195(9) (2010), 2419-2430. 

[14] Shah, K., & Jain, A. (2019). Prediction of thermal runaway and thermal management 
requirements in cylindrical Li‐ion cells in realistic scenarios. International Journal of Energy 
Research, 43(5), 1827-1838. 

[15] Zhang, S. S., K. Xu, and T. R. Jow. "The low temperature performance of Li-ion 
batteries." Journal of Power Sources 115.1 (2003): 137-140. 

[16] Chen, Dafen, et al. "Comparison of different cooling methods for lithium ion battery 
cells." Applied Thermal Engineering 94 (2016): 846-854. 

[17] Anthony, Dean, et al. "Improved thermal performance of a Li-ion cell through heat pipe 
insertion." Journal of The Electrochemical Society 164.6 (2017): A961. 

[18] Parhizi, M., & Jain, A. (2019). Analytical modeling and optimization of phase change thermal 
management of a Li-ion battery pack. Applied Thermal Engineering, 148, 229-237. 

[19] Siddique, Abu Raihan Mohammad, Shohel Mahmud, and Bill Van Heyst. "A comprehensive 
review on a passive (phase change materials) and an active (thermoelectric cooler) battery thermal 
management system and their limitations." Journal of Power Sources 401 (2018): 224-237. 

[20] Yang, Xiao-Guang, Teng Liu, and Chao-Yang Wang. "Innovative heating of large-size 
automotive Li-ion cells." Journal of power sources 342 (2017): 598-604. 

 

 

 

 

 

  



7 
 

 

 

 

Chapter 2 

Theoretical modeling and optimization of fin-based enhancement of 

heat transfer into a phase change material 

Published as:  Mostafavi, A., Parhizi, M., & Jain, A. (2019). Theoretical modeling and 

optimization of fin-based enhancement of heat transfer into a phase change material. International 

Journal of Heat and Mass Transfer, 145, 118698. 

 

 

 

 

 

 

 

 

 

 

 



8 
 

2-1. Introduction 

Phase change based energy storage plays a key role in several engineering applications [1–3]. 

Due to the significantly large latent heat compared to specific heat capacity, phase change offers 

much greater energy storage capability compared to sensible heat based technologies [4]. A key 

challenge in phase change energy storage, however, is that thermal impedance offered by the 

melted phase results in a reduction in the rate of heat transfer to the phase change propagation 

front. 

Due to this self-limiting nature of the phase change propagation process, several approaches 

for enhancement in phase change based energy storage have been investigated, including the 

insertion of fins into the PCM [5–7]. Fins offer potential improvement in rate of energy stored by 

enhancing available surface area for heat transfer into the PCM. A key goal of research in this field 

has been to optimize fin shape and size for enhanced rate of energy storage. Towards this, both 

experimental and theoretical/numerical research has been reported. 

On the experiments side, two-dimensional melting in a PCM with convection in the liquid has 

been experimentally investigated in both vertical and horizontal configurations of a finned tube 

storage unit [8,9]. Melt fraction has been shown to be a function of both Stefan and Fourier 

numbers, with conduction being the dominant heat transfer mode at the beginning of melting 

[8,10]. Presence of a fin has been shown to result in improved performance of a PCM-based heat 

sink [11]. Melting fraction and fin effectiveness have been experimentally correlated for horizontal 

fins in a rectangular enclosure [12]. Dimensionless correlations for fin effectiveness in melting and 

solidification processes have been developed [13]. The impact of geometry on the importance of 

convective effects has been investigated [14]. Comparison of experimental data and numerical 
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model prediction for different configurations of a photovoltaic-PCM system with internal fins has 

been presented [15]. 

Significant research on theoretical and numerical modeling of fin-based heat transfer into a 

PCM is also available. The PCM melting process within vertical fins attached to a horizontal 

constant temperature plate has been studied numerically to study the effect of fin geometrical 

parameters on the melting process. Dimensional analysis has been carried out to generalize the 

results for determining melt fraction [7]. Semi-analytical and numerical modelings of melting and 

solidification processes in the presence of a fin have been presented [16-18]. The fraction of 

solidified PCM and fin temperature distribution in a PCM heat sink with plate fins has been 

calculated using a simplified analytical model for constant heat flux boundary condition [19]. 

Numerical methods have been used to optimize fin geometry for maximizing phase change based 

heat sink performance [20], to determine the critical size of a composite heat sink [21] and to 

minimize the length of a finned storage system to meet the criteria for the critical operation time 

in electronic devices [22]. Experimental and numerical investigation of a PCM based heat sink 

with straight fins has been presented [23]. This work showed that fin geometry affects heat sink 

performance, and an optimal fin thickness results in maximum rate of heat removal [23]. 

Numerical optimization of the number and size of fins with constant heat flux boundary condition 

has also been presented [24]. Solidification time has been approximated using an approximate 

analytical method for two different finned storage systems [25]. An analytical solution has been 

compared with a numerical method to estimate the solid-liquid inter-face in a finned PCM storage 

system [19]. 

Figure 1 shows a schematic of a simplified Cartesian phase change based energy storage, 

wherein the PCM absorbs heat from two hot walls maintained at a constant temperature. A fin 
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protruding between the walls into the PCM results in enhanced available surface area for heat 

transfer into the fin. Note that if infinite time is available for heat transfer from the wall into the 

PCM, then the entire PCM will melt and reach the wall temperature. In such a case, the total 

amount of energy that can be stored is known in advance, and the presence of the fin is actually 

counterproductive, since it reduces PCM volume. However, in many practical applications, only a 

finite amount of time is available for effecting the heat transfer process, in which case, the presence 

of the fin may be beneficial, depending on the balance between two key heat transfer effects. On 

one hand, the presence of a fin reduces PCM volume available and the area of direct contact 

between the PCM and the hot wall. In Figure 1, for example, the fin of width 2w results in only 

the remainder 2(W-w) width of the hot wall being available for direct heat transfer into the PCM. 

This results in reduced heat transfer from the wall to the PCM. On the other hand, however, thermal 

conduction occurs from the hot wall into the fin, followed by heat transfer from the fin surface into 

the PCM. This is a transient process, because of the time involved in thermal diffusion into the fin. 

Initially, the fin temperature is not very high, due to which, it does not enhance heat transfer into 

the PCM. As time passes and the fin heats up, it increasingly contributes towards heat transfer into 

the PCM. Due to these two directly conflicting effects of the fin and the transient nature of this 

problem, it is possible that for a given, finite time available, an optimal fin size may exist that 

results in enhanced energy storage despite the reduced PCM volume due to inclusion of the fin. A 

theoretical heat transfer model for this problem is very desirable for studying such transient effects. 

Some work in this direction has been reported by Lamberg and Sirén, who presented semi-

analytical and numerical solutions for melting and solidification processes in the presence of a fin 

[16–18]. Through simplifying assumptions of quasi-steady conditions and no sensible heat storage, 

governing equations for the fin temperature and phase change front location were derived. An 
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expression for the fin temperature was obtained by assuming the phase change front location to be 

constant. While this approach resulted in a solution for the fin temperature, some of these 

assumptions may not be accurate, and it may be helpful to account for effects neglected in these 

papers. Further, these papers do not address the conflicting effects of the fin on energy absorbed 

in the PCM as outlined above, and the consequent optimization problem of maximizing heat 

transfer into the PCM for a given total time as a function of fin size and thermal properties. A 

comprehensive theoretical heat transfer model is needed to optimize the use of fins for enhancing 

heat transfer in PCMs and exploring optimal fin size. 

 

Figure 1. (a) Schematic of a Cartesian phase change energy storage problem with periodic fins for 
enhancing energy storage in the PCM; (b) Schematic of the unit cell in this heat transfer problem. 

This paper derives the governing energy equation for heat transfer from a hot wall into a PCM 

in the presence of fins extending into the PCM. The equation accounts for transient thermal 

diffusion into the fin and the resulting transient heat transfer into the PCM. Both latent and sensible 

heat storage in the fin are accounted for. Based on a semi-analytical solution of the equation, an 

expression for the total heat absorbed by the PCM for a given total time is derived. This is used to 
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examine the dependence of total heat absorbed on the fin size, showing that, for a given total time, 

the total heat absorbed is highest at a specific fin size. This optimal fin size is itself shown to be a 

function of fin thermal conductivity, as well as the total time available. These results provide useful 

insights into the nature of enhanced heat absorption into a PCM due to a fin, and help in optimizing 

the fin design in order to maximize heat absorption into the PCM. 

2-2. Theoretical model 

Consider a wall maintained at a constant temperature Tw, from which, thermal energy is 

absorbed by a surrounding PCM. In order to enhance heat transfer into the PCM, fins of width 2w 

and length 2L are provided periodically with a fin-to-fin pitch of 2W, as shown in Figure 1(a). 

Thermal conductivity of fin and PCM are kf and kp respectively. Similar nomenclature is followed 

for the volumetric specific heat c. The latent heat of phase change of the PCM is taken to be Lp. 

All properties are assumed to be independent of temperature. The PCM and fin are both assumed 

to be initially at the PCM melting temperature Tm. Note that if infinite time is available for heat 

transfer, then the entire PCM will eventually reach the wall temperature, so that the total heat 

absorbed is proportional to PCM mass, and therefore, the presence of the fin may actually reduce 

the amount of energy storage by reducing PCM available within the fixed total volume. However, 

in several applications, only a finite time is available for energy storage, in which case, transient 

heat transfer in the fin may enhance the total energy absorbed within the finite available time. Even 

accounting for the reduced PCM mass, this may result in overall increase in energy absorbed, 

compared to the case without fin. 

The interest here is in determining the transient temperature distributions Tf(x,t) and Tp(x,y,t) 

in the fin and PCM respectively, and therefore, in determining the total amount of heat absorbed 
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by the PCM, qtotal(t) for a given finite total time. The fin provides additional surface for the PCM 

to absorb heat from. However, presence of the fin also reduces the area of direct contact between 

the PCM and the hot wall, which is the primary energy source in this problem. Accounting for 

these competing factors is, therefore, critical for accurate determination of qtotal(t). 

The analysis of this problem can be simplified by considering a symmetry unit cell that repeats 

itself in the geometry, as marked in Figure 1(a) and shown in detail in Figure 1(b). The total heat 

absorbed by the PCM up to time t, qtotal(t), comprises two distinct components - q1(t), the heat 

absorbed by the PCM directly from the width (W-w) of the wall, and q2(t), the heat absorbed by 

the PCM from the length L of the fin, as shown in Figure 1(b). Thermal diffusion from the wall 

into the fin slowly raises the fin temperature, which in turn increases the heat absorbed by the 

PCM. Thus, q2(t) is expected to be small initially and slowly rise with time. In general, q2(t) will 

depend on the properties of both fin and PCM as well as geometrical parameters such as fin size 

w. On the other hand, q1(t) depends only on the properties of the PCM and the temperature 

difference (Tw-Tm). The region close to the origin of the coordinate axis shown in Figure 1(a) 

experiences heat absorption from both directions. Neglecting this small region, two separate, 

independent melting fronts can be assumed for ease of analysis in the rest of the PCM. The melting 

fronts originating from the wall and fin propagate in the x and y directions, respectively, and are 

responsible for q1(t) and q2(t), respectively. Such an assumption of two independent melting fronts 

is commonly made to simplify two-dimensional phase change problems [16-18], and is reasonable 

when the aspect ratio of the unit cell is much larger than one. Further, natural convection in the 

liquid phase is neglected here, which may be a reasonable assumption for a wide, horizontal PCM 

layer [7]. 
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Separate expressions for q1(t) and q2(t) are now derived. For generality, the results are derived 

in nondimensional form. The nondimensionalization scheme is described in the Nomenclature 

section. Nondimensional temperature is denoted as θ, whereas several other nondimensional 

quantities are denoted with an overbar. 

2-2-1. Wall-to-PCM heat transfer 

Until the time that the phase change front originating from the wall reaches the other end of 

the domain, the PCM may be considered to be semi-infinite. Under this assumption, the problem 

of heat transfer from the wall directly into the PCM is the classical Stefan problem with Tw as the 

constant temperature boundary condition. Therefore, the location of the phase change front and 

temperature distribution in the melted PCM are given by [26] 

 �̅�𝑥𝐿𝐿𝐿𝐿(𝑡𝑡̅) = 2𝜆𝜆�𝑡𝑡̅ (1) 

 

𝜃𝜃𝑃𝑃(�̅�𝑥, 𝑡𝑡̅) = 1 −
erf � �̅�𝑥

2√𝑡𝑡̅
�

erf(𝜆𝜆)  (2) 

where 𝜆𝜆 is the root of: 

 𝜆𝜆erf (𝜆𝜆)𝑒𝑒𝜆𝜆2 =
𝑆𝑆𝑡𝑡𝑒𝑒
√𝜋𝜋

 (3) 

Consequently, the total heat absorbed by the PCM directly from the wall,  

𝑞𝑞�1(𝑡𝑡)̅ per unit depth of the wall in the normal direction is given by 

 
𝑞𝑞�1(𝑡𝑡̅) = 2(1 −

𝑤𝑤
𝑊𝑊

)
√𝑡𝑡̅

√𝜋𝜋 erf (𝜆𝜆)
 (4) 

Note that equation (4) accounts for the reduced area of contact between the PCM and the wall 

due to presence of the fin. Therefore, the larger the fin size w/W, the lower is the value of 𝑞𝑞�1(𝑡𝑡)̅. 
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2-2-2. Wall-to-fin-to-PCM heat transfer 

The problem of determining 𝑞𝑞�2(𝑡𝑡̅), the total heat absorbed by the PCM from the fin is 

considerably more complicated due to the coupling between thermal conduction into the fin and 

heat transfer from fin into the PCM. This necessitates determining the fin temperature distribution 

𝜃𝜃𝑓𝑓(�̅�𝑥, 𝑡𝑡̅) first, followed by the PCM temperature distribution 𝜃𝜃𝑝𝑝(�̅�𝑥,𝑦𝑦�, 𝑡𝑡̅), and then 𝑞𝑞�2(𝑡𝑡)̅. 

 Temperature within the fin is assumed to vary spatially only in the x direction, and not in 

the y direction. This assumption of one-dimensional heat transfer in the fin is reasonable as long 

as the fin width is small compared to fin length. In order to determine the fin temperature 

distribution, the governing energy conservation equation in the fin is derived. To do so, energy 

balance of an infinitesimal fin element of length dx is considered, as shown in Figure 2. Similar to 

the classical energy analysis of a fin in a fluid without phase change [27], the components of energy 

balance to be considered include thermal conduction into and out of the element, increase in 

thermal energy stored in the element and heat loss from the element into the PCM. As shown in 

Figure 2, a balance between these terms, along with Fourier’s law can be used to derive the 

following governing equation for the fin temperature  

 𝑐𝑐�̅�𝑓
𝑘𝑘�𝑓𝑓

𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕𝑡𝑡̅

=
𝜕𝜕2𝜃𝜃𝑓𝑓
𝜕𝜕�̅�𝑥2

− 𝑆𝑆̅ (5) 

where 𝑆𝑆̅ is the heat generation term due to heat transfer to the PCM. The final step is to express 

𝑆𝑆̅ in the form of the fin temperature, in order to write equation (5) as a differential equation in 𝜃𝜃𝑓𝑓. 

In traditional fin analysis in a fluid without phase change [27], this can be done simply using the 

convective heat transfer coefficient. In the present analysis, however, this term is much more 

challenging to write in terms of 𝜃𝜃𝑓𝑓 due to phase change occurring in the PCM. Unlike the wall-to-

PCM 𝑞𝑞�1(𝑡𝑡)̅ problem, in this case, temperature of the fin element changes over time, and therefore, 
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this is a time-dependent boundary condition problem, unlike the wall-to-PCM problem which can 

be easily modeled as a classical Stefan problem with constant temperature boundary condition. In 

order to determine the PCM temperature distribution, and therefore heat flux into the PCM due to 

the time-varying fin temperature that acts as the base temperature for this phase change problem, 

this must be treated as a one-dimensional melting problem with time-dependent temperature 

boundary condition given by the fin temperature. A solution for this problem using perturbation 

method is available [28,29]. In this method, the temperature distribution in the PCM is written in 

a power series form, using the Stefan number, and the independent variable is transformed from 𝑡𝑡̅ 

to 𝑦𝑦�, the phase change front location. Finally, utilizing the energy conservation equation at the 

phase change interface, the carrying out a term-by-term comparison for various powers of Ste, an 

expression for the temperature distribution can be derived. The final result is [28,29]  

 𝜃𝜃𝑝𝑝(�̅�𝑥,𝑦𝑦�, 𝑡𝑡̅) = 𝜃𝜃0(�̅�𝑥,𝑦𝑦�, 𝑡𝑡̅) + 𝑆𝑆𝑡𝑡𝑒𝑒𝜃𝜃1(�̅�𝑥,𝑦𝑦�, 𝑡𝑡)̅ + 𝑆𝑆𝑡𝑡𝑒𝑒2𝜃𝜃2(�̅�𝑥,𝑦𝑦�, 𝑡𝑡̅) (6) 

where the components θ0, θ1 and θ2 may be expressed in terms of the corresponding fin 

temperature at the location x as follows 

 𝜃𝜃0(�̅�𝑥,𝑦𝑦�, 𝑡𝑡̅) = 𝜃𝜃𝑓𝑓 �1 −
𝑦𝑦�
𝑦𝑦�𝐿𝐿𝐿𝐿

� (7) 

 
𝜃𝜃1(�̅�𝑥,𝑦𝑦�, 𝑡𝑡)̅ =

1
6
𝜃𝜃𝑓𝑓 �

𝑦𝑦�
𝑦𝑦�𝐿𝐿𝐿𝐿

� �
𝑦𝑦�
𝑦𝑦�𝐿𝐿𝐿𝐿

− 1� �𝜃𝜃𝑓𝑓 �
𝑦𝑦�
𝑦𝑦�𝐿𝐿𝐿𝐿

+ 1� −
𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
𝑦𝑦�𝐿𝐿𝐿𝐿 �

𝑦𝑦�
𝑦𝑦�𝐿𝐿𝐿𝐿

− 2�� (8) 

 
𝜃𝜃2(�̅�𝑥,𝑦𝑦�, 𝑡𝑡̅) = −

1
360

𝜃𝜃𝑓𝑓 �
𝑦𝑦�
𝑦𝑦�𝐿𝐿𝐿𝐿

� �
𝑦𝑦�
𝑦𝑦�𝐿𝐿𝐿𝐿

− 1� �𝜃𝜃𝑓𝑓2 �
𝑦𝑦�
𝑦𝑦�𝐿𝐿𝐿𝐿

+ 1� �9 �
𝑦𝑦�
𝑦𝑦�𝐿𝐿𝐿𝐿

�
2

+ 19�

+ 10 �
𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
�
2

𝑦𝑦�𝐿𝐿𝐿𝐿2 �
𝑦𝑦�
𝑦𝑦�𝐿𝐿𝐿𝐿

+ 4� + 5𝜃𝜃𝑓𝑓
𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
𝑦𝑦�𝐿𝐿𝐿𝐿(3 �

𝑦𝑦�
𝑦𝑦�𝐿𝐿𝐿𝐿

�
2

+ 5 �
𝑦𝑦�
𝑦𝑦�𝐿𝐿𝐿𝐿

�

+ 17)� 

(9) 
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where θf is the fin temperature distribution. As a result, an expression for 𝑆𝑆̅ can be written as 

 

𝑆𝑆̅ =
1

𝑘𝑘�𝑓𝑓
𝑤𝑤
𝑊𝑊

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃𝑓𝑓
𝑦𝑦�𝐿𝐿𝐿𝐿

+ 𝑆𝑆𝑡𝑡𝑒𝑒
𝜃𝜃𝑓𝑓 �𝜃𝜃𝑓𝑓 + 2

𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
𝑦𝑦�𝐿𝐿𝐿𝐿�

6𝑦𝑦�𝐿𝐿𝐿𝐿
−

(𝑆𝑆𝑡𝑡𝑒𝑒)2
𝜃𝜃𝑓𝑓 �40 �

𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
�
2

𝑦𝑦�𝐿𝐿𝐿𝐿2 + 85𝜃𝜃𝑓𝑓
𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
𝑦𝑦�𝐿𝐿𝐿𝐿 + 19𝜃𝜃𝑓𝑓2�

360𝑦𝑦�𝐿𝐿𝐿𝐿 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 (10) 

where the location of the melting front originating from the fin, 𝑦𝑦�𝐿𝐿𝐿𝐿 is given by [28,29] 

 

𝑦𝑦�𝐿𝐿𝐿𝐿(�̅�𝑥, 𝑡𝑡̅) = �2𝑆𝑆𝑡𝑡𝑒𝑒 � 𝜃𝜃𝑓𝑓(�̅�𝑥, 𝜏𝜏̅) �1 −
𝑆𝑆𝑡𝑡𝑒𝑒
3
𝜃𝜃𝑓𝑓(�̅�𝑥, 𝜏𝜏̅)

�̅�𝑡

0

+
7

45
𝑆𝑆𝑡𝑡𝑒𝑒2𝜃𝜃𝑓𝑓(�̅�𝑥, 𝜏𝜏̅)2� 𝑑𝑑𝜏𝜏̅�

1
2

 

(11) 

Note the primes in equations (8)-(10) refer to time derivatives. 

 

Figure 2. Schematic of an infinitesimal fin element of width dx for deriving a governing energy 
conservation equation for the fin temperature distribution. 
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Note that the perturbation method solution utilized above is valid only for small values of Ste, 

which is usually the case for most practical phase change processes [28,29], and only until the 

phase change front reaches the other boundary. 

Equations (10)-(11) express heat loss from a fin location at any given time in terms of the 

prior fin temperature history at that location and thermal properties of the PCM.  

 By combining equations (5) and (10), a complicated partial differential equation for the fin 

temperature distribution can be derived to be 

 

𝑐𝑐�̅�𝑓
𝑘𝑘�𝑓𝑓

𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕𝑡𝑡̅

=
𝜕𝜕2𝜃𝜃𝑓𝑓
𝜕𝜕�̅�𝑥2

−
1

𝑘𝑘�𝑓𝑓
𝑤𝑤
𝑊𝑊

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃𝑓𝑓
𝑦𝑦�𝐿𝐿𝐿𝐿

+ 𝑆𝑆𝑡𝑡𝑒𝑒
𝜃𝜃𝑓𝑓 �𝜃𝜃𝑓𝑓 + 2

𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
𝑦𝑦�𝐿𝐿𝐿𝐿�

6𝑦𝑦�𝐿𝐿𝐿𝐿
−

(𝑆𝑆𝑡𝑡𝑒𝑒)2
𝜃𝜃𝑓𝑓 �40�

𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
�
2

𝑦𝑦�𝐿𝐿𝐿𝐿2 + 85𝜃𝜃𝑓𝑓
𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
𝑦𝑦�𝐿𝐿𝐿𝐿 + 19𝜃𝜃𝑓𝑓2�

360𝑦𝑦�𝐿𝐿𝐿𝐿 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 (12) 

Note that the negative heat generation term in equation (12) involves the phase change front 

𝑦𝑦�𝐿𝐿𝐿𝐿, which itself is given by an integral of the fin temperature distribution over time (equation 

(11)). This makes equation (12) considerably complicated to solve explicitly.  

Boundary conditions and initial conditions must be specified in order to complete the fin 

temperature problem. While at �̅�𝑥=0, the fin temperature must equal the wall temperature, an 

adiabatic boundary condition applies at �̅�𝑥=𝐿𝐿� as a result of symmetry in the problem. Finally, the 

initial fin temperature is equal to the PCM melting temperature. These are given mathematically 

by the following: 

 𝜃𝜃𝑓𝑓(0, 𝑡𝑡̅) = 1 (13) 

 
�
𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕�̅�𝑥

�
�̅�𝑥=𝐿𝐿�

= 0 (14) 
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 𝜃𝜃𝑓𝑓(�̅�𝑥, 0) = 0 (15) 

Equation (12) captures the effect of the PCM in the form of a negative heat generation term, 

similar to classical fin analysis without phase change [27]. This term involves an integral of the 

temperature distribution over time, which while more complicated than past work [16-18] is more 

accurate, as it correctly accounts for the propagation of the phase change front over time.  

 Once a solution for equation (12) is determined, the PCM temperature distribution can be 

obtained from equation (6). Heat transfer in the x direction within the PCM is neglected, which is 

reasonable in the absence of flow within the PCM. Finally, an expression for 𝑞𝑞�2(𝑡𝑡̅), the total heat 

flux into the PCM at the fin base can be derived using equation (10) as 

 

𝑞𝑞�2(𝑡𝑡̅) = � �

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃𝑓𝑓
𝑦𝑦�𝐿𝐿𝐿𝐿

+ 𝑆𝑆𝑡𝑡𝑒𝑒
𝜃𝜃𝑓𝑓 �𝜃𝜃𝑓𝑓 + 2

𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
𝑦𝑦�𝐿𝐿𝐿𝐿�

6𝑦𝑦�𝐿𝐿𝐿𝐿
−

(𝑆𝑆𝑡𝑡𝑒𝑒)2
𝜃𝜃𝑓𝑓 �40�

𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
�
2

𝑦𝑦�𝐿𝐿𝐿𝐿2 + 85𝜃𝜃𝑓𝑓
𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
𝑦𝑦�𝐿𝐿𝐿𝐿 + 19𝜃𝜃𝑓𝑓2�

360𝑦𝑦�𝐿𝐿𝐿𝐿 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

𝑑𝑑�̅�𝑥𝑑𝑑𝑡𝑡̅
𝐿𝐿�

0

�̅�𝑡

0
 (16) 

This approach for calculating the total heat absorbed by the PCM from the fin requires a 

solution for the fin temperature distribution governed by equations (12)-(15). Equation (12) for the 

fin temperature is a generalization of a previously presented treatment [16] in which sensible heat 

storage was neglected and the phase change front was assumed to be constant in the fin equation. 

In contrast, equation (12) correctly accounts for transient changes in the phase change front, as 

well as the effect of transient changes in the fin temperature on the phase change front.  

While a completely analytical solution for equation (12) is quite unlikely due to its 

considerable complexity, this equation provides an explicit expression for the derivative of fin 

temperature with time. As a result, a numerical time-stepping method is used for solving equation 
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(12). An implicit approach is used to ensure stability of the computations. The fin length is divided 

into 401 nodes. A non-dimensional timestep of 3.34 × 10−5 is used after ensuring that further 

shorter time steps did not significantly change the results. At each time step, a set of coupled linear 

algebraic equations in the unknown temperatures at the nodes are set up and solved using matrix 

inversion. The resulting temperature distribution is used to repeat this process at the next timestep 

and therefore march forward in time. 

One practical challenge is that at 𝑡𝑡̅=0, θf  and 𝑦𝑦�𝐿𝐿𝐿𝐿 are both zero, and therefore, the negative 

heat generation term in equation (12) can not be computed. This singularity makes it difficult to 

initiate the time-stepping process. In order to overcome this difficulty, an approximation is made 

for an initial time period 0<𝑡𝑡̅<𝑡𝑡̅∗, during which, heat transfer from the fin into the PCM is neglected 

in equation (12). As a result, during this period, temperature distribution in the fin is approximated 

to be governed only by diffusion from the hot wall. Under this approximation, the temperature 

distribution during this period can be easily derived using the method of separation of variables 

[26] as 

 

𝜃𝜃𝑓𝑓(�̅�𝑥, 𝑡𝑡̅) = 1 − 2�
1 − cos(𝛽𝛽𝑛𝑛)

𝛽𝛽𝑛𝑛
sin(𝛽𝛽𝑛𝑛�̅�𝑥) 𝑒𝑒−𝛽𝛽𝑛𝑛2�̅�𝑡

∞

𝑛𝑛=1

 (17) 

Where 

 𝛽𝛽𝑛𝑛 = (2𝑛𝑛 − 1)
𝜋𝜋
2

 (18) 

for n=1,2,3… 

Equations (17) along with the phase change front location at 𝑡𝑡̅=𝑡𝑡̅∗calculated using the fin 

temperature can be used in equation (12) in order to calculate 𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕�̅�𝑡

 at 𝑡𝑡̅=𝑡𝑡̅∗, and therefore, carry out 
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time-stepping for the fin temperature distribution starting at 𝑡𝑡̅=𝑡𝑡̅∗. In order to minimize the error 

introduced by ignoring heat transfer from fin to PCM up to 𝑡𝑡̅=𝑡𝑡̅∗ in this approach, the value of 𝑡𝑡̅∗ 

must be chosen to be small compared to the total time period. The effect of 𝑡𝑡̅∗ on the accuracy of 

the solution is examined later. 

 Considering both components of heat absorbed, an expression for the total heat absorbed 

by the PCM in a certain time t can be written as  

 𝑞𝑞�𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑡𝑡̅) = 𝑞𝑞�1(𝑡𝑡)̅ + 𝑞𝑞�2(𝑡𝑡̅)

= 2 �1 −
𝑤𝑤
𝑊𝑊
�

√𝑡𝑡̅

√𝜋𝜋 erf(𝜆𝜆)

+ � �

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃𝑓𝑓
𝑦𝑦�𝐿𝐿𝐿𝐿

+ 𝑆𝑆𝑡𝑡𝑒𝑒
𝜃𝜃𝑓𝑓 �𝜃𝜃𝑓𝑓 + 2

𝜃𝜃𝑓𝑓′

𝑦𝑦�𝐿𝐿𝐿𝐿′
𝑦𝑦�𝐿𝐿𝐿𝐿�
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𝜃𝜃𝑓𝑓′
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𝑑𝑑�̅�𝑥𝑑𝑑𝑡𝑡̅
𝐿𝐿�

0

�̅�𝑡

0
 

(19) 

Equation (19) shows that 𝑞𝑞�𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 has a non-monotonic dependence of w/W. As the value of 

w/W increases, 𝑞𝑞�2(𝑡𝑡̅), the heat absorbed from the fin increases due to better thermal conduction 

into the fin, leading to higher fin temperature and therefore greater heat transfer into the PCM. 

However, as the value of w/W increases, the heat absorbed directly from the wall, 𝑞𝑞�1(𝑡𝑡)̅, decreases. 

While the relationship between w/W and 𝑞𝑞�1(𝑡𝑡)̅ is quite explicit, as shown in equation (4), the 

dependence of 𝑞𝑞�2(𝑡𝑡̅) on w/W is more complicated because the solution for the differential equation 

for 𝜃𝜃𝑓𝑓(�̅�𝑥, 𝑡𝑡̅), and hence the PCM temperature distribution is not straightforward. 
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2-2-3. Alternate derivation of fin temperature equation 

The expression for the source term in in equation (10) is derived by applying Fourier’s law at 

the fin-PCM interface on the PCM temperature distribution given by the perturbation method 

solution. An alternate expression for the source term can be written by adding up latent and 

sensible heat storage rates in the PCM as follows: 

 
𝑆𝑆̅ =

1

𝑘𝑘�𝑓𝑓
𝑤𝑤
𝑊𝑊
�

1
𝑆𝑆𝑡𝑡𝑒𝑒

𝜕𝜕𝑦𝑦�𝐿𝐿𝐿𝐿
𝜕𝜕𝑡𝑡̅

+ �
𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕𝑡𝑡̅

𝑦𝑦�𝐿𝐿𝐿𝐿

0
𝑑𝑑𝑦𝑦�� 

(20) 

Note that a similar analysis of this problem in the past [16] had neglected the sensible 

component for heat transfer from fin into the PCM.  

 By combining equations (20) and (5), an alternate form of the governing equation for the 

fin temperature distribution can be derived to be 

 𝑐𝑐�̅�𝑓
𝑘𝑘�𝑓𝑓

𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕𝑡𝑡̅

=
𝜕𝜕2𝜃𝜃𝑓𝑓
𝜕𝜕�̅�𝑥2

−
1

𝑘𝑘�𝑓𝑓
𝑤𝑤
𝑊𝑊
�

1
𝑆𝑆𝑡𝑡𝑒𝑒

𝜕𝜕𝑦𝑦�𝐿𝐿𝐿𝐿
𝜕𝜕𝑡𝑡̅

+ �
𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕𝑡𝑡̅

𝑦𝑦�𝐿𝐿𝐿𝐿

0
𝑑𝑑𝑦𝑦�� 

(21) 

Equations (21) and (12) are expected to result in the same fin temperature distribution since 

the heat loss into the PCM can be equivalently computed by either applying Fourier’s law at the 

fin-PCM interface, or by adding up sensible and latent heat storage in the PCM. Equation (21) is 

more complicated than equation (12) to solve, due to which, equation (12) is used in this work for 

understanding and optimizing heat transfer in the PCM in presence of a fin. 
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2-3. Results and discussion 

2-3-1. Model validation 

Validation of the analytical model presented in section 2 is carried out by comparison with 

finite-element simulations. For this purpose, an octadecane paraffin wax PCM with an aluminum 

fin, similar to figure 1(b) in considered. Thermal conductivity, heat capacity, density and latent 

heat of the PCM are taken to be 0.15 W/mK, 2300 J/kgK, 780 kg/m3 and 244000 J/kg, respectively, 

corresponding to the properties of octadecane [30]. Standard values are used for thermal properties 

of the aluminum fin. Temperature fields in the fin and PCM are computed using the enthalpy 

method and the finite element technique. Grid independence is ensured by verifying minimal 

change in predicted temperature beyond 399600 nodes in the PCM and 44400 nodes in the fin. 

The PCM is defined as a homogenous binary mixture of solid and liquid phases that is initially all 

solid. Wall temperature is taken to be 20 K higher than the PCM melting point. The phase change 

process is simulated using the enthalpy method [26] which defines the phase change material as a 

binary mixture of liquid and solid. Thermal properties of each phase and a reference enthalpy of 

fusion is defined. 

Figure 3(a) shows a comparison of fin temperature distribution determined from the analytical 

model presented in section 2 with finite-element simulation results at multiple times. The 

analytical model is found to be in good agreement with finite-element simulations at each of the 

plotted times. Figure 3(b) plots the location of the phase change front along the fin at multiple 

times. Similar to Figure 3(a), good agreement is obtained between the analytical model and finite-

element simulations. Note that these calculations use a value of 𝑡𝑡̅∗ =3.34 × 10−5, which represents 

only 0.05% of the total time. The small value of 𝑡𝑡̅∗ minimizes the error associated with the 

approximation needed at early time. 
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Further, Figure 4 presents colormaps of temperature distribution in the PCM and fin at 

multiple times predicted by the finite-element simulations. Heat diffusion into the fin, as well as 

heat transfer into the PCM through two distinct mechanisms – direct conduction from wall on the 

left, and conduction through the fin on the bottom – are all clearly seen in these plots. Two nearly 

independent phase change fronts originating from the PCM-wall and PCM-fin interfaces are seen. 

These plots show that at each time, the melting fronts from the left and bottom do not interact 

significantly with each other, except for a small region close to �̅�𝑥=0 where melting occurs from 

both left and bottom. This justifies a key assumption in the analytical model presented in section 

2.  

 

Figure 3. Validation of results by comparison between theoretical model and finite-element simulations. 
(a) Temperature distribution in the fin at multiple times; (b) location of the phase change front across the 

fin at multiple times. In these plots, 𝑤𝑤/𝑊𝑊=0.1, 𝐿𝐿�=4, Ste=0.19, 𝑘𝑘�𝑓𝑓=1580 and 𝑐𝑐�̅�𝑓=1.36. Properties of 
octadecane and Aluminum are assumed for PCM and fin respectively. 
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Figure 4. Temperature map determined from finite-element simulations for the problem considered in 
figure 3. Location of the fin is emphasized with dark lines. 

  

2-3-2. Optimal value of w/W  

Figures 5(a)-(f) plot the two components of heat transfer into the PCM as well as total heat 

transferred up to 𝑡𝑡̅ = 6.69 × 10−2 determined from equations (4), (16) and (19) as functions of the 

relative fin size w/W for multiple values of fin thermal conductivity 𝑘𝑘�𝑓𝑓. Other thermophysical 

properties are held constant. For comparison, the total non-dimensional heat absorbed in a baseline 

case with no fin is 0.895. 

These plots clearly show that the larger the fin thermal conductivity, the higher is the heat 

absorbed. However, for a fixed fin thermal conductivity, each of these Figures show the existence 

of an optimal value of w/W that maximizes total heat absorbed. As w/W increases, the reduced 

thermal resistance of the fin results in greater heat transfer into the fin, higher fin temperature and 

therefore, 𝑞𝑞�2 increases with w/W. However, an increase in w/W is also seen to result in a reduction 

in 𝑞𝑞�1, because a larger value of w/W results in a greater area of the wall being occupied by the fin, 

and therefore reduces the area of contact directly between the wall and the PCM. While 𝑞𝑞�1 reduces 

linearly with w/W, the increase in 𝑞𝑞�2 with w/W is sharp initially, and then linear. The total heat 

absorbed from the wall and fin, given by the sum of 𝑞𝑞�1 and 𝑞𝑞�2, plotted in Figures 5(a)-(f) has a 
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non-monotonic dependence on w/W. with a peak occurring at a reasonably low value of w/W. This 

means that even a very small fin width provides sufficient thermal conductance into the fin to 

positively impact the total heat flow into the PCM. Beyond this peak value, further increasing the 

fin size is not beneficial because at the peak, thermal resistance of the fin is already quite low and 

does not reduce meaningfully by increasing w/W further. When this state is reached, further 

increase in w/W reduces 𝑞𝑞�1 without contributing much towards increasing 𝑞𝑞�2. This is further 

illustrated in Figure 6 which plots fin temperature distribution at 𝑡𝑡̅ = 6.69 × 10−2 for different 

values of w/W, with 𝑘𝑘�𝑓𝑓=1333. Figure 6 shows sharp increase in fin temperature distribution with 

increasing w/W when w/W is small. However, this effect saturates when w/W is somewhat large 

because at that point, further increasing w/W does not significantly reduce thermal resistance of 

the fin, which is already quite low. This illustrates the importance of carefully choosing the fin 

size relative to the wall in order to balance the two conflicting considerations in maximizing overall 

heat transfer into the PCM. 

 

Figure 5. Total heat absorbed by the PCM up to 𝑡𝑡̅ = 6.69 × 10−2, including the wall and fin components. 
(a)-(f) present plots for six different fin thermal conductivities. In these plots, 𝐿𝐿�=4, Ste=0.19 and 𝑐𝑐�̅�𝑓=1.36 
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Thermal conductivity of the fin plays a key role is determining the optimal value of w/W. 

Figure 7(a) plots the total heat absorbed as a function of w/W for multiple values of 𝑘𝑘�𝑓𝑓. These 

curves clearly show a distinct shift in the location of the maxima as 𝑘𝑘�𝑓𝑓 reduces. Figure 7(b) plots 

the optimal value of w/W corresponding to the peak as a function of 𝑘𝑘�𝑓𝑓. This plot shows that the 

higher the value of 𝑘𝑘�𝑓𝑓, the lower is the value of w/W at which the peak of energy stored occurs. 

This is because thermal resistance of a high thermal conductivity fin saturates at a lower fin size, 

whereas thermal resistance of a low thermal conductivity fin can continue to improve as the fin 

size increases. The dependence of peak energy storage performance on thermal conductivity 

illustrated in Figures 7(a) and 7(b) is important to account for in practical fin design because if the 

fin size is greater than the optimal value for the thermal conductivity of the fin, then the fin is 

counter-productive and actually impedes flow of heat into the PCM. 

 

Figure 6. Fin temperature distribution at 𝑡𝑡̅ = 6.69 × 10−2 for multiple values of 𝑤𝑤/𝑊𝑊. In this plot, 
𝑘𝑘�𝑓𝑓=1333, 𝐿𝐿�=4, Ste=0.19 and 𝑐𝑐�̅�𝑓=1.36. 
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Figure 7.(a) Plot of 𝑞𝑞�𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 at 𝑡𝑡̅ = 6.69 × 10−2 as a function of 𝑤𝑤/𝑊𝑊 for different values of thermal 
conductivity. (b) Optimal value of 𝑤𝑤/𝑊𝑊 as a function of fin thermal conductivity. In these plots, 𝐿𝐿�=4, 

Ste=0.19 and 𝑐𝑐�̅�𝑓=1.36. 

 

2-3-3. Effect of time available for heat transfer  

The total time available for heat transfer into the PCM plays a key role in determining the 

impact of the fin. In principle, if infinite time is available, then the PCM will eventually reach the 

wall temperature, and therefore, the presence of the fin is un-necessary and actually counter-

productive, since it reduces PCM volume. However, when only a short time is available, the fin 

may contribute towards increasing overall energy storage by offering an alternate path for heat 

transfer into the PCM. The dependence of the optimal fin size on available time is investigated. 

Figure 8 plots the optimal value of w/W that results in the highest possible total energy stored as a 

function of the total time available for heat transfer. Figure 8 shows that as time increases, the 

optimal fin becomes thinner and thinner. This occurs because at larger times, the role of the fin in 

increasing surface area and promoting indirect heat transfer into the PCM diminishes, and the 

negative impact of reduced PCM volume and reduced area of wall-PCM contact becomes more 

and more important. Figure 8 illustrates the important role of available time on the optimal design 

of the fin for promoting heat transfer into the PCM. 
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Figure 8. Effect of total time available for heat transfer on the optimal fin thickness that maximizes total 
amount of heat stored. In this plot, 𝐿𝐿�=4, Ste=0.19, 𝑐𝑐�̅�𝑓=1.36 and 𝑘𝑘�𝑓𝑓=1333. 

 

2-3-4. Impact of thermal properties  

Figure 9 examines the effect of material thermal properties on energy storage performance. 

Total heat absorbed by a fin with w/W=0.2 up to 𝑡𝑡̅ = 6.69 × 10−2 is plotted as a function of 𝑘𝑘�𝑓𝑓 in 

Figure 9 for octadecane PCM. The two components of total heat absorbed –  𝑞𝑞�1 and  𝑞𝑞�2 – are also 

plotted for comparison. Figure 9 shows that while 𝑞𝑞�1 remains unchanged with increasing 𝑘𝑘�𝑓𝑓 

because fin thermal conductivity does not affect heat absorbed directly from the wall, 𝑞𝑞�2 increases 

with 𝑘𝑘�𝑓𝑓 because of the increased thermal diffusion into the fin and therefore enhanced heat transfer 

into the PCM. On the overall, the total energy absorbed by the PCM increases with increasing kf. 
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Figure 9. Effect of fin thermal conductivity on heat absorbed from the wall and fin, as well as total heat 
absorbed up to 𝑡𝑡̅ = 6.69 × 10−2. In this plot, 𝐿𝐿�=4, Ste=0.19, 𝑐𝑐�̅�𝑓=1.36 and 𝑤𝑤/𝑊𝑊=0.2. 

 

2-3-5. Impact of sensible heat storage 

Figure 10 examines the importance of accounting for latent and sensible heat storage in the 

PCM on the results of the analytical model. In the alternate derivation of the fin temperature 

equation, the heat loss term, equation (20), has explicit terms for the contributions of latent and 

sensible heat storage mechanisms. Using the resulting equation (21) for determining the fin 

temperature distribution, Figure 10 plots fin temperature distribution at multiple times without and 

with sensible heat storage accounted for. Plots are presented in Figures 10(a) and 10(b) for two 

different values of the wall temperature relative to the melting temperature. For a relatively small 

value of Ste=0.19, the error involved in neglecting sensible heat storage is found to be reasonably 

small. However, for a larger value of Ste=0.94, the error is much more significant. Figure 10 shows 

that this error also grows as time increases. 
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Figure 10. Effect of accounting for sensible heat storage. (a) and (b) plot fin temperature distribution at 
different times for two different values of Ste. In these plots, 𝐿𝐿�=4, 𝑘𝑘�𝑓𝑓=1580, 𝑐𝑐�̅�𝑓=1.36 and 𝑤𝑤/𝑊𝑊=0.1 

 

2-3-6. Effect of 𝑡𝑡̅∗ 

Determining the fin temperature distribution from equation (12) requires an approximation to 

handle the singularity at 𝑡𝑡̅=0, wherein heat transfer into the fin is assumed to occur without heat 

loss to the PCM for a short initial time, up to 𝑡𝑡̅=𝑡𝑡̅∗. Clearly, the larger the value of 𝑡𝑡̅∗, the greater 

is the error incurred due to neglecting the heat loss into PCM. Figure 11 plots temperature 

distribution in the fin at the final time 𝑡𝑡̅ = 1.67 × 10−2 for multiple values of 𝑡𝑡̅∗. For comparison, 

a plot based on a finite-element simulation that does not incur this error is also presented. Figure 

11 clearly shows significant error when 𝑡𝑡̅∗ is large. This error reduces rapidly as 𝑡𝑡̅∗ reduces. In this 

specific case, a value of 𝑡𝑡̅∗ = 3.34 × 10−5 results in reasonable agreement between the analytical 

model and finite-element simulation. Note that the need to utilize an initial period that neglects 

heat loss into the PCM results from the singularity in equation (12) that makes it impossible to 

initiate time-stepping at 𝑡𝑡̅ =0 to compute the fin temperature distribution as a function of time. 
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Figure 11. Effect of the value of 𝑡𝑡̅∗ on the accuracy of fin temperature distribution computed from 
equation (12) for a total time of 𝑡𝑡̅ = 1.67 × 10−2 . Result from a finite element simulation is also shown 

for comparison. In this plot, 𝐿𝐿�=4, 𝑘𝑘�𝑓𝑓=1580, 𝑐𝑐�̅�𝑓=1.36 and 𝑤𝑤/𝑊𝑊=0.1 

 

2-4. Conclusions 

It is important to complement experimental research on enhancement of phase change 

energy storage through extended surfaces with theoretical modeling of heat transfer in such 

systems. The transient and non-linear nature of heat transfer in such processes results in 

complicated governing equations for the temperature distribution. The equations derived in this 

work correctly account for several phenomena that were unaccounted for in past papers, including 

sensible heat storage in the newly formed phase and transient variation in phase change front 

location. Consequently, this work establishes the existence of an optimal fin size that maximizes 

the benefit of the fin on heat transfer into the PCM. 

From a theoretical perspective, this work generalizes the well-known, linear differential 

equation for steady-state temperature distribution for a fin in a single phase fluid to a significantly 
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more complicated non-linear differential equation for a fin in a phase change material. From a 

practical perspective, the fin temperature distribution and the consequent computation of heat 

absorbed by the PCM are critical insights, and offer guidelines for the optimal design of phase 

change energy storage systems that occur in several engineering applications. Specifically, the 

optimal fin size for maximum heat transfer into the PCM, and the dependence of this optimal fin 

size on thermal properties and the available time window are both important and practical 

guidelines. 

The present work neglects the effect of natural convection in the liquid phase, which, while 

not important for the geometry considered here, may be significant in other scenarios, for example, 

in a long, vertical PCM layer [7]. The effect of temperature-dependence of thermal properties, 

while neglected here, may also be important to account for in scenarios with relatively large 

temperature change. 

2-5. Nomenclature 

c volumetric heat capacity (J/m3K) 

Cp specific heat capacity (J/kg K) 

𝑐𝑐�̅�𝑓 non-dimensional fin volumetric heat capacity, 𝑐𝑐�̅�𝑓 = 𝑐𝑐𝑓𝑓
𝑐𝑐𝑝𝑝

 

k thermal conductivity (W/mK) 

𝑘𝑘�𝑓𝑓 non-dimensional fin thermal conductivity, 𝑘𝑘�𝑓𝑓 = 𝑘𝑘𝑓𝑓
𝑘𝑘𝑝𝑝

 

L fin length (m) 

𝐿𝐿� non-dimensional fin length, 𝐿𝐿� = 𝐿𝐿
𝑊𝑊

 

Lp latent heat of fusion (J/kg) 

q heat absorbed per unit depth (J/m) 
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𝑞𝑞� non-dimensional heat absorbed, 𝑞𝑞� = 𝑞𝑞
(𝑇𝑇𝑤𝑤−𝑇𝑇𝑚𝑚)𝑐𝑐𝑝𝑝𝑊𝑊2 

𝑞𝑞𝑓𝑓−𝑝𝑝′′  heat flux from fin into PCM (W/m2) 

𝑄𝑄′′ thermal conduction heat flux (W/m2) 

𝑆𝑆̅ non-dimensional source term, 𝑆𝑆̅ =
𝑞𝑞𝑓𝑓−𝑝𝑝
′′ 𝑊𝑊

𝑤𝑤/𝑊𝑊(𝑇𝑇𝑤𝑤−𝑇𝑇𝑚𝑚)𝑘𝑘𝑓𝑓
 

Ste Stefan number, 𝑆𝑆𝑡𝑡𝑒𝑒 = 𝑐𝑐𝑝𝑝(𝑇𝑇𝑊𝑊−𝑇𝑇𝑚𝑚)
𝐿𝐿𝑝𝑝

 

t time (s) 

𝑡𝑡̅ non-dimensional time, 𝑡𝑡̅ = 𝛼𝛼𝑝𝑝𝑡𝑡
𝑊𝑊2  

T temperature (K) 

Tm phase change temperature (K) 

Tw wall temperature (K) 

w fin width (m)  

W width of the domain (m)  

x,y spatial coordinates (m) 

𝑥𝑥,� 𝑦𝑦� non-dimensional spatial coordinates, �̅�𝑥 = 𝑥𝑥
𝑊𝑊

, 𝑦𝑦� = 𝑦𝑦
𝑊𝑊

 

xLS location of phase change front originating from fin (m) 

�̅�𝑥𝐿𝐿𝐿𝐿 non-dimensional location of phase change front originating from fin, �̅�𝑥𝐿𝐿𝐿𝐿 = 𝑥𝑥𝐿𝐿𝐿𝐿
𝑊𝑊

 

yLS location of phase change front originating from fin (m) 

𝑦𝑦�𝐿𝐿𝐿𝐿 non-dimensional location of phase change front originating from fin, 𝑦𝑦�𝐿𝐿𝐿𝐿 = 𝑦𝑦𝐿𝐿𝐿𝐿
𝑊𝑊

 

 

Greek symbols 

α thermal diffusivity (m2/s) 
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β non-dimensional eigenvalues 

𝜃𝜃 non-dimensional temperature, 𝜃𝜃 = 𝑇𝑇−𝑇𝑇𝑚𝑚
𝑇𝑇𝑊𝑊−𝑇𝑇𝑚𝑚

 

𝜆𝜆 non-dimensional eigenvalues 

 

Subscripts and superscripts 

f fin 

p phase change material 

* initial approximation 
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3-1. Introduction 

Renewable energy technologies such as solar energy have been widely investigated in the past 

to meet the world’s energy demand with minimal environmental impact. The unsteady and 

intermittent nature of renewable energy, however, remains a key challenge. Thermal energy 

storage (TES) systems can play a vital role in alleviating these challenges by storing and releasing 

excess renewable energy during periods of availability and demand respectively [1,2].  

Thermal energy can be stored using a variety of mechanisms, such as sensible heat [3], latent 

heat [4] and thermochemical energy [5]. Amongst these, latent heat storage offers advantages of 

compactness and capability of storing high amount of energy associated with the liquid-to-solid 

transition of the phase change material (PCM). However, due to the thermal resistance offered by 

the newly formed phase, the rate of energy storage tends to slow down over time [6]. As a result, 

enhancing the rate and magnitude of latent energy storage has attracted considerable research [7,8]. 

A large body of literature exists on possible enhancement mechanisms. Two broad classes of such 

mechanisms include enhancement of PCM thermal properties through dispersion of nano/micro-

particles [9,10] and enhancement of heat transfer into the PCM through extended surfaces such as 

fins and foams [11,12].  

For the case of heat transfer between a hot/cold cylinder of radius Ri and a surrounding annular 

bed of PCM between r=Ri and r=Ro, transverse and longitudinal fins have been commonly used 

for heat transfer enhancement. These are shown schematically in Figures 1(a) and 1(b), 

respectively. Transverse fins extend throughout circumferentially, with a height w that is lower 

than the PCM height W in the axial direction. In contrast, longitudinal fins extend through the 

entire height of the geometry, but are limited to an angle 2φf in the circumferential direction. Both 

fin types have been investigated extensively through experiments and modeling for enhancement 
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of heat transfer into the PCM [13-22]. The effect of number of fins on rate of PCM solidification 

was numerically and experimentally studied in transverse and longitudinal configurations. It was 

shown that increase in number of fins decreases solidification time [13,14]. A similar study with 

constant thickness longitudinal fins reported that 4-5 fins offer optimal performance [15]. A 

numerical study showed overall heat transfer increase with number of fins for a transverse finned 

storage system [16]. Groulx et al. experimentally investigated melting and solidification in a 

cylindrical thermal storage system with four longitudinal fins. It was found that solidification 

process is conduction-dominated throughout, but melting is conduction-dominated only in early 

stages [17]. The effect of fluid flow rate on melting time in a solar domestic hot water system with 

longitudinal fins was examined experimentally [18]. The melting time is found to be a strong 

function of heat transfer fluid flow rate during the charging process, with no effect on the rate of 

solidification during the discharging process [18]. Measurements have been reported for the effects 

of heat transfer flow rate and temperature on charging and discharging processes in a finned tube 

heat exchanger [19]. Ziskind et al. investigated close contact melting (CCM) effects on thermal 

performance of finned latent heat energy storage enclosures numerically and experimentally. CCM 

has been reported to improve the melting rate and shorten the melting time by 2.5 times for both 

transverse and longitudinally finned systems. Similar trend was demonstrated in a helical fined 

system [20-22]. A numerical study has reported that energy storage increased with decreasing fin 

pitch and increasing fin length [23]. Another numerical study on energy storage in a transverse 

finned system showed that the heat storage rate and energy efficiency ratio are largely insensitive 

to fin geometry when the fin pitch is more than four times the inner radius height and fin length 

[24]. Using longer and thicker fins improves thermal performance of the system when the fin pitch 

is small [24]. Effects of length, thickness and number of longitudinal fins on charging and 
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discharging in a triplex tube heat exchanger were investigated numerically by considering pure 

conduction and natural convection, and the results were validated with experimental results. The 

effect of length and number of fins on the melting and freezing times was stronger than those of 

fin thickness [25,26]. An experimental study showed that the effective thermal conductivity of the 

PCM can be raised by up to three times by using fins in an annular storage system. It is found that 

fin size fin and pitch are the key parameters that affect thermal conductivity enhancement [27]. 

The literature survey presented above shows that optimization of a finned geometry for 

improving the rate of energy storage is of significant interest. As outlined above, multiple papers 

have investigated this problem through experiments or numerical simulations for specific 

geometries. However, there remains a distinct lack of generalized theoretical analysis of this 

problem for transverse and longitudinal fins. While the presence of a fin may offer extended 

surface area for heat transfer to the PCM, it also displaces PCM volume that could store energy 

and reduces the area of direct contact between the PCM and the inner wall. This may not be an 

important consideration – and fins are not needed at all – if infinite time is available for heat 

transfer because in such a case, all the PCM will melt. However, for a given finite time window 

available for heat transfer, which is the case for most practical applications, the analysis of trade-

offs between these competing effects is essential for understanding how the fin geometry affects 

the amount of stored energy. Some research exists on theoretical and numerical analysis of heat 

transfer in fins in Cartesian systems [28-32]. Past work has shown [28] that a certain fin size – the 

value of which is a function of fin thermal properties – maximizes the thermal benefit of the fin 

through a careful balance between the two processes described above. However, there is a lack of 

similar work for cylindrical phase change energy storage systems. For the specific case of 

transverse and longitudinal fins shown in Figures 1(a) and 1(b), it is of interest to determine how 



43 
 

the fin size relative to PCM, w/W and the angle 2φf respectively, affect energy storage for a given 

time duration.  

This paper presents analysis of heat transfer into an annular PCM bed from an inner heat 

source in the presence of transverse or longitudinal fins, with focus on understanding the impact 

of fin geometry and thermal properties on the amount of energy stored. Governing equations for 

heat transfer into the PCM, both directly from the wall and through the fins are derived. Sensible 

and latent heat storage in the PCM are both accounted for. Based on a semi-analytical method, 

expressions for the total stored energy in the PCM for a given finite time as a function of fin 

geometry and thermal properties are derived for both transverse and longitudinal fins. Dependence 

of total stored energy in the PCM on fin size is investigated. 

 

 

Figure 1. (a) Schematic cross-section view of multiple transverse fins protruding into an annular 
PCM bed around a cylindrical heat source; (b) Schematic top view of multiple longitudinal fins 

protruding into an annular PCM bed around a cylindrical heat source. Unit thermal cells based on 
symmetry are shown within broken lines for each case. 
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3-2. Theoretical model 

This section develops theoretical models for heat transfer from a constant temperature cylinder 

into a surrounding, annular PCM bed. Specifically, the effect of two types of fins between the inner 

and outer radii, Ri and Ro respectively, is captured in these models. As shown in Figure 1(a), 

transverse fins go all around circumferentially, with a thickness w that is lower than the height W 

of the thermal unit cell. In contrast, as shown in Figure 1(b), longitudinal fins extend through the 

entire height of the geometry, but not in the circumferential direction. Given a fixed total number 

of longitudinal fins, the angular width of each fin 2φf is an important design parameter, similar to 

w for the transverse fins. In general, as w or φf increases, in the cases of transverse and longitudinal 

fins, respectively, the area of direct contact between PCM and wall reduces, which inhibits the 

total amount of direct heat transfer to the PCM in a given total time. However, this also results in 

greater temperature rise in the fin itself, which provides an additional path for heat transfer into 

the PCM. Therefore, the effect of w or φf  on overall heat transfer is important to quantify. Note 

that this is an interesting problem only for a given, finite amount of time available for heat transfer. 

At infinite time, all of the PCM will melt and reach the wall temperature, and therefore, presence 

of any fin material is undesirable as it reduces the volume of PCM available and hence the total 

amount of heat stored.  

The next two sub-sections consider geometries with transverse and longitudinal fins, 

respectively, and derive governing equations for the fin temperature distribution and expressions 

for the total heat stored in terms of the fin temperature distribution. In each case, the total heat 

transfer into the PCM is written as the sum of two distinct modes of heat transfer due to two 

independent, non-overlapping propagation fronts – heat transfer directly from the wall to the PCM, 

and heat transfer into the PCM indirectly through the fin. 
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3-2-1. Transverse fin  

In this case, transverse fins extending throughout the circumferential direction and between 

r=Ri to r=Ro in the radial direction are considered. The fin pitch and fin height in the axial direction 

are taken to be 2W and 2w, respectively, so that heat transfer analysis can be simplified by 

modeling an axisymmetric unit cell, as shown in Figure 2(a). Both fin and PCM are assumed to be 

at PCM melting temperature Tm initially. Note that k and c denote thermal conductivity and 

volumetric heat capacity, respectively. Subscripts f and p denote fin and PCM, respectively. Lp 

represents latent heat of PCM. All properties are assumed to be independent of temperature. Total 

heat absorbed by the PCM up to time, t, q(t) comprises two distinct components –heat absorbed 

by the PCM directly from the width (W-w) of the heat source, q1(t), and heat absorbed by the PCM 

from the fin, q2(t). 

These components are shown in Figure 2(a). The first component, q1(t), depends only on the 

cylinder temperature (Tw-Tm) and PCM properties. On the other hand, the second component, q2(t), 

depends additionally on fin properties because it is governed by the extent of thermal diffusion 

into the fin. q1(t) and q2(t) independently initiate and propagate melting fronts in r and z directions, 

respectively. Neglecting the small region near the origin where these two fronts merge, one may 

determine q1(t) and q2(t) independently. Such a simplifying assumption of independent phase 

change fronts is commonly made to simplify two-dimensional phase change problems [28,29,33]. 

Expressions for q1(t) and q2(t) are now derived separately. 

3-2-1-1. q1(t) for transverse fin 

The q1(t) component can be determined by solving the problem of phase change propagation 

into an infinite PCM from a constant temperature cylinder of radius Ri. While similar to the 

classical Stefan problem in Cartesian coordinates, this problem does not appear to have an exact 
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analytical solution. Parhizi & Jain [34] have presented a solution for this problem based on 

perturbation method. Referring to the non-dimensionalization summarized in the Nomenclature 

section, the location of the solid-liquid interface location, �̅�𝑟𝐿𝐿𝐿𝐿 as a function of non-dimensional 

time 𝑡𝑡̅ is given by the following inverse relationship 
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(1) 

Consequently, the total heat absorbed by the PCM directly from the cylinder wall, q1(t) 

considering the reduced area of direct contact due to the presence of the fin, as shown in Figure 

2(a), is given by differentiating the temperature distribution in the PCM at the interface r=Ri [34]. 

The final result is 
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3-2-1-2. q2(t) for transverse fin 

The second pathway for heat transfer into the PCM is through the fin. Since the fin itself is at 

the melting temperature initially and only heats up over time due to transient thermal diffusion, 

this is a more complicated problem than q1(t). In this case, q2(t) depends on the fin temperature 

distribution 𝜃𝜃𝑓𝑓(�̅�𝑟, 𝑡𝑡̅). In addition to axisymmetry, the fin is also assumed to have no thermal 
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gradient in the axial direction, which is justified by the thin nature of the fin compared to its length. 

In such a case, as shown in Figure 2(b), energy balance of an infinitesimal element of the fin with 

width w and radial size dr is considered. In addition to thermal conduction into and out of this 

element, heat loss to the PCM occurs from the top surface. Using Fourier’s law, energy balance 

for this element can be used to derive a governing partial differential equation for the fin 

temperature 
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) − 𝑆𝑆�̅�𝑟 (3) 

where 𝑆𝑆�𝑟𝑟 represents heat loss to the surrounding PCM. 𝑆𝑆�𝑟𝑟 is related to the gradient of the PCM 

temperature distribution 𝜃𝜃𝑝𝑝(�̅�𝑟, 𝑡𝑡̅) at the wall. Therefore, 𝜃𝜃𝑝𝑝(�̅�𝑟, 𝑡𝑡)̅ must be determined in order to 

proceed. Recognizing that the fin temperature itself changes over time, this is a problem of one-

dimensional phase change propagation from a wall with time-dependent wall temperature. A 

solution for this problem is available based on perturbation method [35,36]. The PCM temperature 

can be written as a power series involving the Stefan number. 
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where 𝜃𝜃0, 𝜃𝜃1 and 𝜃𝜃2  can be shown to be functions of the fin temperature distribution as follows 
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𝑧𝑧̅
𝑧𝑧�̅�𝐿𝐿𝐿

� �
𝑧𝑧̅
𝑧𝑧�̅�𝐿𝐿𝐿

− 1� �𝜃𝜃𝑓𝑓 �
𝑧𝑧̅
𝑧𝑧�̅�𝐿𝐿𝐿

+ 1� −
𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
𝑧𝑧�̅�𝐿𝐿𝐿 �

𝑧𝑧̅
𝑧𝑧�̅�𝐿𝐿𝐿

− 2�� (6) 
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𝜃𝜃2(�̅�𝑟, 𝑧𝑧̅, 𝑡𝑡)̅ = −

1
360

𝜃𝜃𝑓𝑓 �
𝑧𝑧̅
𝑧𝑧�̅�𝐿𝐿𝐿

� �
𝑧𝑧̅
𝑧𝑧�̅�𝐿𝐿𝐿

− 1� �𝜃𝜃𝑓𝑓2 �
𝑧𝑧̅
𝑧𝑧�̅�𝐿𝐿𝐿

+ 1� �9 �
𝑧𝑧̅
𝑧𝑧�̅�𝐿𝐿𝐿

�
2

+ 19�

+ 10 �
𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
�
2

𝑧𝑧�̅�𝐿𝐿𝐿2 �
𝑧𝑧̅
𝑧𝑧�̅�𝐿𝐿𝐿

+ 4� + 5𝜃𝜃𝑓𝑓
𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
𝑧𝑧�̅�𝐿𝐿𝐿(3 �

𝑧𝑧̅
𝑧𝑧�̅�𝐿𝐿𝐿

�
2

+ 5 �
𝑧𝑧̅
𝑧𝑧�̅�𝐿𝐿𝐿

�

+ 17)� 

(7) 

As a result, an expression for 𝑆𝑆�𝑟𝑟 in equation (3) can be written as 

 

𝑆𝑆�𝑟𝑟 =
1
𝑘𝑘�𝑓𝑓𝑤𝑤�

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃𝑓𝑓
𝑧𝑧�𝐿𝐿𝑆𝑆

+ 𝑆𝑆𝑡𝑡𝑒𝑒
𝜃𝜃𝑓𝑓 �𝜃𝜃𝑓𝑓 + 2

𝜃𝜃𝑓𝑓
′

𝑧𝑧�𝐿𝐿𝑆𝑆′
𝑧𝑧�𝐿𝐿𝑆𝑆�

6𝑧𝑧�𝐿𝐿𝑆𝑆
−

(𝑆𝑆𝑡𝑡𝑒𝑒)2

𝜃𝜃𝑓𝑓 �40�
𝜃𝜃𝑓𝑓′

𝑧𝑧�𝐿𝐿𝑆𝑆′
�

2

𝑧𝑧�𝐿𝐿𝑆𝑆2 + 85𝜃𝜃𝑓𝑓
𝜃𝜃𝑓𝑓′

𝑧𝑧�𝐿𝐿𝑆𝑆′
𝑧𝑧�𝐿𝐿𝑆𝑆 + 19𝜃𝜃𝑓𝑓2�

360𝑧𝑧�𝐿𝐿𝑆𝑆 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 (8) 

where the location of the melting front originating from the transverse fin surface, 𝑧𝑧�̅�𝐿𝐿𝐿 is given 

by [35,36] 

 𝑧𝑧�̅�𝐿𝐿𝐿(�̅�𝑟, 𝑡𝑡̅) = �2𝑆𝑆𝑡𝑡𝑒𝑒 � 𝜃𝜃𝑓𝑓(�̅�𝑟, 𝜏𝜏̅) �1 −
𝑆𝑆𝑡𝑡𝑒𝑒
3
𝜃𝜃𝑓𝑓(�̅�𝑟, 𝜏𝜏̅) +

7
45

(𝑆𝑆𝑡𝑡𝑒𝑒)2𝜃𝜃𝑓𝑓(�̅�𝑟, 𝜏𝜏̅)2� 𝑑𝑑𝜏𝜏̅
�̅�𝑡

0
�

1
2
 (9) 

Note the primes in equations (6)-(8) represent derivatives with respect to time. Equations (8) 

and (9) determine heat loss from a given radial location on transverse fin surface at any given time 

in terms of the prior fin temperature history at that location and PCM thermal properties.  

 A complete partial differential equation in 𝜃𝜃𝑓𝑓(�̅�𝑟, 𝑡𝑡̅) can be derived by combining equations 

(3) and (8) as 
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 𝑐𝑐�̅�𝑓
𝑘𝑘�𝑓𝑓

𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕𝑡𝑡̅

=
1
�̅�𝑟
𝜕𝜕
𝜕𝜕�̅�𝑟

(�̅�𝑟
𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕�̅�𝑟

)

−
1
𝑘𝑘�𝑓𝑓𝑤𝑤�

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃𝑓𝑓
𝑧𝑧�̅�𝐿𝐿𝐿

+ 𝑆𝑆𝑡𝑡𝑒𝑒
𝜃𝜃𝑓𝑓 �𝜃𝜃𝑓𝑓 + 2

𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
𝑧𝑧�̅�𝐿𝐿𝐿�

6𝑧𝑧�̅�𝐿𝐿𝐿
−

(𝑆𝑆𝑡𝑡𝑒𝑒)2
𝜃𝜃𝑓𝑓 �40�

𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
�
2

𝑧𝑧�̅�𝐿𝐿𝐿2 + 85𝜃𝜃𝑓𝑓
𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
𝑧𝑧�̅�𝐿𝐿𝐿 + 19𝜃𝜃𝑓𝑓2�

360𝑧𝑧�̅�𝐿𝐿𝐿 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

(10) 

Boundary and initial conditions associated with equation (10) must be defined. The fin 

temperature equals the cylinder wall temperature at fin base, �̅�𝑟 = 1. Adiabatic boundary condition 

applies at fin tip, �̅�𝑟 = 𝑅𝑅𝑜𝑜
𝑅𝑅𝑖𝑖

. Finally, the fin temperature 𝜃𝜃𝑓𝑓(�̅�𝑟, 0) is 0 initially. Equations (11)-(13) 

express these requirements mathematically: 

 𝜃𝜃𝑓𝑓(1, 𝑡𝑡̅) = 1 (11) 

 
�
𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕�̅�𝑟

�
�̅�𝑟=𝑅𝑅�0

= 0 (12) 

 𝜃𝜃𝑓𝑓(�̅�𝑟, 0) = 0 (13) 

Equation (10) contains only the fin temperature and is uncoupled from the PCM temperature. 

In principle, a solution of equation (10) can be used to determine 𝑞𝑞�2(𝑡𝑡)̅, the total heat flux into the 

PCM from the fin surface as follows 
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𝑞𝑞�2(𝑡𝑡)̅ =

2
𝑊𝑊�
� � �

𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑧𝑧̅

�
�̅�𝑧=0

�̅�𝑟𝑑𝑑�̅�𝑟𝑑𝑑𝑡𝑡̅
𝑅𝑅�𝑜𝑜

𝑅𝑅�𝑖𝑖

�̅�𝑡

0

=
2
𝑊𝑊�
� �

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃𝑓𝑓
𝑧𝑧�̅�𝐿𝐿𝐿

+ 𝑆𝑆𝑡𝑡𝑒𝑒
𝜃𝜃𝑓𝑓 �𝜃𝜃𝑓𝑓 + 2

𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
𝑧𝑧�̅�𝐿𝐿𝐿�

6𝑧𝑧�̅�𝐿𝐿𝐿
−

(𝑆𝑆𝑡𝑡𝑒𝑒)2
𝜃𝜃𝑓𝑓 �40 �

𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
�
2

𝑧𝑧�̅�𝐿𝐿𝐿2 + 85𝜃𝜃𝑓𝑓
𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
𝑧𝑧�̅�𝐿𝐿𝐿 + 19𝜃𝜃𝑓𝑓2�

360𝑧𝑧�̅�𝐿𝐿𝐿 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

�̅�𝑟𝑑𝑑�̅�𝑟𝑑𝑑𝑡𝑡̅
𝑅𝑅�𝑜𝑜

𝑅𝑅�𝑖𝑖

�̅�𝑡

0
 

(14) 

However, it is very challenging to solve equation (10) explicitly due to the complicated, non-

linear nature of the source term. A time stepping approach for solving equation (10) is discussed 

in section 2.3.  

Heat transfer analysis of a longitudinal fin is discussed next.  

 

Figure 2. (a) Schematic of two melting fronts within the unit cell for transverse fin thermal 
analysis; (b) Schematic of an infinitesimal fin element for deriving governing energy 

conservation equation for temperature distribution in transverse fin 
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3-2-2. Longitudinal fin 

This sub-section considers longitudinal fins that extend through the axial coordinate, but not 

in the circumferential direction, as shown in the top view in Figure 1(b). The number of fins is 

assumed to be constant and distributed evenly around the periphery of the cylinder, so that the 

angle φo in Figure 1(b) is fixed. Based on symmetry in the problem, the unit cell in the 

circumferential direction that can be considered for analysis denoted in Figure 1(b) and shown in 

detail in Figure 3(a). Similar to the traverse fin analysis, it is assumed that fin temperature 

distribution is one dimensional, in this case, radial. This is a reasonable assumption when fin width 

φf∙Ro is small compared to the fin length Ro-Ri. 

The goal of analysis presented in this section is to determine the effect of fin size φf on the 

total heat absorbed by the PCM in a given time. Similar to the transverse fins considered in section 

2.1, there may be a distinct trade-off here between reduced area of direct PCM-cylinder contact 

and greater thermal conduction into the fin as a result of increasing the fin size. The specific nature 

of the trade-off, of course, depends on the various non-dimensional parameters that govern the 

problem, and must be carefully analyzed through modeling.  

Similar to the case of transverse fins, the two components of heat transfer into the PCM are 

evaluated next. 

3-2-2-1. q1(t) for longitudinal fins 

Analysis for determining the heat transfer directly from the cylinder to the PCM can be carried 

out using the one-dimensional Stefan problem with constant wall temperature, similar to the 

transverse fin case in section 2.1.1, with the only difference being the base area. In this case, 𝑞𝑞�1(𝑡𝑡)̅ 

is given by: 
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𝑞𝑞�1(𝑡𝑡̅) = �
𝜑𝜑𝑓𝑓
𝜋𝜋
−

1
𝑁𝑁
���

𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕�̅�𝑟

�
�̅�𝑟=𝑅𝑅�𝑖𝑖

𝑑𝑑𝑡𝑡̅
�̅�𝑡

0

=��
𝜑𝜑𝑓𝑓
𝜋𝜋

�̅�𝑡

0

−
1
𝑁𝑁
�

⎝

⎛�
�10��̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡)̅�

4
+ 8��̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡̅)�

2
− 6�

64��̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡̅)�
4(𝑙𝑙𝑙𝑙𝑙𝑙 �̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡̅))4

−
�5��̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡̅)�

2
− 1�

2

16��̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡)̅�
4(𝑙𝑙𝑙𝑙𝑙𝑙 �̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡)̅)7

−
�56��̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡)̅�

4
+ 24��̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡)̅�

2
+ 44�

128(�̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡)̅)4(𝑙𝑙𝑙𝑙𝑙𝑙 �̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡̅))5

+
���̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡̅)�

2
− 1� �71��̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡̅)�

2
+ 71�

128��̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡̅)�
4(𝑙𝑙𝑙𝑙𝑙𝑙 �̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡̅))6

� 𝑆𝑆𝑡𝑡𝑒𝑒2

+ �
���̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡)̅�

2
− 1�

4��̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡)̅�
2(𝑙𝑙𝑙𝑙𝑙𝑙 �̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡)̅)4

−
���̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡̅)�

2
+ 1�

4��̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡)̅�
2(𝑙𝑙𝑙𝑙𝑙𝑙 �̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡̅))3

�𝑆𝑆𝑡𝑡𝑒𝑒

−
1

𝑙𝑙𝑙𝑙𝑙𝑙 �̅�𝑟𝐿𝐿𝐿𝐿(𝑡𝑡)̅
⎠

⎞𝑑𝑑𝑡𝑡̅ 

(15) 

Where N is the total number of fins in the circumferential direction. N is assumed to be fixed 

in this analysis. 

3-2-2-2. q2(t) for longitudinal fins 

Analysis for determining the heat transfer into PCM through a longitudinal fin is also similar 

to the transverse fin case presented in section 2.1.2, but with some key differences. Mainly, the 
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infinitesimal element to be considered for deriving the partial differential equation for the 

temperature distribution 𝜃𝜃𝑓𝑓(�̅�𝑟, 𝑡𝑡̅) is cylindrical instead of Cartesian. Unlike the previous case, this 

element now subtends in the circumferential direction, as shown in Figure 3(b). Assuming thermal 

uniformity in the circumferential direction, which is valid as long as φf∙Ro is smaller than fin size 

Ro-Ri, the governing energy conservation equation can be written as 

 
𝑐𝑐�̅�𝑓
𝑘𝑘�𝑓𝑓

𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕𝑡𝑡̅

=
1
�̅�𝑟
𝜕𝜕
𝜕𝜕�̅�𝑟

(�̅�𝑟
𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕�̅�𝑟

) − 𝑆𝑆�̅�𝑡 (16) 

Where 𝑆𝑆�̅�𝑡 accounts for heat loss into the PCM.  

Similar to the transverse fin case, 𝑆𝑆�̅�𝑡 can be determined by accounting for phase change 

propagation into the PCM due to time-dependent temperature boundary condition at the fin base. 

A key difference is the area of contact between the fin element and PCM. Using the temperature 

solution based on perturbation method, an expression for 𝑆𝑆�̅�𝑡 can be derived as 

 𝑆𝑆�̅�𝑡 =
1

𝑘𝑘�𝑓𝑓�̅�𝑟𝜑𝜑𝑓𝑓

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃𝑓𝑓
𝑧𝑧�̅�𝐿𝐿𝐿

+ 𝑆𝑆𝑡𝑡𝑒𝑒
𝜃𝜃𝑓𝑓 �𝜃𝜃𝑓𝑓 + 2

𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
𝑧𝑧�̅�𝐿𝐿𝐿�

6𝑧𝑧�̅�𝐿𝐿𝐿
−

(𝑆𝑆𝑡𝑡𝑒𝑒)2
𝜃𝜃𝑓𝑓 �40 �

𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
�
2

𝑧𝑧�̅�𝐿𝐿𝐿2 + 85𝜃𝜃𝑓𝑓
𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
𝑧𝑧�̅�𝐿𝐿𝐿 + 19𝜃𝜃𝑓𝑓2�

360𝑧𝑧�̅�𝐿𝐿𝐿 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 (17) 

This assumes that melting front location  𝑧𝑧�̅�𝐿𝐿𝐿, derived by equation (9) for transverse fins can 

also be used for longitudinal fins in the circumferential direction. This is a reasonable assumption 

as long as the fin angle φf is small 

Combining equations (16) and (17), a partial differential equation for the fin temperature 

distribution may be derived as 
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𝑐𝑐�̅�𝑓
𝑘𝑘�𝑓𝑓

𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕𝑡𝑡̅

=
1
�̅�𝑟
𝜕𝜕
𝜕𝜕�̅�𝑟

(�̅�𝑟
𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕�̅�𝑟

)

−
1

𝑘𝑘�𝑓𝑓�̅�𝑟𝜑𝜑𝑓𝑓

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃𝑓𝑓
𝑧𝑧�̅�𝐿𝐿𝐿

+ 𝑆𝑆𝑡𝑡𝑒𝑒
𝜃𝜃𝑓𝑓 �𝜃𝜃𝑓𝑓 + 2

𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
𝑧𝑧�̅�𝐿𝐿𝐿�

6𝑧𝑧�̅�𝐿𝐿𝐿
−

(𝑆𝑆𝑡𝑡𝑒𝑒)2
𝜃𝜃𝑓𝑓 �40�

𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
�
2

𝑧𝑧�̅�𝐿𝐿𝐿2 + 85𝜃𝜃𝑓𝑓
𝜃𝜃𝑓𝑓′

𝑧𝑧�̅�𝐿𝐿𝐿′
𝑧𝑧�̅�𝐿𝐿𝐿 + 19𝜃𝜃𝑓𝑓2�

360𝑧𝑧�̅�𝐿𝐿𝐿 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

(18) 

 

Following the determination of the fin temperature distribution from equation (18), the heat 

loss into the PCM, q2(t) can be written as 
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(19) 

This completes the derivation of the two components of heat transfer into the PCM for the 

longitudinal fin. 

Calculation of total heat transfer into the PCM requires determination of the fin temperature 

distribution by solving the governing energy equation, which in both cases discussed above, are 

complicated partial differential equations. Since an analytical solution for these equations is 
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unlikely, a timestepping approach for evaluating the temperature distribution is discussed in the 

next section. 

 

Figure 3. (a) Schematic of two melting fronts within the unit cell for transverse fin thermal 
analysis; (b) Schematic of an infinitesimal fin element for deriving governing energy 

conservation equation for temperature distribution in transverse fin 

 
 
3-2-3. Timestepping approach for determining fin temperature distribution 

While difficult to solve exactly equations (10) and (18) are quite amenable to numerical 

computation based timestepping. A key challenge, similar to Cartesian fins [28], is the singularity 

at  𝑡𝑡̅=0 in the source terms, which results in difficulties in the initial timestepping. An 

approximation is made in order to overcome this challenge. Heat transfer into the fin from  𝑡𝑡̅=0 up 

to a small time 𝑡𝑡̅∗ is assumed to occur without heat loss into the PCM. This may be a reasonable 
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approximation for small values of 𝑡𝑡̅∗, up to which, the propagation of phase change front, and 

hence the area of contact between the fin and PCM is small. This is a helpful approximation 

because neglecting heat loss to the PCM in equations (10) and (18) reduces these to standard 

thermal conduction problems, which can be solved to provide temperature distribution in the fin 

at  𝑡𝑡̅=𝑡𝑡̅∗. Following this, the timestepping approach, including the effect of heat loss to the PCM 

can be carried out, because there is no singularity in the governing equation for  𝑡𝑡̅>0. The value of 

𝑡𝑡̅∗ clearly needs to be chosen to be small enough to minimize the error involved in neglecting heat 

transfer to the PCM up to  𝑡𝑡̅=𝑡𝑡̅∗. 

Based on the assumption of neglecting heat transfer into the PCM, analytical expressions for 

fin temperature distribution at 𝑡𝑡̅=𝑡𝑡̅∗ can be determined by using the method of separation of 

variables. For both transverse and longitudinal fins, the result is 

 𝜃𝜃𝑓𝑓∗(�̅�𝑟, 𝑡𝑡̅∗) = 1 − 2� exp(−
𝛽𝛽𝑛𝑛2
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 (20) 

where 
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(21) 

and βn are roots of the transcendental equation 

 𝑌𝑌1(𝑥𝑥)𝐽𝐽0 �
𝑥𝑥
𝑅𝑅�𝑡𝑡
� − 𝐽𝐽1(𝑥𝑥)𝑌𝑌0 �

𝑥𝑥
𝑅𝑅�𝑡𝑡
� = 0 (22) 



58 
 

3-3. Results and discussion 

3-3-1. Model validation 

Comparison with finite element simulation is first carried out in ANSYS-CFX to validate the 

analytical models presented in section 2. In this case, the system presented in Figure 2(a) is 

considered with aluminum transverse fin and octadecane PCM. Melting point, density, heat 

capacity, thermal conductivity and latent heat of the PCM are taken to be 28 °C, 780 kg/m3, 2300 

J/kgK, 0.15 W/mK and 244000 J/kg, respectively, corresponding to properties of octadecane, a 

commonly used PCM [37]. Standard thermal properties are assumed for aluminum. Temperature 

of the inner wall is maintained at 20 K above the phase change temperature of the PCM.  

The finite-element simulation determines the fin and PCM temperature distributions as well 

as the phase change propagation using the enthalpy method, where the PCM is defined as a 

homogenous binary mixture of solid and liquid phases. The PCM is assumed to initially be 

completely solid. The quadrilateral/triangular mesh in the simulation is swept in circumferential 

and axial directions for transverse and longitudinal fin configurations respectively. Grid 

independence analysis is carried out to show that variation in predicted temperature is negligible 

beyond 232128 and 696384 nodes in the fin and PCM, respectively.  

Figure 4(a) shows a comparison of predicted fin temperature distribution between the model 

presented in section 2.1 and the finite element simulation at multiples times. In addition, 

comparison of the phase change interface location computed with analytical model and the finite 

element simulation is shown in figure 4(b). There is good agreement between the analytical model 

and finite element simulation for both temperature distribution and phase change interface. The 

worst-case deviation between the analytical model and finite-element simulation is 1.2% and 3.5% 

for data shown in Figures 4(a) and 4(b), respectively. Note that in this case, a small value of 𝑡𝑡̅∗ =
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2.09 × 10−4, equivalent to 0.05% of the total time is used. A small value of 𝑡𝑡̅∗ is needed to 

minimize error due to the initial approximation. 

 

Figure 4. Validation of theoretical models by comparison with finite-element simulations: (a) 
Temperature distribution and (b) phase change front location at multiple times for a transverse 

fin with 𝑊𝑊� =2, 𝑤𝑤�=0.5, 𝐿𝐿�=4, Ste=0.19, 𝑘𝑘�𝑓𝑓=1580, 𝑐𝑐�̅�𝑓=1.36. 

 

In addition, the analytical model presented in this work is also compared with experimental 

data reported by Sasaguchi, et al. [38]. Figure 5 plots non-dimensional heat flux as a function of 

time and compares the analytical model and past experimental data for solidification of n-Eicosane 

contained in an annular region around a cold inner cylinder wall with four longitudinal fins. Figure 

5 carries out this comparison for two different wall temperatures for which Sasguchi, et al. [38] 

reported measurements. Thermal properties of the PCM and fin are taken from the past work [38]. 

Non-dimensionalization is carried out similar to other results in the present work. Figure 5 good 

agreement between the present analytical model and the past experimental work for both cases, 

thereby providing additional validation of the present work. Please note that the present work 

ignores convective heat transfer effects and assumes constant thermal properties, which may 

contribute to the small disagreement between modeling and measurements. Further, the fins used 
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by Sasaguchi, et al. appear to have constant width, whereas the fins in the present work are 

longitudinal, which may also be a source of disagreement between the two. 

 

Figure 5. Validation of the analytical model by comparison of predicted heat flux as a function of 
time with past experimental measurements [38] for solidification of n-Eicosane with four fins 

around a cold, 45 mm diameter cylinder for two different wall temperatures. 
 

3-3-2. Effect of fin size on heat stored 

 Total heat transfer into the PCM in a transverse finned system, 𝑞𝑞�𝑡𝑡, along with its two 

components 𝑞𝑞�1 and 𝑞𝑞�2 are shown in Figures 6(a)-(f) as a function of 𝑤𝑤�/𝑊𝑊�  for six different values 

of fin thermal conductivity 𝑘𝑘�𝑓𝑓. The total time is 𝑡𝑡̅ = 0.418. 𝑞𝑞�1 and 𝑞𝑞�2 are calculated by equations 

(2) and (14), respectively. For comparison, the total heat stored in the absence of fins is 4.98 in 

non-dimensional form. Figure 6 shows that as 𝑤𝑤�/𝑊𝑊�  increases, heat transfer from fin surface into 

the PCM, 𝑞𝑞�2, improves due to greater thermal diffusion into the fin. As a result, 𝑞𝑞�2 increases 

sharply with 𝑤𝑤�
𝑊𝑊�

 for small values of 𝑤𝑤�
𝑊𝑊�

, but saturates at larger values. On the other hand, a higher 

value of  𝑤𝑤�/𝑊𝑊�  results in lower area of direct contact between the wall and the PCM. This 

contributes to reduced heat transfer from the wall into the PCM, 𝑞𝑞�1, as seen in Figures 6(a)-(f). For 
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any given fin thermal conductivity, total heat absorbed by the PCM, given by the sum of  𝑞𝑞�1and  

𝑞𝑞�2, does not change considerably with fin thickness beyond a certain value of  𝑤𝑤�/𝑊𝑊�  . As a result, 

there is no thermal benefit in increasing the fin thickness beyond a minimum value. This clearly 

advocates for placing thin transverse fins. 

 

Figure 6. Heat absorbed by the PCM up to 𝑡𝑡̅=0.418 as a function of fin size 𝑤𝑤�
𝑊𝑊�

 for six different fin 
thermal conductivities in transverse configuration with 𝑊𝑊� =2,  𝐿𝐿�=4, Ste=0.19, 𝑐𝑐�̅�𝑓=1.36. Both 

components of heat absorbed are shown. 
 

Figure 7(a) plots the total heat stored for all thermal conductivities on the same plot, and 

clearly shows, as expected, that the higher the fin thermal conductivity, the larger is the total heat 

absorbed in the PCM. Due to the saturation effect of  𝑤𝑤�/𝑊𝑊�  on total heat stored, it is useful to 

define (𝑤𝑤� 𝑊𝑊�⁄ )𝑚𝑚𝑚𝑚𝑛𝑛 as the value of  𝑤𝑤�/𝑊𝑊�  that results in 98% of the maximum possible total heat 

stored. From a practical perspective, this may be viewed as the recommended fin size, beyond 

which, there is little additional thermal benefit. The dependence of (𝑤𝑤� 𝑊𝑊�⁄ )𝑚𝑚𝑚𝑚𝑛𝑛 on fin thermal 

conductivity is shown in Figure 7(b). This Figure shows a shift in the location of (𝑤𝑤� 𝑊𝑊�⁄ )𝑚𝑚𝑚𝑚𝑛𝑛 
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towards lower values when thermal conductivity of the fin increases. This occurs because, as the 

fin thermal conductivity increases, the fin thermal resistance decreases, and therefore, fin 

temperature saturates at lower (𝑤𝑤� 𝑊𝑊 ����⁄ )𝑚𝑚𝑚𝑚𝑛𝑛 values. Figure 7(b) shows that improving fin thermal 

conductivity reduces the need for thick fin, but this effect does saturate quickly at high values of 

fin thermal conductivity. It is very important in practical fin design to consider the relationship 

between the peak stored energy, fin thermal conductivity and fin size, since selecting a thicker fin 

does not increase total stored energy.  

 

Figure 7. (a) Plot of 𝑞𝑞�𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 up to 𝑡𝑡̅=0.418 as a function of fin size  𝑤𝑤�
𝑊𝑊�

 for different values of fin 
thermal conductivity for the case of transverse fin with 𝑊𝑊� =2,  𝐿𝐿�=4, Ste=0.19 ,𝑐𝑐�̅�𝑓=1.36; (b) 
Minimum value of 𝑤𝑤�

𝑊𝑊�
 needed to reach within 98% of the best possible heat absorbed, as a 

function of fin thermal conductivity. 
 

Similar results for longitudinal fins are shown in Figure 8. In the case of four equally 

distributed longitudinal fins, the total heat absorbed by the PCM does not change significantly with 

fin thickness φf. The heat transferred from fin to PCM, 𝑞𝑞�2 remains nearly constant with φf, whereas 

𝑞𝑞�1 decreases linearly with φf as contact area between inner cylinder and the PCM decreases when 

fin size increases. This shows that even a very thin fin sufficiently promotes heat transfer. 

Therefore, fin insertion is important, but changes in fin size do not significantly affect thermal 
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performance. Figure 9 presents the dependence of total heat absorbed by the PCM on fin thickness 

for different longitudinal fin thermal conductivity values. This dependence is seen to be weaker 

than the transverse fin case.  

 

Figure 8. Heat absorbed by the PCM up to 𝑡𝑡̅=1.6722 as a function of fin size φf for six different 
fin thermal conductivities in longitudinal configuration with φo= 0.7854,  𝐿𝐿�=3, Ste=0.19, 

𝑐𝑐�̅�𝑓=1.36. Both components of heat absorbed are shown. 

 

  

Figure 9. Plot of 𝑞𝑞�𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 at 𝑡𝑡̅=1.6722 as a function of fin size φf for different values of fin thermal 
conductivity for the case of longitudinal fin with φo= 0.7854,  𝐿𝐿�=3 , Ste=0.19, 𝑐𝑐�̅�𝑓=1.36. 
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While the total energy stored for the case of Cartesian fins has been shown to be highly 

dependent on fin size [28], Figures (6)-(9) show that the same is not the case for transverse or 

longitudinal fins. Nevertheless, fin insertion is still a very effective mechanism for increasing 

energy storage capability of cylindrical systems. Even with a thin fin, energy stored is much higher 

than no fin at all. However, choosing large-sized fins does not necessarily improve thermal 

performance. Inserting large fins may also not be attractive from the perspective of system weight 

and cost. 

Typically fins are high thermal conductivity materials with 𝑘𝑘�𝑓𝑓 in the range of 333 up to 2666, 

with octadecane as the PCM. This work shows that in a system with transverse fins, the optimal 

fin size is almost independent of fin thermal conductivity for conductivities beyond 1500, as seen 

in Figure 7(b). On the other hand, the optimal fin size depends strongly on fin thermal conductivity 

in the lower range of thermal conductivity. On the other hand, the maximum stored thermal energy 

in a system with longitudinal fins is not a strong function of fin size.   

3-3-3. Effect of time available for heat transfer 

Total time available for heat transfer in the system is a very important factor in determining 

effectiveness of the fin geometry. Clearly, the entire PCM will reach the wall temperature in the 

unlikely case of infinite time being available for heat transfer. In such a case, fin insertion is clearly 

counterproductive, since the presence of fins only reduces PCM volume, and consequently the 

total amount of energy stored. For most practical applications, where only a finite time is available, 

inserting fins is indeed beneficial. Figure 10 presents variation in  (𝑤𝑤� 𝑊𝑊�⁄ )𝑚𝑚𝑚𝑚𝑛𝑛 with total heat 

transfer time for transverse fins. A similar trend has been reported for Cartesian fins [28]. Clearly, 

the larger the available time, the smaller is the fin thickness needed for heat transfer enhancement. 
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As time passes, the role of the fin in providing extended surface and additional heat transfer 

pathway shrinks, and therefore, a larger fin becomes less and less attractive.  

  

Figure 10. Effect of total time available for heat transfer on the minimum fin thickness to reach 
within 98% of maximum possible heat stored for a transverse fin configuration, with 𝑊𝑊� =2,  𝐿𝐿�=4, 

Ste=0.19, 𝑘𝑘�𝑓𝑓=1333, 𝑐𝑐�̅�𝑓=1.36. 

 

3-3-4. Effect of 𝑡𝑡̅∗ 

As discussed in section 2.3, an approximation is used to initiate the time stepping process due 

to the singularity in equations (10) and (18) at 𝑡𝑡̅=0. This approximation ignores heat transfer into 

the PCM from the fin up to a short time  𝑡𝑡̅∗. Clearly, the error introduced by this approximation 

must be understood, and a maximum tolerable value of  𝑡𝑡̅∗ must be determined for a given 

acceptable error. Figures 11(a) and 11(b) present fin temperature distribution for transverse and 

longitudinal configurations at 𝑡𝑡̅=0.209 and 𝑡𝑡̅=0.8361 respectively for multiple values of 𝑡𝑡̅∗. For 

comparison, finite element simulation results are also presented. These Figures show that in both 
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cases, the approximation error reduces as 𝑡𝑡̅∗ decreases. These plots establish the maximum value 

of  𝑡𝑡̅∗ for a given error level for a specific set of parameters.  

 A key assumption underlying the analysis presented here is that the two phase change 

fronts develop independent of each other, for both transverse and longitudinal fins. This 

assumption enables the independent determination of q1 and q2. In order to verify the validity of 

this assumption, fin and PCM temperature distributions are computed using finite-element 

simulations for both transverse and longitudinal fins. Temperature distributions for the two cases 

are shown in Figures 12(a) and 12(b), respectively, at multiple times. Heat diffusion from inner 

cylindrical wall into the PCM, q1, and heat diffusion from fin surface into the PCM, q2, can be 

seen in the form of two independent phase change propagation fronts in these figures. Except for 

a small region close to the fin-wall interface, the two fronts do not interact much with each other. 

This justifies a key assumption behind the analysis in Section 2 that independently accounted for 

the contributions of the two fronts towards total energy stored.  

 

 

Figure 11. Effect of 𝑡𝑡̅∗ on the accuracy of computed temperature distribution for case of (a) 
transverse fin at 𝑡𝑡̅=0.209 and 𝑊𝑊� =2, 𝑤𝑤�=0.5, 𝐿𝐿�=4, Ste=0.19, 𝑘𝑘�𝑓𝑓=1580, 𝑐𝑐�̅�𝑓=1.36 (b) longitudinal fin 
at 𝑡𝑡̅=0.8361 and φo= 0.7854,  𝐿𝐿�=3, Ste=0.19, 𝑐𝑐�̅�𝑓=1.36. Results from finite-element simulation are 

also shown for comparison. 
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3-4. Conclusions 

Results show that for both transverse and longitudinal fins, presence of fins increases thermal 

energy stored in the PCM significantly for a given time. However, in contrast with Cartesian fins, 

the amount of stored energy is not a strong function of fin size. This implies that even a very small 

fin provides considerable heat transfer enhancement and larger fins only diminishing returns. 

The highly non-linear and transient nature of heat transfer in phase change energy storage 

systems presents formidable difficulties in theoretical analysis. This work presents a semi-

analytical approach for solving this problem for transverse and longitudinal fins that are commonly 

used for heat transfer enhancement. Results show key similarities and differences between 

cylindrical fins and Cartesian fins studied in the recent past. A key conclusion of the present work 

is that in general, even a thin fin provides excellent heat transfer enhancement, and that larger fins 

offer diminishing returns. The underlying physics behind this process includes two conflicting 

effects of fin thickness on heat transfer components to the PCM, one indirectly through the fin and 

the other directly from the inner tube in contact with PCM were evaluated. The theoretical results 

presented here have several important practical applications. By quantifying the impact of fin 

geometry on heat transfer enhancement, the results presented here may help in geometrical 

optimization of phase change energy storage systems. The insights that even a small-sized fin 

results in significant benefit and that further increasing the fin size results in very little incremental 

benefit are both helpful for practical designers. The impact of available time window for heat 

transfer on the fin size is also an important consideration in practical designs.  
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3-5. Nomenclature 

c volumetric heat capacity (J/m3K) 

𝑐𝑐�̅�𝑓 non-dimensional fin volumetric heat capacity, 𝑐𝑐�̅�𝑓 = 𝑐𝑐𝑓𝑓
𝑐𝑐𝑝𝑝

 

H Length of cylindrical wall (m) 

k thermal conductivity (W/mK) 

𝑘𝑘�𝑓𝑓 non-dimensional fin thermal conductivity, 𝑘𝑘�𝑓𝑓 = 𝑘𝑘𝑓𝑓
𝑘𝑘𝑝𝑝

 

L fin length (m) 

Lp volumetric latent heat of fusion (J/ m3) 

N fin number 

q heat absorbed per unit length (J/m)  

𝑞𝑞� non-dimensional heat absorbed, 𝑞𝑞� = 𝑞𝑞
(𝑇𝑇𝑤𝑤−𝑇𝑇𝑚𝑚)𝑐𝑐𝑝𝑝𝑅𝑅𝑖𝑖

2 

𝑞𝑞𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙′′  heat flux from fin into PCM (W/m2) 

𝑄𝑄′′ thermal conduction heat flux (W/m2) 

𝑆𝑆�̅�𝑡 non-dimensional source term, 𝑆𝑆�̅�𝑡 = 𝑞𝑞𝑙𝑙𝑜𝑜𝑙𝑙𝑙𝑙
′′ 𝑅𝑅𝑖𝑖

𝜑𝜑𝑓𝑓�̅�𝑟(𝑇𝑇𝑤𝑤−𝑇𝑇𝑚𝑚)𝑘𝑘𝑓𝑓
 

𝑆𝑆�̅�𝑟 non-dimensional source term, 𝑆𝑆�̅�𝑟 = 𝑞𝑞𝑙𝑙𝑜𝑜𝑙𝑙𝑙𝑙
′′ 𝑅𝑅𝑖𝑖

𝑤𝑤�(𝑇𝑇𝑤𝑤−𝑇𝑇𝑚𝑚)𝑘𝑘𝑓𝑓
 

Ste Stefan number, 𝑆𝑆𝑡𝑡𝑒𝑒 = 𝑐𝑐𝑝𝑝(𝑇𝑇𝑤𝑤−𝑇𝑇𝑚𝑚)
𝐿𝐿𝑝𝑝

 

t time (s) 

𝑡𝑡̅ non-dimensional time, 𝑡𝑡̅ = 𝛼𝛼𝑝𝑝𝑡𝑡
𝑅𝑅𝑖𝑖
2  

T temperature (K) 

Tm phase change temperature (K) 
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Tw wall temperature (K) 

r spatial coordinate (m) 

�̅�𝑟 non-dimensional spatial coordinates, �̅�𝑟 = 𝑟𝑟
𝑅𝑅𝑖𝑖

 

Ri inner radius (m) 

Ro outer radius (m) 

w fin width (m)  

W width of the domain (m)  

𝑤𝑤� ,𝑊𝑊�  non-dimensional fin and domain width, 𝑤𝑤� = 𝑤𝑤
𝑅𝑅𝑖𝑖

, 𝑊𝑊� = 𝑊𝑊
𝑅𝑅𝑖𝑖

 

z spatial coordinates (m) 

𝑧𝑧̅ non-dimensional spatial coordinates, 𝑧𝑧̅ = 𝑧𝑧
𝑅𝑅𝑖𝑖

 

 

Greek symbols 

α thermal diffusivity (m2/s) 

𝛼𝛼�𝑓𝑓 non-dimensional fin thermal diffusivity, 𝛼𝛼�𝑓𝑓 = 𝛼𝛼𝑓𝑓
𝛼𝛼𝑝𝑝

 

βn non-dimensional eigenvalues 

𝜃𝜃 non-dimensional temperature, 𝜃𝜃 = 𝑇𝑇−𝑇𝑇𝑚𝑚
𝑇𝑇𝑊𝑊−𝑇𝑇𝑚𝑚

 

φ angular coordinate (rad) 

 

Subscripts and superscripts 

f fin 

LS liquid solid interface 

p phase change material 
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W wall 

* initial approximation 
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4-1. Introduction 

Heat transfer between a flat plate and fluid flow is a classical problem in convective heat 

transfer [1-3], with applications in a wide variety of engineering applications. As the fluid flows 

past the plate, hydrodynamic and thermal boundary layers develop, across which, momentum and 

thermal transport occurs. Analytical solutions of several such problems are available in textbooks 

[1-3] and in the research literature. Despite its classical, long-standing nature, external convective 

heat transfer in flat plate boundary layers continues to be a research topic of current interest [4,5]. 

Several simplifying assumptions are often made in order to solve the underlying momentum 

and energy conservation equations, including steady state, uniform freestream velocity and 

temperature, laminar, incompressible flow, and uniform plate temperature or heat flux [1]. Two 

distinct approaches have been used for analytically solving such problems. In the differential 

approach, the underlying momentum and energy conservation equations, written in differential 

form are solved in order to determine the velocity and temperature distributions [1]. Self-similar 

solutions are often sought for these equations [2], although this approach works only for the 

simplest problems, such as a flat plate with constant temperature. In most other problems, one 

must rely on numerical computation using finite-volume or similar methods. On the other hand, 

integral approaches [1] seek a solution that satisfies the energy equation integrated over the 

boundary layer, which results in some error, but also, considerable simplification. In the Karman-

Pohlhausen integral approach [1], polynomial forms of velocity and temperature profiles in the 

boundary layers are written in order to satisfy various boundary conditions at the wall and edge of 

the boundary layer. These polynomials are then used in the integral energy balance equation to 

solve the problem. The assumption of polynomial forms for velocity and temperature profiles is 

an approximation, but has been justified because parameters governing plate-flow interactions 



76 
 

such as the Nusselt number depend only on processes near the wall and are relatively unaffected 

by the velocity/temperature distribution in the remainder of the boundary layer [1,6,7]. Polynomial 

expressions up to the fourth order have been used in the past [6,7]. 

While flow past a flat plate at a constant temperature or flux are amongst the simplest 

problems in external convective heat transfer, analytical solutions for several other, more 

complicated problems have also been reported. For example, spatial variation in plate temperature 

or heat flux has been accounted for using superimposition or Duhamel’s theorem [8]. The Karman-

Pohlhausen approach has also been used for solving this problem [6]. The steady-state problem 

with a specific heat flux profile has been solved using a differential approach [9]. While this results 

in an exact solution, it is valid only for the specific flux profile assumed, and is not valid in general. 

A discrete Green’s function approach has also been developed to solve such problems [4,10]. 

Solutions for several other steady-state problems have also been summarized [8]. Unsteady 

convective heat transfer has also been analyzed [11,12]. For example, the effect of time-varying 

plate flux, including a step change in heat flux has been accounted for using the Karman-

Pohlhausen approach [7], resulting in a partial differential equation for the plate temperature as a 

function of time and space. This problem has also been solved using Laplace transform approach 

[13] and Green’s functions [14]. Other considerations such as turbulence [15], non-flat surface 

[16] and finite thickness plate [17] have also been investigated. Unsteady convective heat transfer 

analysis often results in a differential equation that must be solved numerically due to the lack of 

a closed-form analytical solution. 

While there is, in general, extensive literature on external convective heat transfer, one 

particular problem that has not been discussed much in the literature is that of a flat plate with heat 

flux that varies both in space and in time, i.e. qp=qp(x,t). While solutions have been presented for 
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problems where the heat flux varies only in space, qp(x) [6] or only in time, qp(t) [7], a solution of 

the general qp(x,t) problem is desirable for many practical applications. For example, the problem 

of fluid flow over a bed of phase change material (PCM) occurs commonly in latent energy storage 

systems [18,19]. In such a case, heat flux at the fluid-PCM interface varies over space due to 

boundary layer development in the fluid flow, and also varies in time because of phase change 

front propagation into the PCM over time [20]. While such problems involving flow over a PCM 

have been solved by assuming a specific form of the Nusselt number [21,22], this assumption is 

likely to be inaccurate due to the expected time and spatial variation. Another example is the 

cooling of a Li-ion cell [23]. Thermal management of Li-ion cells – used commonly for energy 

storage and conversion in electric vehicles and other applications – often involves flow of a coolant 

fluid over the cell or battery pack. In such a case, the interface flux may vary with space due to 

boundary layer growth, and may also vary in time due to fluctuations in heat generation inside the 

cell in response to transient changes in the electrical load. Analysis of convective heat transfer 

from a plate with heat flux that varies in both space and time is critical for understanding and 

optimizing these and other related engineering applications. Unlike problems with only time-

varying or only spatially-varying heat flux, the more general problem identified above has not been 

sufficiently addressed in the literature. 

This paper presents a solution for external convective heat transfer between a flat plate and 

fluid flow where the plate heat flux changes with time as well as space. Laminar incompressible 

flow with constant freestream velocity and temperature is assumed. Velocity and temperature 

distributions are represented by fourth-order Karman-Pohlhausen polynomials. It is shown that the 

plate temperature is governed by a first-order hyperbolic partial differential equation involving the 

given heat flux and its derivatives. While an analytical solution for this equation is unlikely, the 
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equation is integrated numerically to determine the plate temperature as a function of space and 

time for any arbitrary heat flux distribution. Results from this work are shown to agree well with 

past results for special cases of time-varying [7], spatially-varying [6] or constant flux [1]. Various 

general cases of time- and space-varying heat flux, such as those that might arise in applications 

discussed above are analyzed. 

4-2. Mathematical modeling 

As shown schematically in Figure 1, consider laminar, incompressible fluid flow past a thin, 

one-dimensional flat plate in which the wall flux, qp, varies both in space and in time. Uniform 

freestream velocity U∞ and temperature T∞ are assumed. All properties are assumed to be 

independent of temperature. Viscous dissipation is neglected. The interest here is to determine the 

nature of heat transfer between the flat plate and the fluid flow. In particular, the resulting plate 

temperature Tp(x,t) due to the spatial and time variation in flux, qp(x,t), is of interest. 

 

Figure 1. Schematic of the geometry considered in this work, comprising laminar, incompressible flow 
past a thin, flat plate with time- and space-varying heat flux. 

 

Under the assumptions listed above, and referring to Figure 1 for the coordinate system, the 

governing equations for conservation of mass, momentum and energy can be written as 
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𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥

+
𝜕𝜕𝜕𝜕
𝜕𝜕𝑦𝑦

= 0 (1) 

𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥

+ 𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝑦𝑦

= 𝜈𝜈
𝜕𝜕2𝜕𝜕
𝜕𝜕𝑦𝑦2

 (2) 

𝛼𝛼
𝜕𝜕2𝜃𝜃
𝜕𝜕𝑦𝑦2

=
𝜕𝜕𝜃𝜃
𝜕𝜕𝑡𝑡

+ 𝜕𝜕
𝜕𝜕𝜃𝜃
𝜕𝜕𝑥𝑥

+ 𝜕𝜕
𝜕𝜕𝜃𝜃
𝜕𝜕𝑦𝑦

 (3) 

Where 𝜃𝜃 = 𝑇𝑇 − 𝑇𝑇∞. 

The boundary conditions are  

 𝜕𝜕 = 𝜕𝜕∞;  θ = 0 𝑎𝑎𝑡𝑡 𝑥𝑥 = 0 (4) 

 𝜕𝜕 = 0;𝜕𝜕 = 0 𝑎𝑎𝑡𝑡 𝑦𝑦 = 0 (5) 

 𝜕𝜕 = 𝜕𝜕∞ 𝑎𝑎𝑡𝑡 𝑦𝑦 ≥ 𝛿𝛿 (6) 

 θ = 0 𝑎𝑎𝑡𝑡 𝑦𝑦 ≥ 𝛿𝛿𝑡𝑡 (7) 

 
−𝑘𝑘

𝜕𝜕𝜃𝜃
𝜕𝜕𝑦𝑦

= 𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡) 𝑎𝑎𝑡𝑡 𝑦𝑦 = 0 (8) 

Equation (4) represents the uniform freestream velocity of the fluid flow. Equation (5) is the 

no slip condition at the wall. Equations (6) and (7) are based on 𝛿𝛿 and 𝛿𝛿𝑡𝑡, the momentum and 

thermal boundary layer thicknesses, respectively. Equation (8) is the given heat flux at the flat 

plate. In addition, the initial temperature field, θ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡 = 0), is assumed to be zero. The interest 

is in solving this set of equations to determine the plate temperature θ𝑝𝑝(𝑥𝑥, 𝑡𝑡) = θ (𝑥𝑥,𝑦𝑦 = 0, 𝑡𝑡). 
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4-2-1. Solution procedure 

It is assumed that hydrodynamic boundary layer growth is unaffected by heat transfer. Integral 

analysis of momentum transfer in this problem can be shown to result in the following expression 

for the momentum boundary layer thickness, 𝛿𝛿 [6,7] 

 
𝛿𝛿(𝑥𝑥) = 5.83�

𝜈𝜈𝑥𝑥
𝜕𝜕∞

 (9) 

In order to solve this problem, the velocity and temperature distributions in their respective 

boundary layers are assumed to be given by fourth-order Karman-Pohlhausen polynomials [1,6,7] 

as follows: 

 𝜕𝜕(𝑥𝑥,𝑦𝑦, 𝑡𝑡)
𝜕𝜕∞

= 2
𝑦𝑦
𝛿𝛿
− 2 �

𝑦𝑦
𝛿𝛿
�
3

+ �
𝑦𝑦
𝛿𝛿
�
4
 (10) 

 θ(𝑥𝑥,𝑦𝑦, 𝑡𝑡)
θ𝑝𝑝

= 1 − 2
𝑦𝑦
𝛿𝛿𝑡𝑡

+ 2 �
𝑦𝑦
𝛿𝛿𝑡𝑡
�
3
− �

𝑦𝑦
𝛿𝛿𝑡𝑡
�
4
 (11) 

These polynomials that already satisfy several boundary conditions in the problem are 

substituted into the integrated form of the energy equation in order to satisfy overall energy 

conservation. To do so, equation (3) is first integrated from y=0 to y=𝛿𝛿𝑡𝑡, resulting in 

 
𝜕𝜕
𝜕𝜕𝑡𝑡
� 𝜃𝜃𝑑𝑑𝑦𝑦 +

𝛿𝛿𝑡𝑡

0

𝜕𝜕
𝜕𝜕𝑥𝑥

� 𝜕𝜕𝜃𝜃𝑑𝑑𝑦𝑦 =

𝛿𝛿𝑡𝑡

0

− 𝛼𝛼 �
𝜕𝜕𝜃𝜃
𝜕𝜕𝑦𝑦
�
𝑦𝑦=0

=
𝑞𝑞𝑝𝑝
𝜌𝜌𝑐𝑐

 (12) 

By substituting the polynomial form of 𝜃𝜃 from equation (11) into the first term of equation 

(12), it can be shown that 
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𝜕𝜕
𝜕𝜕𝑡𝑡
� 𝜃𝜃𝑑𝑑𝑦𝑦 =

6
5
𝑘𝑘𝜃𝜃𝑝𝑝
𝑞𝑞𝑝𝑝

𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑡𝑡

𝛿𝛿𝑡𝑡

0

−
3
5
𝑘𝑘𝜃𝜃𝑝𝑝2

𝑞𝑞𝑝𝑝2
𝜕𝜕𝑞𝑞𝑝𝑝
𝜕𝜕𝑡𝑡

 (13) 

Also, substituting equations (10) and (11) into the second term in equation (12) results in 

 
𝜕𝜕
𝜕𝜕𝑥𝑥

� 𝜕𝜕𝜃𝜃𝑑𝑑𝑦𝑦 = 𝜕𝜕∞
𝜕𝜕
𝜕𝜕𝑥𝑥

�
8

15
𝑘𝑘2𝜃𝜃𝑝𝑝3

𝑞𝑞𝑝𝑝2𝐶𝐶√𝑥𝑥
−

12
35

𝑘𝑘4𝜃𝜃𝑝𝑝5

𝑞𝑞𝑝𝑝4𝐶𝐶3𝑥𝑥√𝑥𝑥
+

8
45

𝑘𝑘5𝜃𝜃𝑝𝑝6

𝑞𝑞𝑝𝑝5𝐶𝐶4𝑥𝑥2
�

𝛿𝛿𝑇𝑇

0

 (14) 

Where  𝐶𝐶 = 5.83�
𝜈𝜈
𝑈𝑈∞

. 

Recognizing that 𝜃𝜃𝑝𝑝 and 𝑞𝑞𝑝𝑝 are both functions of x and t, equation (14) can be differentiated 

by parts to result in 

 
𝜕𝜕
𝜕𝜕𝑥𝑥

� 𝜕𝜕𝜃𝜃𝑑𝑑𝑦𝑦 = 𝜕𝜕∞ �
8

15
𝑘𝑘2

𝐶𝐶
�−

2
𝑞𝑞𝑝𝑝3
𝜕𝜕𝑞𝑞𝑝𝑝
𝜕𝜕𝑥𝑥

𝜃𝜃𝑝𝑝3

√𝑥𝑥
+

1
𝑞𝑞𝑝𝑝2
�

3𝜃𝜃𝑝𝑝2

√𝑥𝑥
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

−
𝜃𝜃𝑝𝑝3

2𝑥𝑥√𝑥𝑥
��

𝛿𝛿𝑇𝑇

0

−
12
35

𝑘𝑘4

𝐶𝐶3
�−

4
𝑞𝑞𝑝𝑝5
𝜕𝜕𝑞𝑞𝑝𝑝
𝜕𝜕𝑥𝑥

𝜃𝜃𝑝𝑝5

𝑥𝑥√𝑥𝑥
+

1
𝑞𝑞𝑝𝑝4
�

5𝜃𝜃𝑝𝑝4

𝑥𝑥√𝑥𝑥
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

−
3𝜃𝜃𝑝𝑝5

2𝑥𝑥2√𝑥𝑥
��

+
8

45
𝑘𝑘5

𝐶𝐶4
�−

5
𝑞𝑞𝑝𝑝6
𝜕𝜕𝑞𝑞𝑝𝑝
𝜕𝜕𝑥𝑥

𝜃𝜃𝑝𝑝6

𝑥𝑥2
+

1
𝑞𝑞𝑝𝑝5
�

6𝜃𝜃𝑝𝑝5

𝑥𝑥2
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

−
2𝜃𝜃𝑝𝑝6

𝑥𝑥3
��� 

(15) 

Substituting equations (13) and (15) in the integral energy equation given in equation (12), 

followed by mathematical simplification results in a partial differential equation of the form 

 
𝐴𝐴(𝜃𝜃𝑝𝑝, 𝑥𝑥, 𝑡𝑡)

𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑡𝑡

+ 𝐵𝐵(𝜃𝜃𝑝𝑝,𝑥𝑥, 𝑡𝑡)
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

= 𝐹𝐹(𝜃𝜃𝑝𝑝, 𝑥𝑥, 𝑡𝑡) 
(16) 

Where 
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𝐴𝐴(𝜃𝜃𝑝𝑝, 𝑥𝑥, 𝑡𝑡) =

6
5
𝜃𝜃𝑝𝑝𝑞𝑞𝑝𝑝4𝐶𝐶
𝑘𝑘3

 (17) 

 
𝐵𝐵(𝜃𝜃𝑝𝑝, 𝑥𝑥, 𝑡𝑡) = 𝜕𝜕∞ �

8
5
𝜃𝜃𝑝𝑝2𝑞𝑞𝑝𝑝3

𝑘𝑘2√𝑥𝑥
−

12
7

𝜃𝜃𝑝𝑝4𝑞𝑞𝑝𝑝
𝐶𝐶2𝑥𝑥√𝑥𝑥

+
16
15

𝜃𝜃𝑝𝑝5

𝐶𝐶3𝑥𝑥2
𝑘𝑘� (18) 

 
𝐹𝐹�𝜃𝜃𝑝𝑝, 𝑥𝑥, 𝑡𝑡� =

𝛼𝛼𝑞𝑞𝑝𝑝6𝐶𝐶
𝑘𝑘5

+
3𝐶𝐶𝜃𝜃𝑝𝑝2𝑞𝑞𝑝𝑝3

5𝑘𝑘3
𝜕𝜕𝑞𝑞𝑝𝑝
𝜕𝜕𝑡𝑡

+ �
4𝜃𝜃𝑝𝑝3𝑞𝑞𝑝𝑝3

15𝑘𝑘2𝑥𝑥√𝑥𝑥
−

18𝑞𝑞𝑝𝑝𝜃𝜃𝑝𝑝5

35𝐶𝐶2𝑥𝑥2√𝑥𝑥
+

16𝑘𝑘𝜃𝜃𝑝𝑝6

45𝐶𝐶3𝑥𝑥3
� 𝜕𝜕∞

−
𝜕𝜕𝑞𝑞𝑝𝑝
𝜕𝜕𝑥𝑥

�−
16𝑞𝑞𝑝𝑝2𝜃𝜃𝑝𝑝3

15𝑘𝑘2√𝑥𝑥
+

48𝜃𝜃𝑝𝑝5

35𝐶𝐶2𝑥𝑥√𝑥𝑥
−

8𝑘𝑘𝜃𝜃𝑝𝑝6

9𝐶𝐶3𝑥𝑥2𝑞𝑞𝑝𝑝
�𝜕𝜕∞ 

(19) 

Equation (16) along with coefficients defined in equations (17)-(19) represents the governing 

equation for the plate temperature for the general case considered here, where the imposed plate 

flux varies with both x and t. Note that the heat flux function 𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡) and its derivatives appearing 

in the coefficients of equation (16) are known in advance, and therefore, equation (16) is a non-

linear, first-order hyperbolic partial differential equation in 𝜃𝜃𝑝𝑝(𝑥𝑥, 𝑡𝑡). While it is unlikely that 

equation (16) has a general closed-form solution, hyperbolic differential equations such as 

equation (16) can be solved numerically. 

4-2-2. Numerical integration 

In order to numerically compute the solution of equations (16)-(19), discretization in x 

direction is carried out to convert the partial differential equation into a coupled system of ordinary 

differential equations in 𝜃𝜃𝑝𝑝,𝑚𝑚(𝑡𝑡) where the subscript i refers to the discretized spatial location. The 

coupled system of ordinary differential equations is then solved by numerical integration over time 
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with a three-stage, third-order, Runge-Kutta solver using adaptive time-stepping [24]. The initial 

condition provides the initial state needed for starting the integration process. 

4-3. Results and discussion 

4-3-1. Special cases 

It is instructive to compare special cases of the general results derived in Section 2 with past 

work that investigated specific special cases of this problem.  

In case the plate flux is a function of time alone, i.e. qp=qp(t), then the last set of terms in 

equation (19) that appear with 𝝏𝝏𝒒𝒒𝒑𝒑
𝝏𝝏𝝏𝝏

 can be set to zero. Even if the plate flux may not be spatially 

dependent, the plate temperature will still be a function of both x and t due to boundary layer 

development. For this case, the general governing equation can be simplified to 

6
5
𝜃𝜃𝑝𝑝𝑞𝑞𝑝𝑝4𝐶𝐶
𝑘𝑘3

𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑡𝑡

+ �
8
5
𝜃𝜃𝑝𝑝2𝑞𝑞𝑝𝑝3

𝑘𝑘2√𝑥𝑥
−

12
7

𝜃𝜃𝑝𝑝4𝑞𝑞𝑝𝑝
𝐶𝐶2𝑥𝑥√𝑥𝑥

+
16
15

𝜃𝜃𝑝𝑝5

𝐶𝐶3𝑥𝑥2
𝑘𝑘�𝜕𝜕∞

𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

−
3𝐶𝐶𝜃𝜃𝑝𝑝2𝑞𝑞𝑝𝑝3

5𝑘𝑘3
𝜕𝜕𝑞𝑞𝑝𝑝
𝜕𝜕𝑡𝑡

− �
4𝜃𝜃𝑝𝑝3𝑞𝑞𝑝𝑝3

15𝑘𝑘2𝑥𝑥√𝑥𝑥
−

18𝑞𝑞𝑝𝑝𝜃𝜃𝑝𝑝5

35𝐶𝐶2𝑥𝑥2√𝑥𝑥
+

16𝑘𝑘𝜃𝜃𝑝𝑝6

45𝐶𝐶3𝑥𝑥3
�𝜕𝜕∞ =

𝛼𝛼𝑞𝑞𝑝𝑝6𝐶𝐶
𝑘𝑘5

 

(20) 

Equation (20) matches exactly with the result from Lachi, et al. [7] that considered the specific 

case of time-varying heat flux on the flat plate.  

Further, the case of only spatially-varying plate flux, i.e. 𝑞𝑞𝑝𝑝 = 𝑞𝑞𝑝𝑝(𝑥𝑥) is of interest. In such a 

case, the 3𝐶𝐶𝜃𝜃𝑝𝑝
2𝑞𝑞𝑝𝑝3

5𝑘𝑘3
𝜕𝜕𝑞𝑞𝑝𝑝
𝜕𝜕𝑡𝑡

 term appearing in equation (19) can be eliminated. Therefore, the governing 

equation for this case is  
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6
5
𝜃𝜃𝑝𝑝𝑞𝑞𝑝𝑝4𝐶𝐶
𝑘𝑘3

𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑡𝑡

+ �
8
5
𝜃𝜃𝑝𝑝2𝑞𝑞𝑝𝑝3

𝑘𝑘2√𝑥𝑥
−

12
7

𝜃𝜃𝑝𝑝4𝑞𝑞𝑝𝑝
𝐶𝐶2𝑥𝑥√𝑥𝑥

+
16
15

𝜃𝜃𝑝𝑝5

𝐶𝐶3𝑥𝑥2
𝑘𝑘�𝜕𝜕∞

𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

+
𝜕𝜕𝑞𝑞𝑝𝑝
𝜕𝜕𝑥𝑥

�−
16𝑞𝑞𝑝𝑝2𝜃𝜃𝑝𝑝3

15𝑘𝑘2√𝑥𝑥
+

48𝜃𝜃𝑝𝑝5

35𝐶𝐶2𝑥𝑥√𝑥𝑥
−

8𝑘𝑘𝜃𝜃𝑝𝑝6

9𝐶𝐶3𝑥𝑥2𝑞𝑞𝑝𝑝
�𝜕𝜕∞

+ �−
4𝜃𝜃𝑝𝑝3𝑞𝑞𝑝𝑝3

15𝑘𝑘2𝑥𝑥√𝑥𝑥
+

18𝑞𝑞𝑝𝑝𝜃𝜃𝑝𝑝5

35𝐶𝐶2𝑥𝑥2√𝑥𝑥
−

16𝑘𝑘𝜃𝜃𝑝𝑝6

45𝐶𝐶3𝑥𝑥3
�𝜕𝜕∞ =

𝛼𝛼𝑞𝑞𝑝𝑝6𝐶𝐶
𝑘𝑘5

 

(21) 

The transient problem of spatially-varying plate flux was presented by Polidori & Padet [6]. 

Appendix A shows that the governing equation obtained above by simplifying the equation for the 

general qp(x,t) case agrees exactly with results from Polidori & Padet [6]. 

Further, the steady state component of the spatially-varying heat flux problem is a standard 

problem, for which, the solution is available [1] as follows: 

𝜃𝜃𝑝𝑝(𝑥𝑥) =
0.623
𝑘𝑘

𝑃𝑃𝑟𝑟−1/3𝑅𝑅𝑒𝑒𝑥𝑥
−1/2 � 𝑞𝑞𝑝𝑝(𝜉𝜉) �1 − �

𝜉𝜉
𝑥𝑥
�
3/4

�
−2/3

𝑑𝑑𝜉𝜉
𝑥𝑥

0

 (22) 

In comparison, in the present work, for steady state conditions with qp=qp(x), equation (21) 

can be further simplified to 

�
8
5
𝜃𝜃𝑝𝑝2𝑞𝑞𝑝𝑝3

𝑘𝑘2√𝑥𝑥
−

12
7

𝜃𝜃𝑝𝑝4𝑞𝑞𝑝𝑝
𝐶𝐶2𝑥𝑥√𝑥𝑥

+
16
15

𝜃𝜃𝑝𝑝5

𝐶𝐶3𝑥𝑥2
𝑘𝑘�𝜕𝜕∞

𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

+
𝜕𝜕𝑞𝑞𝑝𝑝
𝜕𝜕𝑥𝑥

�−
16𝑞𝑞𝑝𝑝2𝜃𝜃𝑝𝑝3

15𝑘𝑘2√𝑥𝑥
+

48𝜃𝜃𝑝𝑝5

35𝐶𝐶2𝑥𝑥√𝑥𝑥
−

8𝑘𝑘𝜃𝜃𝑝𝑝6

9𝐶𝐶3𝑥𝑥2𝑞𝑞𝑝𝑝
�𝜕𝜕∞

+ �−
4𝜃𝜃𝑝𝑝3𝑞𝑞𝑝𝑝3

15𝑘𝑘2𝑥𝑥√𝑥𝑥
+

18𝑞𝑞𝑝𝑝𝜃𝜃𝑝𝑝5

35𝐶𝐶2𝑥𝑥2√𝑥𝑥
−

16𝑘𝑘𝜃𝜃𝑝𝑝6

45𝐶𝐶3𝑥𝑥3
�𝜕𝜕∞ =

𝛼𝛼𝑞𝑞𝑝𝑝6𝐶𝐶
𝑘𝑘5

 

(23) 



85 
 

Equation (23) is an ordinary differential equation in θp(x), which is difficult to solve 

analytically due to its non-linear nature. However, a numerical computation of equation (23) can 

be compared against equation (22).  

Finally, note that the solution for a flat plate with constant heat flux is [1] 

𝜃𝜃𝑝𝑝(𝑥𝑥) =
𝑞𝑞𝑝𝑝

0.453𝑘𝑘
𝑃𝑃𝑟𝑟−1/3𝑅𝑅𝑒𝑒𝑥𝑥

−1/2𝑥𝑥 (24) 

whereas, the present work, through elimination of terms appearing with 𝝏𝝏𝒒𝒒𝒑𝒑
𝝏𝝏𝝏𝝏

 in equation (23) 

results in   

�
8
5
𝜃𝜃𝑝𝑝2𝑞𝑞𝑝𝑝3

𝑘𝑘2√𝑥𝑥
−

12
7

𝜃𝜃𝑝𝑝4𝑞𝑞𝑝𝑝
𝐶𝐶2𝑥𝑥√𝑥𝑥

+
16
15

𝜃𝜃𝑝𝑝5

𝐶𝐶3𝑥𝑥2
𝑘𝑘�𝜕𝜕∞

𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

+ �−
4𝜃𝜃𝑝𝑝3𝑞𝑞𝑝𝑝3

15𝑘𝑘2𝑥𝑥√𝑥𝑥
+

18𝑞𝑞𝑝𝑝𝜃𝜃𝑝𝑝5

35𝐶𝐶2𝑥𝑥2√𝑥𝑥
−

16𝑘𝑘𝜃𝜃𝑝𝑝6

45𝐶𝐶3𝑥𝑥3
�𝜕𝜕∞ =

𝛼𝛼𝑞𝑞𝑝𝑝6𝐶𝐶
𝑘𝑘5

 

(25) 

The equations for special cases resulting from the present work are plotted along with past 

results in the next section. 

4-3-2. Model validation 

The analytical model derived in this work is compared against results from past papers that 

have presented theoretical analysis of similar problems. Firstly, results are compared with Lachi, 

et al. [7], who presented the analysis of unsteady convective heat transfer with a time-dependent 

flat plate heat flux, qp(t). For this comparison, a specific case of step change heat flux considered 

by Lachi, et al. was also implemented in the present analytical model. This step change involves a 

change of heat flux from φ1 to φ2 (φ2> φ1) at a time t0. Equation (20) is solved for this specific heat 

flux profile in order to compute the plate temperature as a function of x and t. Under the same 

freestream conditions and fluid properties, a comparison with Lachi, et al. [7] is presented in Figure 

2, where plate temperature and Nusselt number at multiple locations are plotted as functions of 
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time in Figures 2(a) and 2(b), respectively. In general, there is very good agreement between the 

present work and Lachi, et al. for the special case of time-dependent plate heat flux. The plate 

temperature rises with time, including a sharp rise beyond t=t0 when the heat flux undergoes a step 

change. Further, the greater the value of x, the higher is the temperature, which is due to boundary 

layer growth and diminished heat transfer from the plate at large x. Similarly, Nu reduces with 

time and then undergoes a large increase at t=t0 due to the increased heat flux, as expected, and 

then finally reduces with increasing time. The larger the value of x, the higher is the value of Nu, 

which is also expected. 

 

Figure 2. Comparison of present work with Lachi, et al. [7] for the special case of time-dependent heat 

flux, 𝑞𝑞𝑝𝑝(𝑡𝑡) = �10 𝑊𝑊/𝑚𝑚2,   0 < 𝑡𝑡 ≤ 0.3 𝑠𝑠
100,  𝑊𝑊/𝑚𝑚2  𝑡𝑡 > 0.3 𝑠𝑠     

 : (a) Plate temperature, θp vs t at multiple x, and (b) Nu vs t at 

the plate at multiple x. 

 

Further, the present work is compared with Polidori & Padet [6] for the special case of 

spatially-varying heat flux, qp(x). A specific form of 𝑞𝑞𝑝𝑝(𝑥𝑥) = 150 ∙ exp(−10𝑥𝑥)𝑊𝑊/𝑚𝑚2 used in 

their work is also implemented in the present model, equation (21), which pertains to the special 

case of spatially-varying heat flux, qp(x). Comparison of the present work with Polidori & Padet 

is presented in Figure 3, which plots the spatial distribution in the plate temperature at multiple 
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times prior to steady state. At each time, the plate temperature increases with x, and then decreases 

after reaching a maxima. This is because the plate flux reduces exponentially as x increases. At 

each time, there is good agreement between the past work and the present model. Please note that 

the approach for numerical solution of the derived equations are different between Polidori & 

Padet and the present work. Polidori & Padet adopted an explicit finite-difference scheme [6], 

whereas in the present work, the partial differential equation is discretized in space, and the 

resulting system of ordinary differential equations are solved numerically using a three-stage, 

third-order, Runge-Kutta method. This difference between the two approaches may explain the 

small discrepancy between the two sets of curves in Figure 3. 

 

Figure 3. Comparison of present work with Polidori & Padet [6] for the special case of spatially-varying 
heat flux: Plate temperature, θp as a function of x at multiple different times for 𝑞𝑞𝑝𝑝(𝑥𝑥) =

150𝑒𝑒−10𝑥𝑥 𝑊𝑊/𝑚𝑚2. Note that x is in m. 

 

The problem of spatially-varying plate temperature has also been solved in steady state using 

superposition methods [1]. In short, the solution for a problem with constant plate temperature has 

been derived and then superimposed based on linearity of the problem to determine the solution 

for the spatially-varying plate temperature problem. A comparison of the present work with these 
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results is presented in Figures 4(a) and 4(b) for two specific qp(x) profiles – linear and one in which 

qp(x) reduces proportional to √𝝏𝝏. In both cases, there is good agreement between the two. Note 

that this good agreement is particularly encouraging because the approach in the superposition-

based method is distinctly different from the approach in the present work. 

 

Figure 4. Comparison of present work with Kays & Crawford [1] for the special case of steady state 
spatially-dependent heat flux: (a) Plate temperature in the form of Nusselt number, Nu, as a function of x 
for (a) linear 𝑞𝑞𝑝𝑝(𝑥𝑥) = −500𝑥𝑥 + 125 𝑊𝑊/𝑚𝑚2, (b) non-linear 𝑞𝑞𝑝𝑝(𝑥𝑥) = −250√𝑥𝑥 + 125 𝑊𝑊/𝑚𝑚2. Note that x 

is in m. 

 

Finally, comparison with past work is carried out for the simplest case of a constant heat flux 

plate. A solution for this case has been presented in Kays & Crawford [1], and is reproduced as 

equation (24) in the present work. Figure 5 presents the variation in Nu as a function of x for a 

constant heat flux plate, based on the present model as well as past results. The two are in excellent 

agreement with each other. 
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Figure 5. Comparison of present work with Kays & Crawford [1] for the special case of steady state 
constant heat flux (a) Nu as a function of x. 

 

The good agreement between the present work and various past results for special cases of 

qp(t), qp(x) and constant qp provides confidence in the present approach. 

4-3-3. Plate temperature for specific qp(x,t) functions  

The plate temperature distribution is determined for several representative plate flux profiles 

in order to further demonstrate the capability of the present analytical model.  

In order to analyze a scenario where the plate flux changes with both time and space, a plate 

flux profile given by 𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡) = 𝐴𝐴 + 𝐵𝐵𝑥𝑥 + 𝐶𝐶𝑡𝑡  is considered, where 𝐴𝐴 = 200 𝑊𝑊/𝑚𝑚2, 𝐵𝐵 =

−400 �𝑊𝑊
𝑚𝑚2� /𝑚𝑚 and 𝐶𝐶 = −50 �𝑊𝑊

𝑚𝑚2� /𝑠𝑠. The freestream velocity is assumed to be 1 m/s. Room 

temperature properties of air are used. The resulting plate temperature distribution determined by 

solving equation (16) is plotted in Figure 6. Plate temperature as a function of x at three different 

times is plotted in Figure 6(a), while plate temperature as a function of time at four different 

locations is plotted in Figure 6(b). Figure 6(a) shows, as expected, that the plate temperature 

increases with x at any given time. A saturation effect at large values of x is also seen, as expected, 
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due to the saturation in boundary layer growth. The plate temperature decreases with time due to 

the decreasing nature of qp with time. Figure 6(b) shows that the plate temperature at any specific 

location increases sharply first, reaches a peak and then slowly decreases. The initial rise in 

temperature is due to heating up of the plate, which is followed by a cool down because the plate 

flux reduces with time according to the assumed form of the plate flux distribution, while the plate 

continues to be convectively cooled by the flow. Figure 6(b) shows that the larger the value of x, 

the larger is the temperature rise, which is expected due to the increasing boundary layer thickness 

and therefore, diminishing convective cooling as x increases. 

 

Figure 6. Plate temperature, θp as a function of (a) x at multiple times, and (b) time at multiple x for a 
general heat flux distribution given by 𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡) = [200 − 400𝑥𝑥 − 50𝑡𝑡] 𝑊𝑊/𝑚𝑚2. 

. 

Figure 7 presents results for a similar heat flux distribution, given by 𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡) = 𝐴𝐴 + 𝐵𝐵√𝑥𝑥 +

𝐶𝐶√𝑡𝑡, with 𝐴𝐴 = 500 𝑊𝑊/𝑚𝑚2, 𝐵𝐵 = −400 �𝑊𝑊
𝑚𝑚2� /√𝑚𝑚 and 𝐶𝐶 = −50 �𝑊𝑊

𝑚𝑚2� /√𝑠𝑠. Here, the dependence 

of plate flux of x and t is weaker than the previous case. Other problem parameters such as 

freestream velocity as the same as the previous Figure. Figures 7(a) and 7(b) plot the variation in 

plate temperature as a function of x and time, respectively. Similar to Figure 6(a), the plate 

temperature distribution in Figure 7(a) shows increasing temperature with x at any time, which is 
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consistent with reduced convective cooling at large x. Compared to Figure 6(a), the three curves 

in Figure 7(a) at three different times are much closer to each other, which is likely due to the 

slower rate of reduction in the plate heat flux with time compared to Figure 6. Note that the 

assumed plate flux for results shown in Figure 7 decays as √𝑥𝑥 and √𝑡𝑡, compared to the linear decay 

for Figure 6. Similar to Figure 6(b), there is initial rise in plate temperature at any given location, 

as shown in Figure 7(b). This is followed by a reduction in temperature, but at a much slower rate 

than in the previous case. This is also likely due to the weaker decay in the plate flux compared to 

the previous case. 

 

Figure 7. Plate temperature, θp as a function of (a) x at multiple times, and (b) time at multiple x for a 
general heat flux distribution given by 𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡) = �500 − 400√𝑥𝑥 − 50√𝑡𝑡� 𝑊𝑊/𝑚𝑚2. 

 

Finally, a step function change in the plate flux is also considered, wherein the plate flux is 

given by 𝑞𝑞𝑝𝑝 = 𝐴𝐴 + 𝐵𝐵1√𝑥𝑥 for 0<t<0.3 s, and 𝑞𝑞𝑝𝑝 = 𝐴𝐴 + 𝐵𝐵2√𝑥𝑥 afterwards. The numerical values of 

these parameters are 𝐴𝐴 = 500 𝑊𝑊
𝑚𝑚2, 𝐵𝐵1 = −400 �𝑊𝑊

𝑚𝑚2� /√𝑚𝑚 and 𝐵𝐵2 = −1000 �𝑊𝑊
𝑚𝑚2� /√𝑚𝑚. This 

constitutes a sharp drop in the plate flux after t=0.3 s. The resulting plate temperature distribution 

is plotted in Figure 8. Spatial distribution in the plate temperature at three different times is plotted 

in Figure 8(a), while plate temperature as a function of time at three different locations is plotted 



92 
 

in Figure 8(b). As expected, the plate temperature at any given location increases first with time 

up to t=0.3 s, with the temperature being greater at large values of x. This is followed by a gradual 

reduction due to the step change in the flux distribution. Eventually, the plate temperature at each 

location reaches a steady state. Temperature at steady state increases with increasing value of x, 

which is due to reduced convective cooling at large x. The plate temperature distribution at three 

different times, shown in Figure 8(a) indicates that the plate temperature rises with x and eventually 

plateaus out. Similar to Figure 8(b), this occurs due to the reduced convective cooling at large x, 

combined with the gradual reduction in the plate flux with x, based on the assumed flux 

distribution.  

Figures 6-8 demonstrate the capability of the theoretical model derived in this work to account 

for a given plate heat flux as a function of both space and time in order to predict the resulting 

temperature distribution. If experimental data on the plate heat flux are available, it may also be 

inserted into equations (16)-(19) to predict the temperature distribution. In such a case, the 

derivatives 𝜕𝜕𝑞𝑞𝑝𝑝
𝜕𝜕𝑡𝑡

 and 𝜕𝜕𝑞𝑞𝑝𝑝
𝜕𝜕𝑥𝑥

 appearing in equation (17) may need to be evaluated numerically. 

 

Figure 8. Plate temperature, θp as a function of (a) x at multiple times, and (b) time at multiple x for a 
general heat flux distribution given by 𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡) = �500 − 400√𝑥𝑥� 𝑊𝑊/𝑚𝑚2 for 𝑡𝑡 < 0.3𝑠𝑠 and 𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡) =

�500− 1000√𝑥𝑥� 𝑊𝑊/𝑚𝑚2 afterwards. 
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4-4. Conclusions 

Understanding the nature of temperature distribution on a flat plate due to convective cooling 

in response to a plate heat flux that varies in both space and time is important for design and 

optimization of several practical engineering systems such as latent heat energy storage systems 

and thermal management of Li-ion batteries. In the past, such problems have been solved when 

the plate flux is a function of only time or only x. The present work generalizes this by considering 

the plate heat flux to be a function of both space and time. The generalized solution derived in this 

work is based on the integral approach and uses fourth-order Karman-Pohlhausen polynomials, 

which have been shown to offer reasonable accuracy. Results are shown to agree well with past 

work for specific cases of the general problem discussed in this work. 

The present work does not account for second-order effects such as thermal resistance and 

capacitance of the flat plate, which may require solving a conjugate heat transfer problem, for 

which, the present results may be helpful. Also, turbulent effects, which may be important in 

specific applications are not accounted for in the present work. 

The present work improves our fundamental understanding of external convective heat 

transfer. The results derived here may contribute towards design and optimization of practical 

engineering systems. 

4-5. Nomenclature 

c specific heat capacity, Jkg-1K-1 

C coefficient, 𝐶𝐶 = 5.83�
𝜈𝜈
𝑈𝑈∞

, m0.5 

k thermal conductivity, Wm-1K-1 
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Pr Prandtl number 

q heat flux, Wm-2 

Re Reynolds number 

t time, s 

T temperature, K 

U,V Velocities in x and y directions respectively, ms-1 

x,y spatial coordinate, m 

θ relative temperature, K 

α thermal diffusivity, m2s-1 

𝜈𝜈 kinematic viscosity, m2s-1 

ρ mass density kgm-3 

δ boundary layer thickness, m 

 

Subscripts 

p plate 

t thermal 

∞ freestream 
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Appendix A: Proof that results from present work agree with Polidori & Padet 

[6] for special case of qp(x) 

The general equation derived in the present for the plate temperature due to a time- and 

spatially-varying heat flux qp(x,t) (equation (16)) reduces to a simpler form, equation (21), for the 

special case of a heat flux that varies only in x, i.e., qp(x). This specific problem has been discussed 

in the past by Polidori & Padet [6]. In order to establish that equation (21) matches with the results 

in Polidori & Padet [6], one may begin with equation (4) of their paper. This equation, with variable 

names changed to match the present work is 

https://www.mathworks.com/help/matlab/ref/ode23.html
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Introducing 𝛿𝛿(𝑥𝑥) = 𝐶𝐶√𝑥𝑥 for the momentum boundary layer thickness and 𝛿𝛿𝑡𝑡 = 2𝑘𝑘𝜃𝜃𝑝𝑝
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Since 𝜃𝜃𝑝𝑝and 𝑞𝑞𝑝𝑝 are both functions of x, the second term in equation (A.2) is differentiated by 

parts. In addition, the entire equation is multiplied by 𝐶𝐶𝑞𝑞𝑝𝑝
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(A.3) 

Equation (A.3) is identical to the result from the present work for the special case of qp(x), 

given by equation (21). Therefore, the generalized result derived in the present work reduces to 

the one presented by Polidori & Padet [6] for the special case of a plate heat flux that varies only 

with x. 
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5-1. Introduction 

Convective heat transfer due to external flow past a solid surface such as a flat plate is a 

commonly occurring and heavily researched problem in heat transfer [1,2]. Despite the long 

history of research on such problems [3], this continues to be an area of active interest [2, 4]. A 

few representative applications include heat exchangers, turbine blade cooling, energy storage and 

propulsion. While practical problems may present several complexities such as compressible flow, 

surface curvature, temperature-dependent properties and turbulence, engineering approximations 

are commonly made to simplify analysis of the problem.  

Broadly, there are two standard sets of problems in external convective heat transfer involving 

a flat plate. In the first set, the flat plate temperature, Tp is given and the interest is to determine 

the plate heat flux, qp. The second set is the opposite problem – given the plate heat flux, the goal 

is to determine the plate temperature. In the simplest problems, the given plate temperature or heat 

flux is steady and uniform [1], whereas spatial and temporal dependence of the imposed boundary 

condition has also been accounted for in advanced problems [5-8]. For example, the steady state 

problem with spatially varying plate temperature or heat flux has been solved by superimposition 

of the solution of a fundamental problem of a plate with an unheated length [1, 9]. The Discrete 

Green’s Function (DGF) technique has also been used for solving such problems [4]. A summary 

of steady state solutions for both temperature and heat flux boundary conditions is available [3, 

10]. Unsteady problems with time-varying plate temperature have also been solved. Such problems 

often occur when the flat plate is suddenly heated up [5, 6], or when the temperature at the surface 

of a thick plate varies in time due to internal heat generation. The resulting rate of heat transfer to 

the fluid flow as a function of time is of interest. The simplest problem of step change in plate 

temperature at t=0 has been solved using Laplace transforms for large times [5, 6] and direct 
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solution of the differential energy conservation equation for small times [5]. This solution has also 

been used to construct the solution for an arbitrary variation in plate temperature with time [5]. 

Problems with time-dependent [7] and spatially-varying [8] heat flux boundary conditions have 

also been solved using the Karman-Pohlhausen integral technique [1]. More recently, this 

technique was used to solve a general problem in which the plate heat flux is a function of both 

space and time [11]. In addition to the analytical work summarized above, a vast amount of 

literature also exists [12] on the use of numerical methods to solve problems with additional 

complications such as temperature-dependent properties [13], conjugate heat transfer due to 

thermal resistance and capacitance offered by the flat plate [14, 15], etc.  

Two common analytical approaches are available for solving convective heat transfer 

problems. In some cases, the use of self-similar velocity and temperature profiles is found to result 

in simplification of the problem and derivation of ordinary differential equations that can solved 

to determine the flow and temperature fields. A well-known example is that of a constant 

temperature flat plate, in which case, the Blasius solution for the flow field [16] can be used to 

derive a similar solution for the temperature distribution, and thus, the plate heat flux [1]. Despite 

the mathematical elegance and exactness of the solution, this technique is limited only to the 

simplest problems where a self-similar solution may be expected to exist. Another approach is 

based on the Karman-Pohlhausen method, in which, polynomial forms of the velocity and 

temperature fields that satisfy the required boundary conditions are assumed. These assumed forms 

are then used to satisfy the integral form of the conservation equation. The Karman-Pohlhausen 

approach is based on the premise that the specific form of the velocity and temperature profiles in 

the boundary layers is not as critical as the requirements to satisfy the boundary conditions. 

Karman-Pohlhausen polynomials of second, third and fourth degrees have been used [1, 2, 8] and 



101 
 

shown to result in reasonable accuracy. In addition to the two approaches discussed above, Green’s 

functions [4] and Laplace transforms [5, 6] have also been used to solve steady-state and transient 

problems, respectively. 

While problems with boundary conditions that vary in space alone or time alone have been 

addressed in the past, there is, in general, a lack of literature on problems where the plate 

temperature changes with both space and time. The analysis of such a problem may benefit several 

engineering applications. For example, temperature at the interface between a bed of Phase Change 

Material (PCM) and fluid flow in a latent heat energy storage system [17] is likely to change in 

both space and time. The interface temperature is likely to change in space due to heat transfer 

to/from the fluid which is greatest at the leading edge and trails off afterwards. Further, the 

interface temperature changes in time because as the phase change front propagates into the PCM 

over time, there will be reduced heat transfer to/from the fluid flow due to the additional thermal 

resistance of the newly formed phase. Other applications where the plate surface temperature may 

be a function of both space and time include thermal management of Li-ion cells undergoing 

variable-rate discharge [18], startup problems related to heat exchangers [19], etc. While recent 

work has analyzed the problem with given time- and space-dependent plate heat flux, qp(x,t) [11], 

it is of interest to solve the problem with given time- and space-dependent plate temperature, 

Tp(x,t), since temperature is often more easily measured than heat flux. Such an analysis may help 

design and optimize several engineering systems such as those listed above. 

 This paper presents a solution for convective heat transfer due to laminar, incompressible 

flow over a flat plate with a given plate temperature that varies in both space and time, Tp(x,t). The 

transient energy conservation equation in a fluid flow is integrated across the thermal boundary 

layer, and third-order Karman-Pohlhausen polynomial expressions for fluid temperature and 
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velocity fields are used. This is shown to result in a general, first-order hyperbolic partial 

differential equation for the thermal boundary layer thickness, that can be solved to determine the 

plate heat flux as a function of space and time. The equation derived is a generalization of past 

results for special cases such as time-varying, spatially-varying or constant plate temperature. 

Results discussed here may benefit the analysis and optimization of several engineering 

applications where transient convective heat transfer between a flat plate and fluid flow is 

important.  

5-2. Mathematical modeling 

5-2-1. Problem statement 

Consider incompressible laminar fluid flow past a semi-infinite flat plate as shown in Figure 

1. The plate is thin, so that its thermal resistance and capacitance can be neglected. The freestream 

velocity and temperature of the flow, U∞ and T∞ are assumed to be constant. The plate temperature 

is known to be Tp(x,t) and the interest is in determining the heat flux φp(x,t) to/from the plate at any 

location and at any time. All properties are assumed to be uniform and constant. Under these 

assumptions, the governing continuity, momentum and energy conservation equations are 

 𝜕𝜕𝑢𝑢𝑥𝑥
𝜕𝜕𝑥𝑥

+
𝜕𝜕𝑢𝑢𝑦𝑦
𝜕𝜕𝑦𝑦

= 0 (1) 

 
𝑢𝑢𝑥𝑥
𝜕𝜕𝑢𝑢𝑥𝑥
𝜕𝜕𝑥𝑥

+ 𝑢𝑢𝑦𝑦
𝜕𝜕𝑢𝑢𝑥𝑥
𝜕𝜕𝑦𝑦

= 𝜈𝜈
𝜕𝜕2𝑢𝑢𝑥𝑥
𝜕𝜕𝑦𝑦2

 (2) 

 
𝛼𝛼
𝜕𝜕2𝜃𝜃
𝜕𝜕𝑦𝑦2

=
𝜕𝜕𝜃𝜃
𝜕𝜕𝑡𝑡

+ 𝑢𝑢𝑥𝑥
𝜕𝜕𝜃𝜃
𝜕𝜕𝑥𝑥

+ 𝑢𝑢𝑦𝑦
𝜕𝜕𝜃𝜃
𝜕𝜕𝑦𝑦

 (3) 

Where 𝜃𝜃 = 𝑇𝑇 − 𝑇𝑇∞. 

The boundary and initial conditions are  
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 𝑢𝑢𝑥𝑥 = 𝜕𝜕∞,θ = 0 𝑎𝑎𝑡𝑡 𝑥𝑥 = 0 (4) 

 𝑢𝑢𝑥𝑥 = 𝑢𝑢𝑦𝑦 = 0 𝑎𝑎𝑡𝑡 𝑦𝑦 = 0 (5) 

 𝑢𝑢𝑥𝑥 = 𝜕𝜕∞ 𝑎𝑎𝑡𝑡 𝑦𝑦 = 𝛿𝛿 (6) 

 θ = 0 𝑎𝑎𝑡𝑡 𝑦𝑦 = ∆ (7) 

 θ = θ𝑝𝑝(𝑥𝑥, 𝑡𝑡) 𝑎𝑎𝑡𝑡 𝑦𝑦 = 0 (8) 

Where 𝛿𝛿 and ∆ are the momentum and thermal boundary layer thicknesses, respectively. From 

analysis of the momentum boundary layer for flow past a flat plate, the momentum boundary layer 

is given by [1]  

 
𝛿𝛿(𝑥𝑥) = 4.64�

𝜈𝜈𝑥𝑥
𝜕𝜕∞

 (9) 

While the momentum boundary layer thickness 𝛿𝛿 is independent of the thermal boundary 

conditions and is known in advance, the thermal boundary layer thickness ∆ still needs to be 

determined separately. Given the nature of the boundary condition at the flat plate considered here, 

∆ is, in general, a function of both x and t. 

 

Figure 1. Schematic of laminar, incompressible flow past a thin, flat plate with a given time- and space-
varying plate temperature distribution. 
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5-2-2. Solution procedure 

A solution for the problem given in equations (1)-(8) is derived using third-order Karman-

Pohlhausen polynomials as presented by Kays & Crawford. The analysis discussed here includes 

transient effects and the impact of space- and time-dependence of the flat plate temperature. 

To start with, equation (3) is integrated from y=0 to y=∆, resulting in 

 𝜕𝜕
𝜕𝜕𝑡𝑡
�𝜃𝜃𝑑𝑑𝑦𝑦 +
∆

0

𝜕𝜕
𝜕𝜕𝑥𝑥

�𝑢𝑢𝑥𝑥𝜃𝜃𝑑𝑑𝑦𝑦 =
∆

0

− 𝛼𝛼 �
𝜕𝜕𝜃𝜃
𝜕𝜕𝑦𝑦
�
𝑦𝑦=0

 (10) 

Third-order polynomial forms for velocity and temperature fields are determined based on the 

Karman-Pohlhausen approach. Third-order Karman-Pohlhausen polynomials have been widely 

used in the literature [1,20] and have been shown to facilitate analytical modeling while also 

offering excellent accuracy [1]. In order to determine these Karman-Pohlhausen polynomials,  

boundary conditions given by equations (5) and (6) for velocity and equations (7) and (8) for 

temperature are considered. In addition, as is common in the Karman-Pohlhausen approach, first 

derivative of velocity and temperature at the edge of the respective boundary layer and the second 

derivative at the plate are taken to be zero. With these boundary conditions, coefficients in the 

polynomial forms for velocity and temperature are determined. The final result is 

 𝑢𝑢𝑥𝑥(𝑥𝑥,𝑦𝑦, 𝑡𝑡)
𝜕𝜕∞

=
3
2
𝑦𝑦
𝛿𝛿
−

1
2
�
𝑦𝑦
𝛿𝛿
�
3
 (11) 

and 

 θ(𝑥𝑥,𝑦𝑦, 𝑡𝑡)
θ𝑝𝑝

= 1 −
3
2
𝑦𝑦
∆

+
1
2
�
𝑦𝑦
∆
�
3
 (12) 

where 𝜃𝜃𝑝𝑝(𝑥𝑥, 𝑡𝑡) = 𝑇𝑇𝑝𝑝(𝑥𝑥, 𝑡𝑡) − 𝑇𝑇∞.  

Equation (10) can be simplified by introducing the enthalpy thickness of the thermal boundary 

layer, Δ2, defined as 
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Δ2 =

1
𝜕𝜕∞θ𝑝𝑝

𝜕𝜕
𝜕𝜕𝑥𝑥

�𝑢𝑢𝑥𝑥𝜃𝜃𝑑𝑑𝑦𝑦
Δ

0

 (13) 

This results in simplification of equation (10) as follows: 

 1
𝜕𝜕∞θ𝑝𝑝

𝜕𝜕
𝜕𝜕𝑡𝑡
� 𝜃𝜃𝑑𝑑𝑦𝑦 +
Δ

0

𝑑𝑑Δ2
𝑑𝑑𝑥𝑥

+
Δ2
θ𝑝𝑝

𝑑𝑑θ𝑝𝑝
𝑑𝑑𝑥𝑥

=
𝛼𝛼

𝜕𝜕∞θ𝑝𝑝
�
𝜕𝜕𝜃𝜃
𝜕𝜕𝑦𝑦
�
𝑦𝑦=0

 (14) 

Now, using equations (11) and (12), Δ2 can be expressed as [1] 

 
Δ2 =

1
𝜕𝜕∞θ𝑝𝑝

𝜕𝜕
𝜕𝜕𝑥𝑥

� 𝑢𝑢𝑥𝑥𝜃𝜃𝑑𝑑𝑦𝑦
Δ

0

=
3

20
Δ2

𝛿𝛿
−

3
280

Δ4

𝛿𝛿3
 (15) 

Using equation (12), the right hand side of equation (13) and the first term on the left hand 

side can be evaluated as 

 𝛼𝛼
𝜕𝜕∞θ𝑝𝑝

�
𝜕𝜕𝜃𝜃
𝜕𝜕𝑦𝑦
�
𝑦𝑦=0

=
3
2

𝛼𝛼
𝜕𝜕∞θ𝑝𝑝

�
𝜕𝜕𝜃𝜃
𝜕𝜕𝑦𝑦
�
𝑦𝑦=0

 (16) 

 1
𝜕𝜕∞θ𝑝𝑝

𝜕𝜕
𝜕𝜕𝑡𝑡
� 𝜃𝜃𝑑𝑑𝑦𝑦
Δ

0

=
3
8

1
𝜕𝜕∞θ𝑝𝑝

𝜕𝜕
𝜕𝜕𝑡𝑡
�Δ𝜃𝜃𝑝𝑝� (17) 

Combining equations (16) and (17) into the integral form of the energy equation (14) and 

simplifying, one may obtain  

 3
20

𝑟𝑟2
𝑑𝑑𝛿𝛿
𝑑𝑑𝑥𝑥

+
3

10
𝑟𝑟𝛿𝛿

𝜕𝜕𝑟𝑟
𝜕𝜕𝑥𝑥

+ �
3

20
𝑟𝑟2 −

3
280

𝑟𝑟4� 𝛿𝛿
1
𝜃𝜃𝑝𝑝
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

+
3
8
𝛿𝛿
𝜕𝜕∞

𝜕𝜕𝑟𝑟
𝜕𝜕𝑡𝑡

=
3
2

𝛼𝛼
𝜕𝜕∞𝛥𝛥

 (18) 

Note that equation (18) has been expressed in terms of 𝑟𝑟 = Δ/𝛿𝛿 for convenience.  

The r4 term in the brackets is neglected compared to the r2 term, assuming that r<1, which 

occurs if Pr<1, i.e., the thermal boundary layer grows slower than the momentum boundary layer. 

Further rearrangement of equation (18) results in 

 
𝑟𝑟3 + 4𝑥𝑥𝑟𝑟2

𝜕𝜕𝑟𝑟
𝜕𝜕𝑥𝑥

+ 2𝑥𝑥𝑟𝑟3
1
𝜃𝜃𝑝𝑝
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

+ 5
𝑥𝑥
𝜕𝜕∞

�
𝑟𝑟2

𝜃𝜃𝑝𝑝
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑡𝑡

+ 𝑟𝑟
𝜕𝜕𝑟𝑟
𝜕𝜕𝑡𝑡
� =

13
14

𝑃𝑃𝑟𝑟 (19) 
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Equation (19) is a first-order partial differential equation for r(x,t) that must be solved to 

determine r(x,t), and hence the thermal boundary layer thickness. The associated initial and 

boundary conditions are 

 𝑟𝑟 = 0 𝑎𝑎𝑡𝑡 𝑡𝑡 = 0 (20) 

 𝑟𝑟 = 0 𝑎𝑎𝑡𝑡 𝑥𝑥 = 0 (21) 

Once solved, the thermal boundary layer thickness can be written using the expression for 𝛿𝛿 

given by equation (9) in the definition of r. Finally, the heat flux at the plate is given by 

 
𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡) = −𝑘𝑘 �

𝜕𝜕𝜃𝜃
𝜕𝜕𝑦𝑦
�
𝑦𝑦=0

=
3
2

𝑘𝑘𝜃𝜃𝑝𝑝(𝑥𝑥, 𝑡𝑡)

�4.64�𝜈𝜈𝑥𝑥𝜕𝜕∞
� 𝑟𝑟(𝑥𝑥, 𝑡𝑡)

 (22) 

Note that the 𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

 term in equation (19) explicitly accounts for the given spatial variation in 

the plate temperature. While a similar term accounting for variation in 𝜃𝜃𝑝𝑝 with time is not present 

in equation (19), regardless, the variation in 𝜃𝜃𝑝𝑝 with time is accounted for when calculating the 

heat flux 𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡) using equation (22) based on the solution for r(x,t). 

 As is the case with most external flow problems, equation (15) is unlikely to have a closed-

form analytical solution. A numerical solution for equation (15) may be sought, following which, 

the wall heat flux can be determined from equation (18). To obtain a numerical solution, it is 

helpful to write equation (19) alternatively as 

 
𝐶𝐶(𝑟𝑟, 𝑥𝑥, 𝑡𝑡)

𝜕𝜕𝑟𝑟
𝜕𝜕𝑡𝑡

+ 𝐷𝐷(𝑟𝑟, 𝑥𝑥, 𝑡𝑡)
𝜕𝜕𝑟𝑟
𝜕𝜕𝑥𝑥

= 𝐸𝐸(𝑟𝑟, 𝑥𝑥, 𝑡𝑡) (23) 

where 

 
𝐶𝐶(𝑟𝑟, 𝑥𝑥, 𝑡𝑡) =

25𝑥𝑥𝑟𝑟
3𝜕𝜕∞

 (24) 

 𝐷𝐷(𝑟𝑟, 𝑥𝑥, 𝑡𝑡) = 4𝑟𝑟2𝑥𝑥 (25) 
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𝐸𝐸(𝑟𝑟, 𝑥𝑥, 𝑡𝑡) =

13
14

𝑃𝑃𝑟𝑟 − 𝑟𝑟3 − 2𝑟𝑟3𝑥𝑥
1
𝜃𝜃𝑝𝑝
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

−
5

𝜕𝜕∞𝜃𝜃𝑝𝑝
𝑥𝑥𝑟𝑟2

𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑡𝑡

 (26) 

A numerical solution of equation (23) can be easily computed by discretizing in the x direction, 

which converts equation (23) into a set of ordinary differential equations in the r as a function of 

time at each location. These ordinary differential equations are integrated using a three-stage, third-

order, Runge-Kutta solver with adaptive timestepping [21]. The initial condition provides the 

initial state needed for starting the integration process. 

5-3. Results and discussion 

5-3-1. Special cases 

Several special cases of the general problem considered here have been investigated in past 

work and are of interest for comparison with the general result derived here.  

When the plate temperature is a function of space only and the steady state heat flux from the 

plate is desired, the general result presented in equation (19) reduces to  

 
𝑟𝑟3 + 4𝑥𝑥𝑟𝑟2

𝑑𝑑𝑟𝑟
𝑑𝑑𝑥𝑥

+ 2𝑥𝑥𝑟𝑟3
1
𝜃𝜃𝑝𝑝
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

=
13
14

𝑃𝑃𝑟𝑟 (27) 

Given a 𝜃𝜃𝑝𝑝(𝑥𝑥) distribution, equation (27) can be solved easily. Specifically, for constant plate 

temperature, the resulting differential equation for r(x) can be obtained by putting 𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

= 0 in 

equation (27), resulting in  

 
𝑟𝑟3 + 4𝑥𝑥𝑟𝑟2

𝑑𝑑𝑟𝑟
𝑑𝑑𝑥𝑥

=
13
14

𝑃𝑃𝑟𝑟 (28) 
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This is identical to the result for this special case presented in Kays & Crawford. Note that 

this equation was derived for the constant temperature flat plate by two independent methods – by 

directly solving the governing differential equation obtained from energy conservation, and by 

solving the integral form of the energy equation. 

Several other results for special cases are also available for comparison with the present work. 

For example, the classical approach for solving the problem in which the plate temperature varying 

with x is by linear superimposition of solutions for multiple constant plate temperature problems 

with an unheated length [1]. This solution is given by 

 
𝑁𝑁𝑢𝑢𝑥𝑥(𝑥𝑥) = � 0.332𝑃𝑃𝑟𝑟1 3�

𝑥𝑥

0

𝑅𝑅𝑒𝑒𝑥𝑥
1
2� �1 − �

𝜉𝜉
𝑥𝑥
�
3
4�

�

−1 3� 1
𝜃𝜃𝑝𝑝
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

𝑑𝑑𝜉𝜉 
(29) 

Where 𝑅𝑅𝑒𝑒𝑥𝑥 = 𝑈𝑈∞𝑥𝑥
𝜈𝜈

 is the Reynolds number. 

Specifically, for a linear variation, 𝜃𝜃𝑝𝑝 = (𝑎𝑎 + 𝑏𝑏𝑥𝑥), it can be shown that 

 
𝑁𝑁𝑢𝑢𝑥𝑥(𝑥𝑥) = 0.332𝑃𝑃𝑟𝑟1 3� 𝑅𝑅𝑒𝑒𝑥𝑥

1
2� (𝑎𝑎 + 1.612𝑏𝑏𝑥𝑥)

(𝑎𝑎 + 𝑏𝑏𝑥𝑥)  
(30) 

Finally, for the simplest case of constant plate temperature, the resulting Nusselt number is 

 𝑁𝑁𝑢𝑢𝑥𝑥(𝑥𝑥) = 0.332𝑃𝑃𝑟𝑟1 3� 𝑅𝑅𝑒𝑒𝑥𝑥
1
2�  (31) 

Solutions for these special cases can be compared with the present work by solving equation 

(27) derived in this work. 

In contrast with the special cases above, in which the plate temperature is a function of x only, 

another class of special cases is one in which the plate temperature is a function of time only. These 
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problems have been discussed in a number of past papers, the results of which can be compared 

with results from the present work. In the present work, consideration of plate temperature as a 

function of time alone results in minor simplification in the independent term of the governing 

equation for r(x,t). Specifically, putting 𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

= 0 and preserving the transient terms in equation (19) 

results in 

 
𝐹𝐹(𝑟𝑟, 𝑥𝑥, 𝑡𝑡) =

13
14

𝑃𝑃𝑟𝑟 − 𝑟𝑟3 − 2𝑟𝑟3𝑥𝑥
1
𝜃𝜃𝑝𝑝
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑥𝑥

−
5

𝜕𝜕∞𝜃𝜃𝑝𝑝
𝑟𝑟
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑡𝑡

 
(32) 

In contrast, a special case where the plate temperature is a step function of time at t=0 has 

been discussed by Cess [5]. The resulting plate heat flux is 

 
𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡) = 𝑘𝑘�𝑅𝑅𝑒𝑒𝑥𝑥

𝜃𝜃𝑝𝑝
𝑥𝑥
�0.5642�

𝑃𝑃𝑟𝑟
𝜏𝜏
𝑒𝑒−0.4858𝜏𝜏 − 0.02076𝜏𝜏𝑒𝑒−0.3182𝜏𝜏

+ 0.2957 erf (√0.4858𝜏𝜏)� 

(33) 

where 𝜏𝜏 = 𝑈𝑈∞𝑡𝑡
𝑥𝑥

. 

For an arbitrary variation in the plate temperature with time, the resulting plate heat flux is 

given by 
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𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡) = 𝑘𝑘

�𝑅𝑅𝑒𝑒𝑥𝑥
𝑥𝑥

� �0.5642�
𝑃𝑃𝑟𝑟
𝜆𝜆
𝑒𝑒−0.4858𝜆𝜆 − 0.02076𝜏𝜏𝑒𝑒−0.3182𝜆𝜆

𝜆𝜆

0

+ 0.2957 erf (√0.4858𝜆𝜆)� 

(34) 

Finally, for the specific case of linear change in plate temperature, 𝜃𝜃𝑝𝑝 = 𝑀𝑀𝑡𝑡, the resulting heat 

flux from the plate is given by 

 
𝑞𝑞𝑝𝑝(𝑥𝑥, 𝑡𝑡)
𝑞𝑞𝑞𝑞𝑙𝑙

= �
2�

𝜏𝜏𝑡𝑡
𝜏𝜏

, 𝜏𝜏 ≤ 𝜏𝜏𝑡𝑡

1 +
𝜏𝜏𝑡𝑡
𝜏𝜏

, 𝜏𝜏 ≥ 𝜏𝜏𝑡𝑡
 

(35) 

where 𝑞𝑞𝑞𝑞𝑙𝑙 = 0.2957𝑘𝑘 �𝑅𝑅𝑅𝑅𝑥𝑥
𝑥𝑥

𝜃𝜃𝑝𝑝 and 𝜏𝜏𝑡𝑡 = 2.62 for the case of air (Pr=0.72). 

Each of these special cases can be compared with results from the more general model 

developed in this work.  

5-3-2. Comparison with results for special cases 

Figure 2 presents a comparison between the present work and the well-known Nusselt number 

relationship for the special case of a constant temperature plate. When the plate temperature does 

not change with x or t, the general result presented in Section 2 can be considerably simplified, as 

discussed in Section 3.1. The resulting Nusselt number distribution is very close to the standard 

isothermal flat plate result [1], as plotted in Figure 2 for 𝜃𝜃𝑝𝑝 = 100. The good agreement is to be 

expected, since Section 3.2 shows that the results from the present work reduce to the well-known 

differential equation for a constant temperature plate [1]. 
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Figure 2. Nusselt number comparison of present work with Kays & Crawford [1] for the special steady-
state case of constant plate temperature, 𝜃𝜃𝑝𝑝 = 100. 

. 

Comparison with past work for the special case of spatially-varying plate temperature in 

steady state is considered next. Two specific distributions that have been used in past work are 

considered for this comparison. Figures 3(a) and 3(b) plot the Nusselt number distribution for 

linear (𝜃𝜃𝑝𝑝 = 10𝑥𝑥 + 100) and exponentially-decaying (𝜃𝜃𝑝𝑝 = exp(−𝑥𝑥) − 1) temperature 

distributions, respectively. In both cases, there is excellent agreement with equation (28) taken 

from Kays & Crawford. As expected, the Nusselt number, which represents the ratio of plate heat 

flux to plate temperature multiplied by x increases with x. In Figure 3(a), this is primarily because 

the plate temperature increases with x. On the other hand, in Figure 3(b), the heat flux reduces with 

increasing x, but the Nusselt number curve still increases due to the presence of the x term in the 

expression for Nu. 
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Figure 3. Nusselt number comparison of present work with Kays & Crawford [1] for the special case of 
steady state, space-dependent heat flux: (a) linear 𝜃𝜃𝑝𝑝 =(10x+100), (b) non-linear 𝜃𝜃𝑝𝑝 =exp(-x)-1. Note that 

x is in m. 

 

Comparison of the present work with past work for transient cases is considered next. Several 

papers have presented solutions of the flat plate problem with time-varying plate temperature. 

Comparison with Cess [5] for the case of a step change in plate temperature at t=0 is presented in 

Figure 4 for 𝜃𝜃𝑝𝑝 = 100. This problem corresponds to the transient component of the standard, 

constant plate temperature problem. In this case, Figure 4 plots the Nusselt number distribution at 

multiple times. At each time, there is good agreement between the present work and Cess. At small 

times, the Nusselt number rises rapidly with x, because of a rapid increase in the plate heat flux in 

response to the sudden increase in plate temperature. As time passes, the plate heat flux decreases 

and becomes steady, particularly at large x, and the Nusselt number curve approaches its steady 

state form. The t=0.5 s plot in Figure 4 is very close to the steady state plot presented earlier in 

Figure 2 for the same plate temperature.  
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Figure 4. Nusselt number comparison of present work with Cess [5] for uniform plate temperature with 
step-change at t=0, i.e., 𝜃𝜃𝑝𝑝 =100, t>0. Comparison is presented at multiple times. 

 

Finally, comparison with past work is presented for a more complicated transient problem, in 

which, the plate temperature increases linearly with time. For 𝜃𝜃𝑝𝑝 = 100𝑡𝑡, Figure 5 plots the plate 

heat flux distribution on the plate at two different times. Constant, room-temperature properties of 

air are assumed in this and subsequent Figures. Results from the present work are compared with 

Cess [5], as given in equation (34) in Section 3.1. There is very good agreement at both times. In 

this case, there is no sudden jump in the plate temperature. At any location, the Nusselt number 

decays with x because of greater convective heat transfer near the leading edge of the plate, as 

expected, and as seen in Figure 5(a). As the plate temperature rises gradually with time, the plate 

heat flux at any given location increases as expected and as shown in Figure 5(b). At any given 

time, the plate heat flux decays with x, which is.  

Note that papers such as Cess [5] accounted only for variation in the plate temperature with 

time, i.e., the plate temperature was assumed to be spatially uniform at any given time. On the 

other hand, the present work generalizes this to a situation where the plate temperature may vary 

arbitrarily in both space and time. 
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Figure 5. Plate heat flux comparison of present work with Cess [5] for uniform plate temperature that 
increases linearly with time, 𝜃𝜃𝑝𝑝 =100t, t>0. Comparison is presented at two different times. 

 

5-3-3. Comparison with numerical simulations  

 Results from the present work are also compared with finite-element numerical simulations 

carried out in a computational software tool. The flow domain is modeled with a rectangular 0.15m 

by 0.15m 2D surface. A quadrilateral mesh network with total number of 30000 elements is 

constructed with largest element size of 0.001 m. Due to boundary layer effect, the mesh grid is 

refined in y direction close to the plate. Grid independency is ensured by verifying minimal change 

in simulation results with different mesh sizes. The comparison is carried out for a plate 

temperature that varies in both space and time. Two specific plate temperature functions, 𝜃𝜃𝑝𝑝 =

200𝑥𝑥 + 400𝑡𝑡 + 50 and 𝜃𝜃𝑝𝑝 = 10√𝑥𝑥 + 50√𝑡𝑡 + 20 are considered in Figures 6(a) and 6(b), 

respectively. In both cases, the plate heat flux is plotted as a function of x at two different times. 

Figure 6 shows excellent agreement between numerical simulations and the present work for both 

plate temperature functions. In each case, the plate heat flux decays with x due to the growing 

thermal boundary layer. Further, the plate heat flux increases with time, which is consistent with 

the increasing nature of the plate temperature with time. The plate temperature increases more 
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rapidly with time for the first case, which is why, the plate flux is greater for Figure 6(a) than for 

Figure 6(b). The good agreement with numerical simulations demonstrated in Figure 6 provides 

additional confidence in the present work. 

 

Figure 6. Comparison of the present work with numerical simulations: Plate heat flux as a function of x 
for two different spatially- and time-varying plate temperature distributions (a) 𝜃𝜃𝑝𝑝 = 200𝑥𝑥 + 400𝑡𝑡 + 50; 

(b) 𝜃𝜃𝑝𝑝 = 10√𝑥𝑥 + 50√𝑡𝑡 + 20. 

 

5-3-4. Applications of the analytical model 

The analytical model is next used to determine the plate heat flux in response to a variety of 

practical plate temperature distributions that may be encountered in engineering systems. These 

examples demonstrate the capability of the analytical model to account for a general time- and 

space-dependent plate heat flux. 

The case of the plate heat flux that varies linearly with both time and x is considered first. 

Specifically, for 𝜃𝜃𝑝𝑝 = 100𝑥𝑥 + 100𝑡𝑡 + 10, Figure 7(a) plots the plate heat flux as a function of x 

at two different times. A similar plot of plate heat flux as a function of time at two different 

locations is presented in Figure 7(b). As shown in Figure 7(a), the plate heat flux decays with x, 

which is consistent with the convective heat transfer being largest in magnitude near the leading 
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edge, and decaying with x due to boundary layer growth. At a given location, the plate heat flux 

decreases during a short time period close to t=0, following which, there is a linear increase over 

time. At large times, the smaller the value of x, the larger is the heat flux. There is a reversal of 

this trend for a short time close to t=0, which is because, according to the plate temperature 

distribution, at t=0, the plate suddenly attains a larger temperature at larger value of x. As time 

passes, however, the effect of boundary layer growth begins to dominate, and there is greater heat 

flux at lower x. 

 

Figure 7. Plate heat flux, 𝑞𝑞𝑝𝑝 as a function of (a) x at different times, and (b) time at different x for a 
general plate temperature distribution, 𝜃𝜃𝑝𝑝(𝑥𝑥, 𝑡𝑡) = 100𝑥𝑥 + 100𝑡𝑡 + 10. 

  

Similar results for a plate temperature distribution given by for 𝜃𝜃𝑝𝑝 = 100√𝑥𝑥 + 100√𝑡𝑡 + 10 

are presented in Figures 8(a) and 8(b). In this case, the plate temperature increase with x and time 

is less rapid that the previous case, which is why, the decay in heat flux with x shown in Figure 

8(a) is less sharp than the similar plot for the previous case, shown in Figure 7(a). After a short 

initial period, during which, the effect of the imposed plate temperature distribution dominates 

over the boundary layer growth, there is a gradual increase in heat flux with time, as shown in 

Figure 8(b). This increase is slower than linear, which is consistent with the √𝑡𝑡-dependence of 

plate temperature in this case, compared to the linear dependence considered in the previous case. 
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Figure 8. Plate heat flux, 𝑞𝑞𝑝𝑝 as a function of (a) x at different times, and (b) time at different x for a 
general plate temperature distribution, 𝜃𝜃𝑝𝑝(𝑥𝑥, 𝑡𝑡) = 100√𝑥𝑥 + 100√𝑡𝑡 + 10.  

 

The next Figure considers step function change in the plate temperature distribution. First, a 

step function in time is considered, wherein 𝜃𝜃𝑝𝑝 = 50√𝑥𝑥 + 20 for 𝑡𝑡 ≤ 0.5𝑠𝑠 and 𝜃𝜃𝑝𝑝(𝑥𝑥, 𝑡𝑡) =

400√𝑥𝑥 + 20 afterwards. Figures 9(a) and 9(b) plot spatial distribution of heat flux at two different 

times before and after the step change, and variation of heat flux with time at two different 

locations, respectively. In Figure 9(a), there is a gradual reduction in heat flux with x, which is 

consistent with boundary layer growth, both before and after the step change. Also, the plate heat 

flux is greater at t=0.7s compared to t=0.3s, which is because of the jump in heat flux that occurs 

at t=0.5s. In Figure 9(b), the heat flux shows an initial sharp decrease towards a steady state value. 

However, due to the step change in plate temperature at t=0.5 s, there is a corresponding jump in 

plate heat flux, which then attains a steady state value, as shown in Figure 9(b). At very small 

times, the heat flux at x=0.1 m is greater than at x=0.05 m, because of the greater plate temperature 

at x=0.1 m. However, this effect is quickly dominated by the thicker boundary layer at x=0.1 m, 

due to which, the heat flux at x=0.1 m eventually becomes lower than at x=0.05 m.  
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Figure 9. Plate heat flux, 𝑞𝑞𝑝𝑝 as a function of (a) x at different times, and (b) time at different x for a 
general plate temperature distribution, 𝜃𝜃𝑝𝑝(𝑥𝑥, 𝑡𝑡) = 50√𝑥𝑥 + 20 for 𝑡𝑡 ≤ 0.5𝑠𝑠 and 𝜃𝜃𝑝𝑝(𝑥𝑥, 𝑡𝑡) = 400√𝑥𝑥 + 20 

for 𝑡𝑡 > 0.5𝑠𝑠.  
  

5-4. Conclusions 

  The generalized analysis presented in this work accounts for variation in the plate 

temperature with both time and space, and therefore, may be more appropriate for realistic 

scenarios compared to past models in which the plate temperature is treated to be either time-

dependent or space-dependent, but not both. Comparison of results from the present model with 

past work for special cases increases confidence in the present model. Several cases are also 

presented to demonstrate the capability of the present model to predict the plate heat flux in a 

variety of complicated scenarios. 

The present model is based on solving the integral form of the governing equations using 

third-order Karman-Pohlhausen polynomials. This approach has been shown to result in good 

accuracy in several past papers. It is also important to be cognizant of other key assumptions made 

in this present work, including temperature-independent properties, laminar flow and fully 

developed velocity field as well as zero thermal resistance/capacitance of the flat plate.  
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In addition to contributing towards the fundamental theoretical understanding of convective 

heat transfer, it is expected that the present work may also help in the design and optimization of 

practical and realistic heat transfer devices and systems. 

 

5-5. Nomenclature 

k thermal conductivity, Wm-1K-1 

q heat flux, Wm-2 

Pr Prandtl number 

t time, s 

T temperature, K 

T∞ freestream temperature, K 

u velocity, ms-1 

U∞ freestream velocity, ms-1 

α thermal diffusivity, m2s-1 

𝛿𝛿 momentum boundary layer thickness, m 

∆ thermal boundary layer thickness, m 

∆2 enthalpy thickness of the thermal boundary layer, m 

𝜈𝜈 kinematic viscosity, m2s-1 

θ temperature field relative to ambient temperature, K 

 

Subscripts 

x direction along with flat plate 
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y direction normal to the flat plate 

p plate 
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6-1. Introduction 

Phase change materials (PCMs) are used commonly for latent energy storage [1] and thermal 

management [2]. For example, excess thermal energy produced in a Concentrated Solar Power 

(CSP) plant is often stored in the form of latent heat to be utilized when direct solar energy is not 

available. Phase change heat transfer has also been investigated for transient thermal management 

of engineering systems such as electronics [2] and Li-ion cells [3]. 

Understanding the nature of heat transfer during phase change in a PCM is critical for 

improving efficiency of latent energy storage. This involves heat transfer both within the PCM and 

between the PCM and the surroundings. A significant amount of experimental investigation has 

been reported on heat transfer enhancement in latent energy storage systems by mechanisms such 

as improving thermal conductivity of the PCM [4], or providing fins within the PCM [5-7]. A 

number of analytical and numerical tools have also been developed to model and optimize phase 

change processes, particularly the interaction between the PCM and the surroundings to/from 

where heat transfer occurs. On one hand, fundamental heat transfer modeling of the phase change 

process under various boundary conditions has been carried out. For example, perturbation method 

based solutions of phase change problems under time-dependent temperature [8] and heat flux [9] 

boundary conditions have been developed. Analytical and numerical models for the impact of fins 

on the rate of latent energy storage have been developed [5], and an optimal fin size has been 

demonstrated [6]. The impact of thermal properties such as thermal conductivity and heat capacity 

has also been investigated [10]. Most of these papers that analyze heat transfer only in the PCM 

represent the surroundings in the form of an appropriate boundary condition. On the other hand, 

substantial literature also exists on theoretical and numerical modeling of practical latent heat 

energy storage geometries. For example, the problem of heat exchange between PCM in a tube 
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and air flow over the tube has been analyzed [11,12]. Semi-analytical models have been proposed 

for flat plate latent heat storage, in which convective heat transfer between a flat bed of PCM and 

fluid flow over the bed is responsible for latent heat storage [13-15]. Numerical modeling has been 

used to analyze the impact of fins in a tubular latent heat energy storage unit [16]. Numerical 

modeling of phase change energy storage in spherical PCMs has also been presented [17].  

Amongst the various geometries for a latent heat energy storage system outlined above, the 

flat bed geometry is one of the simplest and most fundamental. As shown schematically in Figure 

1, in this geometry, convective heat transfer due to fluid flow over one or more flat PCM beds is 

responsible for phase change and latent heat storage. Despite its simplicity, heat transfer modeling 

of this geometry is not straight-forward. On one hand, the phase change process occurring in the 

bed is non-linear in nature [18]. On the other hand, fluid flow and convective heat transfer over 

the bed is also, in general, non-linear [19]. In general, the convective heat transfer coefficient 

between the bed and fluid is a function of both space and time, and is not known in advance because 

neither the temperature nor the heat flux at the PCM-fluid interface is known. While a few papers 

have attempted to develop an analytical heat transfer model for a flat bed phase change system 

[14,15], these papers assume certain expressions for the convective heat transfer coefficients 

corresponding to isothermal and constant flux boundary conditions, which is clearly not valid for 

the boundary across which phase change occurs. In order to overcome these shortcomings, it is 

important to treat the PCM-fluid heat transfer problem as a conjugate problem, with convective 

heat transfer in the fluid and phase change heat transfer in the PCM. A conjugate heat transfer 

analysis – which in general is considerably complicated [20] – is expected to result in the phase 

change front as well as convective heat transfer coefficient at the interface as functions of space 

and time. 
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An iterative approach has been proposed in the recent past to solve conjugate heat transfer 

problems [21]. The iterative approach assumes a temperature distribution at the interface between 

the two problems, and solves the heat transfer problem in one of the regions by using the 

temperature distribution as a boundary condition for that region. The resulting interfacial heat flux 

distribution is used to solve the heat transfer problem in the other region, which is then used to 

update the interfacial temperature distribution. Several iterations of this process have been shown 

to result in a converged temperature distribution. This approach has been used for solving steady-

state [21] and transient problems [22], including those including phase change heat transfer [23].  

This paper presents analytical heat transfer modeling of a flat bed phase change system, in 

which phase change is driven by convective flow past the PCM bed. This work overcomes the 

shortcomings of past attempts at solving this problem by deriving an exact solution without 

assuming an expression for the convective heat transfer coefficient between the PCM bed and fluid 

flow. An iterative approach is used to solve the phase change and convective heat transfer 

problems. While the phase change problem is solved using a perturbation method, the convective 

heat transfer problem is solved by representing the flow velocity and temperature distributions 

using Karman-Pohlhausen polynomials [19,24]. Convergence of the temperature distribution over 

multiple iterations is demonstrated, and is used to predict the evolution of the phase change front 

in the PCM over time. Good agreement with finite-element simulations is demonstrated. The 

resulting analytical model is used to understand the impact of various problem parameters on the 

performance of latent heat energy storage.  
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6-2. Mathematical modeling 

6-2-1. Problem definition 

Figure 1(a) shows a schematic of a flat bed latent heat storage system, in which a fluid flows 

over multiple PCM beds and convective heat transfer between the two results in phase change 

energy storage driven by melting or solidification of the PCM bed. Due to symmetry in the 

geometry, a representative unit cell shown in Figure 1(b) may be considered for analysis. A number 

of assumptions are made to facilitate analysis of this problem. On the fluid side, laminar flow is 

assumed, with a uniform freestream velocity U∞ and temperature T∞. All properties are assumed 

to be independent of temperature. Viscous dissipation is assumed to be negligible. On the PCM 

side, phase change is assumed to be one-dimensional, i.e., there is no heat transfer within the PCM 

in the x direction, so that temperature distribution and location of the phase change front at any x 

in the PCM is assumed to be influenced only by the boundary condition at that x, and not by the 

boundary condition at other locations. Heat flow in the PCM is assumed to be one-dimensional. 

The plate length is L. Similar to the fluid, PCM thermal properties are also assumed to be 

independent of temperature. The PCM is assumed to be initially at its solid phase at its melting 

temperature Tm. Convection in the liquid phase is neglected. Finally, it is also assumed that the 

fluid flow and PCM are separated by a thin plate of negligible thermal resistance and capacitance. 

The case of T ͚>Tm is considered here, leading to heat flow into the PCM and propagation of the 

melting front into the PCM over time. The opposite case of freezing of liquid PCM by flow of a 

cold fluid can also be analyzed using the techniques discussed here. 

Based on the assumptions listed above, the momentum and energy conservation equations 

governing the velocity and temperature fields in the fluid flow are given by 
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𝜕𝜕𝑢𝑢
𝜕𝜕𝑥𝑥

+
𝜕𝜕𝜕𝜕
𝜕𝜕𝑦𝑦

= 0 
(1) 

𝑢𝑢
𝜕𝜕𝑢𝑢
𝜕𝜕𝑥𝑥

+ 𝜕𝜕
𝜕𝜕𝑢𝑢
𝜕𝜕𝑦𝑦

= 𝜈𝜈𝑓𝑓
𝜕𝜕2𝑢𝑢
𝜕𝜕𝑦𝑦2

 
(2) 

𝛼𝛼𝑓𝑓
𝜕𝜕2𝑇𝑇𝑓𝑓
𝜕𝜕𝑦𝑦2

=
𝜕𝜕𝑇𝑇𝑓𝑓
𝜕𝜕𝑡𝑡

+ 𝑢𝑢
𝜕𝜕𝑇𝑇𝑓𝑓
𝜕𝜕𝑥𝑥

+ 𝜕𝜕
𝜕𝜕𝑇𝑇𝑓𝑓
𝜕𝜕𝑦𝑦

 
(3) 

The associated boundary conditions are  

 𝑢𝑢 = 𝜕𝜕∞;  𝑇𝑇𝑓𝑓 = 𝑇𝑇∞ 𝑎𝑎𝑡𝑡 𝑥𝑥 = 0 (4) 

 𝑢𝑢 = 0; 𝜕𝜕 = 0 𝑎𝑎𝑡𝑡 𝑦𝑦 = 0 (5) 

 𝑢𝑢 = 𝜕𝜕∞ 𝑎𝑎𝑡𝑡 𝑦𝑦 ≥ 𝛿𝛿 (6) 

 𝑇𝑇𝑓𝑓 = 𝑇𝑇∞ 𝑎𝑎𝑡𝑡 𝑦𝑦 ≥ 𝛿𝛿𝑡𝑡 (7) 

The governing energy conservation equation on the PCM side is given by 

 
𝛼𝛼𝑝𝑝

𝜕𝜕2𝑇𝑇𝑝𝑝
𝜕𝜕𝑦𝑦2

=
𝜕𝜕𝑇𝑇𝑝𝑝
𝜕𝜕𝑡𝑡

 
(8) 

with 

 𝑇𝑇𝑝𝑝 = 𝑇𝑇𝑚𝑚 𝑎𝑎𝑡𝑡 𝑦𝑦 = 𝑦𝑦𝐿𝐿𝐿𝐿 (9) 

Energy balance at the phase change interface yields the following equation for the evolution 

of the phase change front location with time 
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 𝜌𝜌𝐿𝐿 𝑑𝑑𝑦𝑦𝐿𝐿𝐿𝐿
𝑑𝑑𝑡𝑡

= −𝑘𝑘𝑝𝑝
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝑦𝑦

 𝑎𝑎𝑡𝑡 𝑦𝑦 = 𝑦𝑦𝐿𝐿𝐿𝐿  (10) 

In addition to the equations given above, temperature and heat flux conservation apply at the 

interface. As a result, one may write  

 𝑇𝑇𝑓𝑓 = 𝑇𝑇𝑝𝑝 = 𝑇𝑇𝑙𝑙(𝑥𝑥, 𝑡𝑡)𝑎𝑎𝑡𝑡 𝑦𝑦 = 0 (11) 

and  

 
−𝑘𝑘𝑓𝑓

𝜕𝜕𝑇𝑇𝑓𝑓
𝜕𝜕𝑦𝑦

= −𝑘𝑘𝑝𝑝
𝜕𝜕𝑇𝑇𝑝𝑝
𝜕𝜕𝑦𝑦

= 𝑞𝑞𝑙𝑙(𝑥𝑥, 𝑡𝑡) 𝑎𝑎𝑡𝑡 𝑦𝑦 = 0 
(12) 

where Ts(x,t) and qs(x,t) are the temperature and heat flux at the interface plate between the 

flow and PCM. θs and qs are both functions of time due to the transient nature of the phase change 

process, and are also both functions of x due to effect of fluid flow in the x direction. For example, 

it is expected that qs will be greatest at small x where convective heat transfer due to fluid flow is 

the greatest. Similarly, it is expected that qs will reduce over time as the phase change front grows 

and slows down the rate of further phase change. Note that Ts and qs are not known in advance. 

 

Figure 1. Schematic of (a) overall flat bed storage system comprising several flat PCM beds in 
parallel; (b) a single PCM-flow system obtained as a symmetry unit cell from. 
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Finally, both PCM and fluid fields are assumed to be initially at the PCM melting temperature, 

i.e. Tf = Tp = Tm at t=0. 

It is helpful to non-dimensionalize the set of equations here to ensure generality of the results. 

The following non-dimensionalization scheme is followed: 𝜃𝜃𝑝𝑝 = 𝑇𝑇𝑝𝑝−𝑇𝑇𝑚𝑚
𝑇𝑇∞−𝑇𝑇𝑚𝑚

, 𝜃𝜃𝑓𝑓 = 𝑇𝑇∞−𝑇𝑇𝑓𝑓
𝑇𝑇∞−𝑇𝑇𝑚𝑚

, 𝜉𝜉 = 𝑥𝑥
𝐿𝐿
, 𝜂𝜂 =

𝑦𝑦
𝐿𝐿
, 𝜏𝜏 = 𝛼𝛼𝑝𝑝𝑡𝑡

𝐿𝐿2
, 𝛼𝛼�𝑓𝑓 = 𝛼𝛼𝑓𝑓

𝛼𝛼𝑝𝑝
, 𝑘𝑘�𝑓𝑓 = 𝑘𝑘𝑓𝑓

𝑘𝑘𝑝𝑝
, 𝑢𝑢� = 𝑢𝑢𝐿𝐿

𝛼𝛼𝑝𝑝
, �̅�𝜕 = 𝑣𝑣𝐿𝐿

𝛼𝛼𝑝𝑝
, 𝛿𝛿�̅�𝑡 = 𝛿𝛿𝑡𝑡

𝐿𝐿
, 𝑆𝑆𝑡𝑡𝑒𝑒 = 𝐶𝐶𝑝𝑝(𝑇𝑇∞−𝑇𝑇𝑚𝑚)

𝐿𝐿𝑝𝑝
. Note that 𝐿𝐿 is an arbitrary 

length scale, which can be taken to be 1. 𝑇𝑇∞ − 𝑇𝑇𝑚𝑚 > 0 in the present melting problem. Based on 

this, the non-dimensional equations to solve the temperature field and determine the propagation 

of the melting front can be expressed as follows: On the fluid side, 

𝜕𝜕𝑢𝑢�
𝜕𝜕𝜉𝜉

+
𝜕𝜕�̅�𝜕
𝜕𝜕𝜂𝜂

= 0 
(13) 

𝑢𝑢�
𝜕𝜕𝑢𝑢�
𝜕𝜕𝜉𝜉

+ �̅�𝜕
𝜕𝜕𝑢𝑢�
𝜕𝜕𝜂𝜂

= 𝑃𝑃𝑟𝑟 ∙ 𝛼𝛼�𝑓𝑓
𝜕𝜕2𝑢𝑢
𝜕𝜕𝜂𝜂2

 
(14) 

𝛼𝛼�𝑓𝑓
𝜕𝜕2𝜃𝜃𝑓𝑓
𝜕𝜕𝜂𝜂2

=
𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕𝜏𝜏

+ 𝑢𝑢�
𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕𝜉𝜉

+ �̅�𝜕
𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕𝜂𝜂

 
(15) 

𝜃𝜃𝑓𝑓 = 0 𝜂𝜂 >=𝛿𝛿�̅�𝑡 (16) 

𝜃𝜃𝑓𝑓 = 0;𝑢𝑢� = 𝜕𝜕�∞  𝜉𝜉 =0 (17) 

where 𝑃𝑃𝑟𝑟 = 𝜈𝜈𝑓𝑓/𝛼𝛼𝑓𝑓 is the Prandtl number and 𝜕𝜕�∞ = 𝜕𝜕∞𝐿𝐿/𝛼𝛼𝑝𝑝 is the non-dimensional freestream 

velocity.  

On the PCM side, 
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𝜕𝜕2𝜃𝜃𝑝𝑝
𝜕𝜕𝜂𝜂2

=
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝜏𝜏

 
(18) 

𝜃𝜃𝑝𝑝 = 0 𝜂𝜂=𝜂𝜂𝐿𝐿𝐿𝐿 (19) 

−𝑆𝑆𝑡𝑡𝑒𝑒
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝜂𝜂

=
𝑑𝑑𝜂𝜂𝐿𝐿𝐿𝐿
𝑑𝑑𝜏𝜏

 
𝜂𝜂=𝜂𝜂𝐿𝐿𝐿𝐿 (20) 

Where 𝜂𝜂𝐿𝐿𝐿𝐿 = 𝑦𝑦𝐿𝐿𝐿𝐿/𝐿𝐿 is the non-dimensional location of the phase change front. 

Finally, at the PCM-fluid interface, 

 𝜃𝜃𝑓𝑓 = 𝜃𝜃𝑙𝑙;  𝜃𝜃𝑝𝑝 = 1 − 𝜃𝜃𝑙𝑙 𝑎𝑎𝑡𝑡 𝜂𝜂 = 0  (21) 

 
−𝑘𝑘�𝑓𝑓

𝜕𝜕𝜃𝜃𝑓𝑓
𝜕𝜕𝜂𝜂

= −
𝜕𝜕𝜃𝜃𝑝𝑝
𝜕𝜕𝜂𝜂

= 𝐺𝐺(𝜉𝜉, 𝜏𝜏)  
𝑎𝑎𝑡𝑡 𝜂𝜂 = 0 (22) 

Where 𝐺𝐺(𝜉𝜉, 𝜏𝜏) = 𝑞𝑞𝑙𝑙(𝑥𝑥,𝑡𝑡)𝐿𝐿
𝑘𝑘𝑝𝑝(𝑇𝑇∞−𝑇𝑇𝑚𝑚) and 𝜃𝜃𝑙𝑙(𝜉𝜉, 𝜏𝜏) = 𝑇𝑇∞−𝑇𝑇𝑙𝑙(𝑥𝑥,𝑡𝑡)

𝑇𝑇∞−𝑇𝑇𝑚𝑚
 are the non-dimensional interface flux and 

temperature distributions, respectively. 

 Equations (13)-(22) fully define the conjugate heat transfer problem considered here. 

Section 2.4 discusses an iterative approach to solve this problem by dividing it into two sub-

problems and utilizing temperature and heat flux conservation at the interface to match the two 

solutions. This technique utilizes solutions for two sub-problems in the PCM and flow regions, 

respectively, which are first presented in the next two sub-sections. 

6-2-2. Solution of phase change sub-problem 

The problem defined in section 2.1 is solved iteratively, making use of two previously-

reported techniques to solve the PCM and fluid flow problems separately [9,24]. Figures 2(a) and 
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2(b) show schematics of the two separate sub-problems. Solutions of the two sub-problems are 

needed to drive the iterative procedure. Solution for the PCM and fluid flow sub-problems are 

described in this and next sub-section, respectively. The iterative technique that combines these 

two solutions is discussed in section 2.4. 

First, the PCM problem is considered. In this case, the governing equations are given by 

equations (18)-(20), and the boundary condition at the PCM-flow interface, 𝜂𝜂 = 0 is given by 

equation (22). Since heat transfer within the PCM in x direction is neglected, therefore, for any 

location x, this is a problem of one-dimensional phase change with time-dependent heat flux 

boundary condition. A perturbation method based solution of this problem has been presented in 

the literature [k]. Assuming that the Stefan number is small, the perturbation method expresses the 

temperature distribution in a power series involving Ste. By using the energy balance at the phase 

change front as well as the time-dependent heat flux boundary condition specified at 𝜂𝜂 = 0, the 

following expression for the temperature distribution into the PCM at any location  𝜉𝜉 : 

 𝜃𝜃𝑝𝑝(𝜂𝜂, 𝜂𝜂𝐿𝐿𝐿𝐿) = 𝜃𝜃0(𝜂𝜂, 𝜂𝜂𝐿𝐿𝐿𝐿) + 𝑆𝑆𝑡𝑡𝑒𝑒 ∙ 𝜃𝜃1(𝜂𝜂, 𝜂𝜂𝐿𝐿𝐿𝐿) + 𝑆𝑆𝑡𝑡𝑒𝑒2 ∙ 𝜃𝜃2(𝜂𝜂, 𝜂𝜂𝐿𝐿𝐿𝐿) (23) 

where 

 𝜃𝜃0(𝜂𝜂, 𝜂𝜂𝐿𝐿𝐿𝐿) = −𝐺𝐺(𝜂𝜂 − 𝜂𝜂𝐿𝐿𝐿𝐿) (24) 

 
𝜃𝜃1(𝜂𝜂, 𝜂𝜂𝐿𝐿𝐿𝐿) = 𝐺𝐺 �−

𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
�
𝜂𝜂3 − 𝜂𝜂𝐿𝐿𝐿𝐿3

6
� + �𝐺𝐺(𝑡𝑡) +

𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
𝜂𝜂𝐿𝐿𝐿𝐿� �

𝜂𝜂2 − 𝜂𝜂𝐿𝐿𝐿𝐿2

2
�� 

(25) 

 𝜃𝜃2(𝜂𝜂, 𝜂𝜂𝐿𝐿𝐿𝐿) =
𝐴𝐴

20
(𝜂𝜂5 − 𝜂𝜂𝐿𝐿𝐿𝐿5 ) +

𝐵𝐵
12

(𝜂𝜂4 − 𝜂𝜂𝐿𝐿𝐿𝐿4 ) +
𝐶𝐶
6

(𝜂𝜂3 − 𝜂𝜂𝐿𝐿𝐿𝐿3 ) +
𝐷𝐷
2

(𝜂𝜂2 − 𝜂𝜂𝐿𝐿𝐿𝐿2 ) (26) 
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𝐴𝐴 = −

1
6
𝐺𝐺 ��

𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
�
2

+
𝐺𝐺 ′′

(𝜂𝜂𝐿𝐿𝐿𝐿′ )2
𝐺𝐺� 

(27) 

 
𝐵𝐵 =

1
2
𝐺𝐺 �𝜂𝜂𝐿𝐿𝐿𝐿 ��

𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
�
2

+
𝐺𝐺 ′′

(𝜂𝜂𝐿𝐿𝐿𝐿′ )2
𝐺𝐺� + 3𝐺𝐺

𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
� 

(28) 

 
𝐶𝐶 = 𝐺𝐺

𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
�𝜂𝜂𝐿𝐿𝐿𝐿 �𝜂𝜂𝐿𝐿𝐿𝐿

𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
+ 𝐺𝐺� −

𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
𝜂𝜂𝐿𝐿𝐿𝐿2

2
� 

(29) 

 

𝐷𝐷 =

⎣
⎢
⎢
⎢
⎢
⎡−𝐺𝐺 �𝜂𝜂𝐿𝐿𝐿𝐿

𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
+ 𝐺𝐺��𝜂𝜂𝐿𝐿𝐿𝐿 �𝜂𝜂𝐿𝐿𝐿𝐿

𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
+ 𝐺𝐺� −

𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
𝜂𝜂𝐿𝐿𝐿𝐿2

2
� +

𝐺𝐺 �−2𝐺𝐺
𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
𝜂𝜂𝐿𝐿𝐿𝐿2 − 𝜂𝜂𝐿𝐿𝐿𝐿𝐺𝐺2 −

1
3
𝜂𝜂𝐿𝐿𝐿𝐿3 ��

𝐺𝐺 ′

𝜂𝜂𝐿𝐿𝐿𝐿′
�
2

+
𝐺𝐺 ′′

(𝜂𝜂𝐿𝐿𝐿𝐿′ )2
𝐺𝐺��

⎦
⎥
⎥
⎥
⎥
⎤

 

(30) 

where ′ and ′′ refer to differentiation with respect to time. 

In equations (24)-(30), the location of the phase change front can be determined by solving 

the following differential equation numerically 

 
𝑑𝑑𝜂𝜂𝐿𝐿𝐿𝐿
𝑑𝑑𝜏𝜏

= −𝑆𝑆𝑡𝑡𝑒𝑒

⎣
⎢
⎢
⎢
⎡−𝐺𝐺 + 𝑆𝑆𝑡𝑡𝑒𝑒 × 𝐺𝐺 ��𝑦𝑦𝐿𝐿𝐿𝐿

𝐺𝐺′

𝑦𝑦𝐿𝐿𝐿𝐿′
+ 𝐺𝐺�𝑦𝑦𝐿𝐿𝐿𝐿 −

𝐺𝐺′

𝑦𝑦𝐿𝐿𝐿𝐿′
𝑦𝑦𝐿𝐿𝐿𝐿2

2
� +

𝑆𝑆𝑡𝑡𝑒𝑒2 �
𝐴𝐴
4
𝑦𝑦𝐿𝐿𝐿𝐿4 +

𝐵𝐵
3
𝑦𝑦𝐿𝐿𝐿𝐿3 +

𝐶𝐶
2
𝑦𝑦𝐿𝐿𝐿𝐿2 + 𝐷𝐷𝑦𝑦𝐿𝐿𝐿𝐿� ⎦

⎥
⎥
⎥
⎤
 

(31) 

As discussed in section 2.4, the temperature at the PCM-fluid interface obtained from equation 

(23) is used for heat transfer analysis of the fluid flow sub-problem, which is discussed next. 

6-2-3. Solution of convective heat transfer sub-problem 

As shown schematically in Figure 2(b), the fluid flow problem comprises laminar, 

incompressible fluid flow with uniform freestream velocity U∞ and temperature T∞ past a flat plate 
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with a given temperature θs(x,t). The mass, momentum and energy conservation equations for this 

problem are given by equations (1-3), along with the boundary/initial conditions given by 

equations (4-7). An additional boundary condition is that of a given tempearture θs(x,t) at the flat 

plate. The interest is in solving this set of equations to determine the plate heat flux as a function 

of space and time, qs(x,t). While standard solutions are available for this problem in case of a 

constant plate temperature [19], the case of a temperature that varies in both space and time – as 

is the case for the PCM melting problem being discussed here – is more complicated. Recently, a 

solution for this problem has been proposed through the use of Karman-Pohlhausen polynomials. 

In this technique, the velocity and temperature distributions within the fluid flow are expressed in 

terms of third-order polynomials. Coefficients of these Karman-Pohlhausen polynomials are 

chosen to satisfy all boundary conditions, which is known to result in very good accuracy [19].  

By inserting these expressions in the energy conservation equation (15), the following partial 

differential equation can be derived: 

 
𝑟𝑟3 + 4𝜉𝜉𝑟𝑟2

𝜕𝜕𝑟𝑟
𝜕𝜕𝜉𝜉

+ 2𝜉𝜉𝑟𝑟3
1
𝜃𝜃𝑙𝑙
𝜕𝜕𝜃𝜃𝑙𝑙
𝜕𝜕𝜉𝜉

+ 5
𝜉𝜉
𝜕𝜕�∞

�
𝑟𝑟2

𝜃𝜃𝑙𝑙
𝜕𝜕𝜃𝜃𝑙𝑙
𝜕𝜕𝜏𝜏

+ 𝑟𝑟
𝜕𝜕𝑟𝑟
𝜕𝜕𝜏𝜏
� =

13
14

𝑃𝑃𝑟𝑟 
(32) 

Where 𝑟𝑟 = 𝛿𝛿�𝑡𝑡
𝛿𝛿�

 and  𝛿𝛿̅ = 4.64�𝛼𝛼�𝑓𝑓𝑃𝑃𝑟𝑟𝑃𝑃
𝑈𝑈�∞

 

 𝑟𝑟 = 0 𝑎𝑎𝑡𝑡 𝜏𝜏 = 0 (33) 

 𝑟𝑟 = 0 𝑎𝑎𝑡𝑡 𝜉𝜉 = 0 (34) 

Once equation (32) is solved, heat flux at the plate interface is determined by  
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𝐺𝐺(𝜉𝜉, 𝜏𝜏) = −

3
2

𝑘𝑘�𝑓𝑓𝜃𝜃𝑙𝑙(𝜉𝜉, 𝜏𝜏)

�4.64�
𝛼𝛼�𝑓𝑓𝑃𝑃𝑟𝑟𝜉𝜉
𝜕𝜕�∞

� 𝑟𝑟(𝜉𝜉, 𝜏𝜏)

 
(35) 

Note that equations (32)-(35) represent a non-linear partial differential equation for the 

interface flux distribution, and the interface temperature 𝜃𝜃𝑙𝑙(𝜉𝜉, 𝜏𝜏) appearing in these equations is 

known from the plate boundary condition. While an analytical solution of equations (32)-(35) is 

unlikely to exist, a numerical integration of equation (32) can be carried out easily to determine 

the interface heat flux in response to a given interface temperature distribution. As discussed in 

the next sub-section, the heat flux determined in this manner is used in the iterative approach to 

solve the combined, conjugate heat transfer problem. 

 

Figure 2. Schematic of (a) the PCM sub-problems; (b) flow sub-problems. 
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6-2-3 Iterative technique 

An iterative technique is used to combine the solutions of the two sub-problems described in 

sections 2.2 and 2.3 in order to solve the combined problem. This technique starts by assuming a 

distribution for the interfacial heat flux, 𝐺𝐺(𝜉𝜉, 𝜏𝜏). Based on this, the PCM sub-problem is solved, as 

described in section 2.2. Specifically, the interfacial temperature distribution 𝜃𝜃𝑙𝑙(𝜉𝜉, 𝜏𝜏) = 1 −

𝜃𝜃𝑝𝑝(𝜉𝜉, 𝜂𝜂 = 0, 𝜏𝜏) is determined from equation (23). 𝜃𝜃𝑙𝑙(𝜉𝜉, 𝜏𝜏) is then used to solve the flow sub-

problem as described in section 2.3. The plate flux distribution 𝐺𝐺(𝜉𝜉, 𝜏𝜏) computed from the solution 

of the flow sub-problem, given by equation (25) is computed. This is used to update the assumed 

plate temperature distribution by solving the PCM sub-problem again. A blend factor β is used to 

combine the old and computed plate temperature distributions to provide the new plate temperature 

distribution, with which to carry out the next iteration. Convergence is obtained when the old and 

computed plate temperature distributions are within tolerance of each other, so that further iterative 

computations do not change the solution by much. Figure 3 shows a flowchart of this iterative 

process for solving the conjugate problem involving both PCM and fluid flow regions.  
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Figure 3. Flowchart of this iterative process for solving the conjugate problem involving both 
PCM and fluid flow regions. 

 

6-3. Results and discussion 

6-3-1. Iterative model validation 

The iterative technique for the solving the complete conjugate PCM-flow problem discussed 

in section 2 is first compared with numerical simulation and the comparison is presented in Figure 

4. In this case, air flow at 𝜕𝜕�∞ = 8.36 × 108over a 0.1m long octadecane bed is considered. 

Freestream air temperature is 50 °C above the PCM melting temperature. Room temperature 
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values are used for thermal properties of air. Figure 4(a) shows a comparison of interface 

temperature distribution determined from the iterative model presented in Section 2 with numerical 

simulation results at 𝜏𝜏 = 8.36 × 10−6. The model is found to be in good agreement with numerical 

simulation. Figure 4(b) plots a comparison of heat flux distribution at the PCM flow interface at 

𝜏𝜏 = 8.36 × 10−6. Similar to Fig. 4(a), good agreement is obtained between the model and 

numerical simulation. 

 

Figure 4. Comparison of the iterative approach with numerical simulation for the complete 
problem for distribution of (a) Interface temperature and (b) Heat flux at 𝜏𝜏 = 8.36 × 10−6. In 

these plots, 𝜕𝜕�∞ = 8.36 × 108 and Ste=0.4713 

Due to the iterative nature of the conjugate technique presented in this work, it is important to 

characterize iterative convergence and determine the number of iterations needed for a desired 

level of accuracy. While a general mathematical analysis of the convergence characteristics is very 

difficult, the evolution of the computed solution over several iterations is investigated for a 

representative problem. For the same parameters as Figure 5, except Ste=0.188, the computed 

temperature distribution at the PCM-flow interface at 𝜏𝜏 = 8.36 × 10−6 s is plotted at the end of 

one, three and five iterations in Figure 5(a). The initial guess of 𝜃𝜃𝑙𝑙 = 1 is also shown. Figure 5 

shows rapid convergence of the computed temperature distribution, which, stabilizes and does not 

show any appreciable change subsequent to three iterations. This indicates that for a typical PCM-
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flow problem, only around three iterations may be sufficient to reach a converged result. This 

finding is of much practical relevance, since a small number of iterations results in significant 

saving in computational cost. 

A melting point temperature distribution at the interface is a reasonable initial guess, 

particularly for large ξ, since the temperature distribution at the interface is expected to be close to 

zero, bounded on the other end by the freestream temperature. However, in general, it is also 

important to determine the impact of the initial guess on the converged results and to verify that 

the converged solution is independent of the initial guess. This is particularly important when an 

initial guess may be significantly different from the converged solution. In order to investigate 

this, the iterative technique is carried out with two distinct – and very different – initial guesses. 

The convergence of these two cases is shown in Figure 5(b), in terms of temperature distributions 

at the end of successive iterations. It is shown that while the two cases considered here start from 

different points, both rapidly converge to the same temperature distribution. The temperature 

distributions at the end of five iterations for both cases are practically identical, as shown in Figure 

5(b). 

 

Figure 5. Validation of the iterative approach (a) interface temperature evolution over iterations 
and (b) effect of initial guess on the converged interface temperature. In these plots, 𝜕𝜕�∞ =

8.36 × 108, Ste=0.188 and 𝜏𝜏 = 8.36 × 10−6. 
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6-3-2. Model applications 

The application of the iterative technique for understanding conjugate PCM-flow problems 

and the impact of various problem parameters on system performance is discussed next. The two 

key performance parameters of interest include the rate of phase change propagation into the PCM, 

and the amount of energy stored into or released from the PCM. Figure 6 plots the phase change 

front, ηLS distribution over the PCM bed at multiple times for a representative problem of flow of 

𝜕𝜕�∞ = 8.36 × 108 and Ste=0.188 over an octadecane bed. As expected, the highest amount of 

phase change occurs close to the leading edge where the boundary layer is thinnest, resulting in 

very large rate of heat flow. As ξ increases, the boundary layer grows, heat flux reduces, and 

therefore, the extent of phase change is also lower.  

 

Figure 6. Melting front thickness distribution over the flat PCM bed at different times. In this 
plot, 𝜕𝜕�∞ = 8.36 × 108 and Ste=0.4713 

 

Thermal conductivities of the fluid and PCM are the key thermal properties that influence 

phase change propagation and energy storage. The impact of these properties on system 

performance is investigated next. Figure 7(a) plots the total energy stored in the PCM as a function 
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of 𝑘𝑘�𝒑𝒑, while holding all other parameters constant, including 𝑘𝑘�𝒇𝒇. For this analysis, air with U�∞ =

8.36 × 108 and Ste=0.4713 is assumed to flow over a PCM bed for 𝜏𝜏 = 4.18 × 10−6. Figure 7(b) 

shows the total energy stored in the PCM as a function of 𝑘𝑘�𝒇𝒇, while other parameters, including 𝑘𝑘�𝒑𝒑 

are held constant. These plots show that the total energy stored is a much stronger function of 

thermal conductivity of the fluid rather than of the PCM. This indicates that under these conditions, 

the rate-limiting step in heat transfer and energy storage is on the fluid flow side rather than the 

PCM side. Therefore, efforts on improving energy storage must focus on improving convective 

heat transfer to/from the fluid rather than phase change heat transfer in the PCM. 

 

 

Figure 7. Total energy stored in the PCM up to 𝜏𝜏 = 4.18 × 10−6 as a function of (a) PCM 
thermal conductivity and (b) fluid flow thermal conductivity. In this plot, 𝜕𝜕�∞ = 8.36 × 108 and 

Ste=0.4713 
 

6-4. Conclusions 

Understanding the nature of convective heat transfer in a flat bed PCM system is important to 

improve performance of latent energy storage systems. Generally, the heat transfer coefficient at 
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the PCM-flow interface is a function of both space and time which results in a complicated non-

linear heat flux distribution at the interface. The present work establishes an analytical iterative 

approach to solve the conjugate heat transfer problem with heat transfer in the PCM and convective 

heat transfer in the fluid flow. The approach account for transient space varying conjugate heat 

transfer which was not accounted in the past. 

From a theoretical perspective, this work improves the understanding of heat transfer in flat 

bed PCM systems. From a practical perspective, dependence of total heat stored in the system on 

thermal conductivity of the fluid and PCM is discussed. The results show that total heat stored is 

a much stronger function of thermal conductivity of the fluid rather than of the PCM. Phase change 

front propagation is also determined. The results may contribute towards design optimization of 

such systems for practical engineering applications.  

The present work neglects the effect of natural convection in the liquid phase of PCM, which 

is not important for the PCM slabs mounted horizontally in a system. 

 

6-5. Nomenclature 

c specific heat capacity, Jkg-1K-1 

G nondimensional heat flux, 𝐺𝐺 = 𝑞𝑞𝑙𝑙𝐿𝐿
𝑘𝑘𝑝𝑝(𝑇𝑇∞−𝑇𝑇𝑚𝑚) 

k thermal conductivity, Wm-1K-1 

L reference length scale, m 

Lp latent heat of fusion, Jkg-1 

Pr Prandtl number 
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q heat flux, Wm-2 

Re Reynolds number 

Ste Stefan number, 𝑆𝑆𝑡𝑡𝑒𝑒 = 𝑐𝑐𝑝𝑝(𝑇𝑇∞−𝑇𝑇𝑚𝑚)
𝐿𝐿𝑝𝑝

 

t time, s 

T temperature, K 

Tm melting temperature, K 

u,v Velocities in x and y directions, ms-1 

x spatial coordinate, m 

θ nondimensional temperature, K 

τ nondimensional time, 𝜏𝜏 = 𝛼𝛼𝑝𝑝𝑡𝑡
𝐿𝐿2

  

α thermal diffusivity, m2s-1 

𝜈𝜈 kinematic viscosity, m2s-1 

ρ mass density, kgm-3 

δ boundary layer thickness. m 

ξ,η nondimensional spatial coordinates, 𝜉𝜉 = 𝑥𝑥
𝐿𝐿
, 𝜂𝜂 = 𝑦𝑦

𝐿𝐿
 

Subscripts 

f fluid flow 

LS solid-liquid interface 

p phase change material 

s PCM- fluid flow interface 
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t thermal 

∞ freestream 
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7-1. Introduction 

The intermittent nature of renewable energy sources such as solar and wind power necessitates 

a robust mechanism for energy storage. A number of different energy storage technologies have 

been investigated in the past, including sensible and latent thermal energy storage [1], 

thermochemical energy storage [2], electrochemical energy storage [3], etc. Amongst these, 

electrochemical energy storage in Li-ion based cells and battery packs offers several advantages, 

such as compact energy storage, high discharge rates, etc. As a result, Li-ion cells have been widely 

investigated for electrochemical energy storage, in addition to applications in consumer 

electronics, electric vehicles and military applications [4]. Overheating of Li-ion cells during 

energy conversion and storage processes presents a key technological challenge that affects both 

performance and safety [5,6]. Heat generated in a Li-ion cell during charge or discharge leads to 

significant temperature rise due to its poor thermal conductivity [7]. If the temperature exceeds a 

certain threshold, a series of cascading exothermic decomposition reactions occur that result in 

ever-increasing cell temperature, eventually leading to fire and explosion [8]. Manufacturers often 

specify a maximum permission temperature in the range of 60-70 °C to avoid thermal runaway. 

On the other hand, low temperature operation of Li-ion cells is also undesirable, as it has been 

shown to reduce performance and lifetime [9]. A Li-ion cell at low temperature must be rapidly 

heated up to an optimum window of 15 °C to 35 °C. This is a particularly important consideration 

for Li-ion cells in an electric vehicle that may be required to rapidly start and operate in cold 

climates.  

As a result of these considerations, a robust, dual-purpose thermal management system is 

critically important for the performance and safety of Li-ion cells. The thermal management 

system must be able to limit cell temperature rise due to heat generation during charge/discharge. 
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It must also be able to rapidly heat up the cell from a low temperature ambient. Ideally, the same 

thermal management technique must be able to address both heating and cooling requirements, 

with seamless switching between the two modes. 

A number of different approaches have been demonstrated separately for cell cooling and 

heating. Cooling approaches include air and liquid cooling [10], heat pipes [11], phase change 

cooling [12] and thermoelectric cooling [13]. Air cooling is typically easiest to implement, but 

may not be effective in aggressive conditions. Studies on air cooling systems have mainly focused 

on optimization of flow configuration and cell layout. Results of a parametric study on staggered 

battery pack identified top-located airflow inlet and outlet as the best cooling strategy [14]. 

Operating air flow pattern including forward and backward cycle was proposed to optimize 

temperature distribution of a single pouch cell [15]. Compared to air cooling, liquid cooling 

systems remove more heat, but are more complicated and required greater power [16]. 

Experiments on thermal silica plates integrated with water tubes show significant increase in 

cooling capacity and reduction in maximum temperature of the battery module [17]. Many other 

papers have also reported on optimization of cold plates for water cooling battery thermal 

management systems [16,18,19]. Phase change and heat pipe based thermal management systems 

offer the advantage of being passive in nature [20]. In order to heat up a cell in a cold climate, 

Joule heating in a metal foil inserted in the cell has been shown to result in rapid self-heating [21]. 

Self-heating using alternate current passed through the cell has also been proposed [22]. Most 

thermal management approaches investigated in the past, including the literature cited above, do 

not address both cooling and heating requirements of a Li-ion cell. 

Thermoelectric based thermal management may be an attractive approach for Li-ion cells 

because of the dual ability to remove heat from and pump heat into the cell as needed. 
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Thermoelectric modules are solid-state heat pumps that produce a directional heat flow in response 

to an applied potential difference based on Peltier effect [23]. A standard single stage 

thermoelectric module consists of N-type and P-type semiconductor junctions connected 

electrically in series and thermally in parallel [24]. A potential difference applied across the device 

results in the flow of heat from one face to the other. Reversing the polarity of the potential 

difference results in reversal of direction of heat flow, and therefore, heat can be either removed 

or pumped into the system of interest. Performance of a thermoelectric element is characterized 

by the figure of merit, which is governed by the Seebeck coefficient, electrical conductivity and 

thermal conductivity of the thermoelectric element. Bismuth telluride (Bi2Te3) alloys are widely 

used bulk material in commercial thermoelectric elements [25].  Thermoelectric elements offer 

reliable and passive operation, with no moving parts, but often suffer from high power 

consumption due to low figure of merit [26].  

Despite the high power consumption, a thermoelectric element may be suitable for Li-ion cell 

thermal management for niche applications where cooling during charge/discharge and heating in 

a low temperature ambient are both critical needs. While thermoelectric elements have been used 

widely for heating and cooling, their application for thermal management of Li-ion cells is 

somewhat limited. Most available literature focuses on numerical simulations rather than 

experimental measurements. More importantly, the dual use of thermoelectric elements for cooling 

and heating of Li-ion cells has not been recognized and investigated in the past. Numerical 

simulation of thermoelectric cooling has been compared to experimental data in the context of 

cooling of battery pack of an electrical vehicle [27]. In a related study, cooling of Lithium iron 

phosphate cells with thermoelectric element was evaluated [28]. Numerical simulation of a battery 

pack cooled by thermoelectric elements was carried out [29]. Heat exchanger design optimization 
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was performed with numerical simulation of a battery cell cooled by thermoelectric modules [30]. 

In another paper, thermoelectric elements were used to cool down the heat transfer fluid that in 

turn cools a cylindrical heater that mimics a Li-ion cell [31]. Given the theoretical possibility of 

obtaining both cooling and heating effects by reversing the polarity of the thermoelectric current, 

thermoelectric elements may offer an attractive approach for dual-purpose thermal management 

of a Li-ion cell. 

This paper presents experimental and numerical analysis of dual-purpose thermal 

management of a Li-ion polymer cell using thermoelectric elements. Excellent cooling of the cell 

at aggressive discharge rates, as well as rapid heating of the cell in a low temperature ambient are 

demonstrated by simply reversing the polarity of thermoelectric current. Experimental data are 

found to be in very good agreement with numerical simulations. These results demonstrate the 

capability of thermoelectric elements to address two critical thermal management challenges in 

Li-ion cells. Experiments and numerical simulations are described in sections 2 and 3, respectively. 

Section 4 discusses key results, including experimental measurements, comparison with numerical 

simulations and prediction of core temperature of Li-ion cell.  

7-2. Experiments 

All experiments are carried out on a Li-ion polymer cell  manufactured by Skyrich Battery 

Company. The cell has 4000 mAh nominal capacity and 3.2 V nominal voltage. Cell dimensions 

are 51.0 mm by 142.5 mm by 6.3 mm thick. The thermoelectric elements used in this work are 

manufactured by Hebei I.T. (Shanghai) Co. The rated maximum current and voltage of each 

thermoelectric element are 6.4 A and 16.4 V, respectively. Since each thermoelectric element 

covers an area of around 40 mm by 40 mm, the Li-ion cell is covered by three thermoelectric 
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elements on each face for full coverage. All thermoelectric elements are connected in series to an 

Extech Instruments DC power supply (model number 382270).  

Figure 1 shows a picture of the first set of experiments in which the cooling effect of 

thermoelectric elements during high-rate cell discharge is characterized. In these experiments, a 9-

fin aluminum heat sink, and a brushless DC fan are mounted on the hot side of the thermoelectric 

elements for heat removal to ambient air. The fans are powered by a 12 V Keysight E3644A power 

supply. The Li-ion cell is charged/discharged in room temperature ambient by a Kikusui PFX2512 

battery charge/discharge controller that controls an electronic load PLZ14W and a power supply 

unit PWR800L for desired charge/discharge cycling of the cell. BPChecker3000 software is used 

for programming the charge/discharge cycle and for acquiring cell voltage and current data. Cell 

surface temperature is measured at two points using K-type thermocouples from Omega. 

Thermocouples are connected to a National Instruments NI-9213 data acquisition system 

controlled by LabVIEW software for temperature data acquisition. Three different thermoelectric 

currents and two different discharge rates are investigated in these experiments.  

In the second set of experiments, the heating up of the cell from a cold ambient by the 

thermoelectric elements is investigated. The cell is first kept inside a low temperature chamber 

long enough for thermal equilibration with the set temperature of the cold chamber, and then heated 

up by the thermoelectric elements. Current is passed through the thermoelectric elements with 

switched polarity, so that the side connected to the cell now serves as the hot side, and the 

thermoelectric elements effectively pump heat into the cell, as opposed to removing heat in the 

first set of experiments. Cell temperature data acquisition is carried out similar to the first set of 

experiments. 
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Figure 1. Pictures of the setup for thermoelectric-based cell cooling experiments: (a) and (b) 
show side-view and top-view pictures, respectively; (c) shows a schematic top view, including 

dimensions and thermocouple locations. 

 

7-3 Simulation modeling 

A finite-volume based heat transfer and fluid flow simulation is carried out in ANSYS Icepak 

software that numerically solves the equations governing thermal and fluid flow. These 

simulations serve to validate experimental measurements, as well as predict the core temperature 

of the cell, which is difficult to measure directly due to lack of access to the core of the cell. For 

these simulations, a model of the cell along with thermoelectric elements and heat sink, similar to 

the experimental setup shown in Figure 1(a) is placed inside a cabinet geometry. An opening with 

pressure outlet is considered for the sides of the simulation domain. Continuity, momentum and 

energy equations govern incompressible flow and heat transfer in the simulation as follows: 
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 ∇.𝜕𝜕 = 0 (1) 

 
𝜌𝜌 �
𝜕𝜕𝜕𝜕
𝜕𝜕𝑡𝑡

+ (𝜕𝜕.∇)𝜕𝜕� = −∇p + ∇. τ + ρg 
(2) 

 
𝜌𝜌𝑐𝑐𝑝𝑝 �

𝜕𝜕𝑇𝑇
𝜕𝜕𝑡𝑡

+ (𝜕𝜕.∇)𝑇𝑇� = 𝑘𝑘∇2T + Q 
(3) 

where V, p, τ and Q denote velocity vector, pressure, stress tensor and heat source term 

respectively. ρ, cp, k and g are density, heat capacity, thermal conductivity and acceleration due to 

gravity, respectively. Associated boundary conditions include openings for inflow and outflow, 

while no-slip is defined at other boundaries.      

The geometry of the cell, thermoelectric elements, heat sinks and fans are modeled in order 

to closely match experimental conditions. The simulation domain is meshed with quadrilateral 

elements. A total of 920232 nodes are used. Further mesh refinement is found to result in negligible 

change in results. Values of thermal properties reported for a Li-ion polymer cell of the same 

chemistry and similar size as the present cell [32] are used in simulations. Thermal conductivity 

of the Li-ion cell is modeled to be anisotropic in nature, with values of 0.99 Wm-1K-1 and 24.6 

Wm-1K-1 in the through-plane (thickness) and in-plane directions, respectively. Specific heat 

capacity of the cell is taken to be 1050 Jkg-1K-1, as reported by the same paper. Mass density of 

the cell is determined through measurements to be 2050 kgm-3.  

The value of heat generation rate as a function of C-rate has been reported in the past for a Li-

ion polymer cell of the same chemistry and similar size as the cell in the present study [32, 33]. 

These values of heat generation rate are used in simulations. Heat generation rate is expressed on 

a volumetric basis to account for the different capacities of the present cell and the one in the 
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previous paper. Heat generation rate in the cell is assumed to remain constant during the discharge 

period [34]. The use of previously-reported thermal parameters in these simulations is reasonable 

because the cell in the present has the same chemistry and similar size as the previously-reported 

cell. Unfortunately, direct measurement of heat generation rate was not possible on the present 

cell.  

Standard thermal properties of aluminum are used for the heat sink. Air speed from the fan is 

measured directly using an Extech 45118 anemometer and provided as a boundary condition for 

the simulations. Icepak offers a library of different thermoelectric elements for simulation. In each 

case, the values of thermoelectric element properties including Seebeck coefficient, electrical 

resistivity and thermal conductivity are defined as third-order polynomial functions of absolute 

average temperatures between the cold and hot side. While such data for the specific thermoelectric 

elements used in present experiments are not directly available, values for a thermoelectric element 

from Laird Company, that has very close mechanical and thermal properties compared to the 

present thermoelectric element, are used. Based on the expressions for temperature-dependent 

properties, the thermoelectric effect is simulated and combined with thermal and fluid flow 

calculations to predict temperatures of cold and hot sides of the thermoelectric element for the 

specified thermoelectric current. Considering the standard simplified energy equilibrium for a 

thermoelectric module, the cooling capacity Qc can be described as 

 𝑄𝑄𝑐𝑐 = 𝛼𝛼𝛼𝛼𝑇𝑇𝑐𝑐 − 𝑘𝑘(𝑇𝑇ℎ − 𝑇𝑇𝑐𝑐) − 0.5𝑅𝑅𝛼𝛼2 (4) 

where α, k, R, I, Tc, Th represent Seebeck coefficient, thermal conductivity, resistance, current, 

cold side and hot side temperatures of the TEC module, respectively. The input electrical power 

for the TEC module is given by 
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 𝑃𝑃𝑅𝑅 = 𝛼𝛼𝛼𝛼(𝑇𝑇ℎ − 𝑇𝑇𝑐𝑐) + 𝑅𝑅𝛼𝛼2 (5) 

which represents the sum of Joule heating and work done against the Seebeck effect [24]. 

Mixing length turbulent model is used for flow simulations, which is appropriate due to the 

fairlysimple geometry and flow characteristics [35]. Radiative heat transfer is neglected due to the 

relatively small temperature rise. A fixed time step of 0.05s is used throughout the computations, 

which are run for the entire charge/discharge duration. Residual convergence criterion is set to 10-

5 for continuity and momentum equations, and 10-7 for energy equation. 

7-4. Results and discussion 

A number of experiments are carried out to characterize the cooling and heating aspects of 

thermoelectric-based thermal management. These experiments help understand the extent of 

cooling expected during high-rate discharge, as well as the capability of fast heating of a cell by 

operating the thermoelectric element in reverse polarity. A simulation model is also developed for 

comparison with experimental data. These results are discussed in sub-sections below. 

7-4-1. Cooling effect of thermoelectric elements 

The Li-ion pouch cell is discharged at 4C and 5C rates while being cooled by thermoelectric 

elements on both surfaces using the experimental methodology presented in section 2. The cell 

surface temperature, measured at point A (Figure 1(c)) is plotted as a function of depth of discharge 

(DOD) for 4C and 5C discharge rates in Figures 2(a) and 2(b), respectively. During a discharge 

process, the value of DOD changes from 0.0 (fully charged) to 1.0 (fully discharged). In each case, 

three different thermoelectric cooling currents are used, and compared against the baseline case 

without thermoelectric cooling. Figure 2(a) shows that the cell surface temperature increases 

steadily during 4C discharge for the baseline line without thermoelectric cooling. In comparison, 
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there is a significant reduction in temperature when the thermoelectric element is used. For each 

thermoelectric current, the cell surface temperature first reduces below ambient temperature and 

then slowly rises. Even at the end of the discharge process, the cell surface temperature is actually 

lower than the temperature at the start of the discharge process. Compared to the 20 °C temperature 

rise in the baseline case, this is a very favorable thermal outcome.  

The reason for the temperature dip in the initial period is that as the discharge process 

proceeds, the cell surface is first influenced by the cooling effect of the thermoelectric element, 

which begins as soon as thermoelectric current begins to flow. As expected, the extent of the initial 

temperature reduction is greater for higher thermoelectric currents. As time passes, diffusion of 

heat generated within the cell to the surface becomes more and more significant, causing an 

increase in temperature. While the thermoelectric cooling effect is near-instantaneous, in contrast, 

the heating effect of heat generation within the cell takes longer to reach the cell surface due to the 

finite diffusion timescale. This explains why the cell surface temperature first drops and then 

steadily rises with time. Cell surface temperature at the end of the process is largely invariant of 

the thermoelectric current. 

 

Figure 2. Cell surface temperature as a function of depth of discharge during thermoelectric-
based cooling for (a) 4C, and (b) 5C discharge rates. In each case, data are plotted for three 

different thermoelectric currents and the baseline case with no thermoelectric cooling. 
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The nature of measurements at 5C discharge rate shown in Figure 2(b) is consistent with the 

4C data – cell surface temperature reduces first and then rises steadily. By comparing 

measurements with the baseline case, there is somewhat greater benefit of thermoelectric cooling 

(compared to the baseline) in the 5C case than in the 4C case.  

These data show that thermoelectric cooling is very effective for thermal management during 

high rate discharge – there is nearly zero temperature rise compared to a temperature rise of 20-25 

°C for the baseline case without thermoelectric cooling. Note that the high power consumption of 

the thermoelectric elements may be a concern. The thermoelectric element is estimated to consume 

around 2.6 W power at 0.75 A current. Some strategies to minimize this power consumption may 

be possible. For example, experiments described here resulted in nearly zero temperature rise at 

0.75A thermoelectric current. Depending on the application, it may be possible to tolerate a small 

temperature rise with the benefit of a lower thermoelectric current. Pulsed operation of 

thermoelectric elements may be another option for reducing power consumption. 

7-4-2. Heating effect in cold ambient 

Fast heating of a Li-ion cell in a cold ambient is also an important thermal management need 

for practical applications. For example, in a cold environment, it is important to rapidly heat up 

the cells in an automotive battery pack to the optimal operating temperature range. This may be 

relevant, for example, when an electric car has been parked outside overnight in a very cold climate 

and the battery pack now needs to be rapidly heated up for optimal performance. By reversing the 

polarity of the thermoelectric element, it is possible to pump heat into the Li-ion cell instead of 

removing heat, and thereby help address this important thermal management requirement. 

A number of experiments are carried out in order to characterize the thermoelectric heating 

effect on the Li-ion cell. In each case, the Li-ion pouch cell, with thermoelectric elements attached 
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on both faces is placed in a cold ambient for a long time. Once the cell has reached thermal 

equilibrium with its ambient, electric current is passed through the thermoelectric element with 

reversed polarity compared to experiments in section 4.1, with the goal of providing heating to the 

cell, so that the optimal operating temperature can be reached as soon as possible. Three different 

thermoelectric currents are investigated at two different values of the cold ambient temperature. 

There is no charge/discharge of the cell during these experiments, since the goal is simply to 

characterize the impact of the thermoelectric element on heating up of the cell. 

Figure 3(a) plots cell surface temperature at point A as a function of time for three different 

thermoelectric currents for a 0 °C ambient. In each case, the cell temperature rises with time, with 

a greater rate of increase for larger thermoelectric currents. Taking 20 °C as the target cell 

temperature, it is seen that it takes around 75 s for the cell to heat up when the thermoelectric 

current is somewhat low, at 0.75 A. At greater thermoelectric current, cell temperature rises much 

faster. For both 1.0 A and 1.5 A cases, the cell reaches 20 °C within 30 and 10 seconds, 

respectively, which is a relatively short duration.  

In order to characterize the thermoelectric heating effect in even more stringent conditions, 

these experiments are repeated in a -23 °C ambient. These results, plotted in Figure 3(b) show that 

with 1.5 A thermoelectric current, optimal cell temperature is reached in about 70 seconds. As 

expected, at 1.0 A thermoelectric current, the cell reaches 20 °C after much longer, by around 310 

s. With 0.75 A thermoelectric current, the cell does not reach the optimal 20 °C temperature at all, 

instead stabilizing at a lower temperature. These data are along expected lines, since a lower 

ambient temperature makes it more challenging to heat up the cell, and therefore, it takes longer 

time, and in some cases, the optimal temperature is not reached at all. 
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It is quite significant that the optimal temperature can be reached within 10 s and 70 s for 

ambient temperatures of 0 °C and -23 °C, respectively with 1.5 A thermoelectric current. These 

data show that thermoelectric elements can help heat up a Li-ion cell into its optimal operating 

temperature range within a short time. Following initial warmup, the same thermoelectric element 

can be used for cooling the cell during charge/discharge by simply reversing the polarity of the 

thermoelectric current. This represents effective and seamless management of two key thermal 

challenges in a Li-ion cell.   

 

Figure 3. Cell surface temperature as a function of time during thermoelectric-based heating for 
(a) 0 °C, and (b) -23 °C ambient temperature. In each case, data are plotted for three different 

thermoelectric currents, with polarity reversed compared to cooling experiments. 

 

Taken together, the data in Figures 2 and 3 demonstrate the dual benefit of thermoelectric 

elements. When the cell discharges at a high rate and therefore generates a lot of heat, 

thermoelectric currents may be an effective mechanism for thermal management, resulting in 

nearly zero temperature rise during discharge, while consuming relative low electrical energy. On 

the other hand, when the thermal requirement is to rapidly heat up the cell in a cold ambient, the 

same thermoelectric element, with reversed polarity can drive heat into the cell, thereby rapidly 

heating up the cell. Switching from one to the other merely requires changing the direction of the 
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thermoelectric current. Even in fairly adverse ambient conditions, experiments demonstrate a 

relatively short time to heat up the cell with the thermoelectric element.   

7-4-3. Comparison of measurements with simulations 

As discussed in Section 3, finite-volume simulations are carried out for comparison against 

experimental measurements.  

Figure 4 compares temperature as a function of time obtained from experiments and 

simulations for a 5C discharge process at three different thermoelectric currents in the cooling 

mode. In each case, the cell surface temperature and heat sink temperature on the other face of the 

thermoelectric element are both plotted and compared. For each thermoelectric current, Figure 4 

shows good agreement between experiments and simulations for both cell and heat sink 

temperatures. Simulations confirm the non-monotonic behavior of cell temperature over time due 

to the interplay between thermoelectric heat removal and diffusion of heat generated in the cell. 

As expected, temperature at the heat sink is greater than at the cell surface because the 

thermoelectric element pumps heat from the cell across and into the heat sink. 

While Figure 4 plots the measured data at constant discharge rate for different thermoelectric 

currents, Figure 5 plots the measured data at constant thermoelectric current for different discharge 

rates.  Cell surface and heat sink temperatures are plotted as functions of time for two different 

discharge rates in Figures 5(a) and 5(b). In both cases, the current passing through the 

thermoelectric element is held constant at 1.0 A. Similar to Figure 4, there is good agreement 

between experimental measurements and finite-volume simulations. For both cell and heat sink 

temperatures, the nature of the experimentally measured curve is consistent with that predicted by 

simulations. 
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Figure 4. Comparison of experimental measurement and numerical simulation for cell surface 
and heat sink temperatures during 5C discharge for (a) 0.75 A, (b) 1.0 A, and (c) 1.5 A 

thermoelectric current. 

 

There may be several reasons behind the relatively minor deviation between measurements 

and simulations in Figures 4 and 5. In addition to uncertainties in experimental measurement, the 

constant heat generation rate assumption during the discharge process may also be a source of 

error. Thermal contact resistance between components may play a small role, even though a 

thermal paste is used throughout to minimize contact resistance. 

 

Figure 5. Comparison of experimental measurement and numerical simulation for cell surface 
and heat sink temperatures with 1.0 A thermoelectric current for (a) 4C, and (b) 5C discharge. 

 

7-4-4. Core temperature estimation 

Experimental data presented in Figure 2 show that the cell surface temperature may actually 

decrease during high rate discharge due to the cooling effect of the thermoelectric element. It is 
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important to recognize that cooling impact of the thermoelectric element may be lesser at the core 

of the cell than at the cell surface, due to the large thermal resistance within the cell because of 

low thermal conductivity [7] and large interfacial thermal resistances within the cell [38]. In 

addition to the reported surface temperature measurements, it is important to quantify the impact 

of thermoelectric cooling on the core temperature of the cell.  

Unfortunately, it is not possible to directly measure the core temperature of the cell since a 

temperature sensor may not be inserted into the hermetically sealed cell. While some methods for 

non-invasive core temperature estimation are available [39], these methods may not be directly 

applicable here. In light of these difficulties, finite-volume simulations are carried out to predict 

the core temperature. There is high confidence in the simulation methodology due to good 

agreement with experimental measurements shown in Figures 4 and 5. Simulation results are 

presented in Figure 6 that plots predicted core and surface temperatures as functions of time for a 

5C discharge process with 0.75 A thermoelectric current. Figure 6 shows, as expected, that the cell 

core temperature is greater than the cell surface temperature. Figure 6 shows that while the cell 

surface temperature has a sharp drop followed by gradual rise, the core temperature increases for 

a very small time, followed by a reduction and finally, a gradual increase. This is explained on the 

basis of the balance between heat generation within the cell during discharge and heat removal by 

the thermoelectric element. There is a short period of temperature rise at the cell core due to heat 

generation being dominant until the cooling effect of the thermoelectric element diffuses from the 

cell surface to the cell core. This short period is consistent with the thermal penetration time 

calculated by thermal diffusion considerations. As the core begins to be influenced by the 

thermoelectric element, the core temperature begins to reduce. Eventually, heat generation and 

thermoelectric cooling balance each other out, and the core temperature rises again in a nearly 
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linear fashion until the end of the discharge process. While Figure 6 shows greater temperature 

rise at the core compared to the surface, nevertheless, the net temperature rise during the entire 

process in the presence of thermoelectric cooling is negative even at the cell core.  

 

Figure 6. Core and surface cell temperatures predicted by numerical simulation for 5C discharge 
in the presence of cooling with 0.75 A thermoelectric current. 

 

7-4-5. Effect of partial thermoelectric coverage 

While experiments described above show effective thermal management of the Li-ion cell 

with thermoelectric elements, it is also important to understand the limits of thermoelectric cooling 

in practical scenarios. Specifically, the extent of cooling possible when the thermoelectric elements 

are operating partially must be studied. In order to do so, experiments are carried out where two 

of the three thermoelectric elements on each side of the Li-ion cell are considered to be 

inoperational by cutting off current supply. This mimics a practical scenario of partial failure of 

the thermoelectric-based thermal management system. The geometry for this case is shown in 

Figure 7, which indicates two locations A and B on the cell surface where temperature is measured. 
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While point A is directly under the single operational thermoelectric element, point B is under one 

of the failed thermoelectric elements.  

 

Figure 7. Schematic top view of thermoelectric cooling during partially disabled scenario. Only 
the middle thermoelectric element shown in this Figure is active. 

 

Figure 8 summarizes temperature measurements at points A and B during discharge at 5C rate 

for fully covered and partially covered scenarios. Data are presented for three different 

thermoelectric currents. Figures 8(a)-(c) show that thermal performance at point A in the partially 

covered case is nearly as good as the fully covered case. This is along expected lines, since point 

A lies directly underneath the single operating thermoelectric element, and therefore is not 

dramatically influenced by failure of the other thermoelectric elements. On the other hand, failure 

of two thermoelectric elements does have a more pronounced effect on temperature at point B, as 

shown in Figures 8(d)-(f), even though temperature rise at point B is still lower than the baseline 

case. The behavior described above is consistent for all three thermoelectric currents investigated 
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in these experiments. Figure 8 quantifies the effect of thermoelectric cooling in a scenario of partial 

operation. 

 

Figure 8. Comparison of cell surface temperatures at two different points for fully enabled and 
partially disabled scenarios for three different thermoelectric currents. (a)-(c) plot data for point 
A for 0.75A, 1.0A and 1.5A thermoelectric currents. (d)-(f) present similar data for point B. In 

each case, the baseline temperature curve without thermoelectric cooling is also plotted for 
comparison. 

 

7-4. Conclusions 

This paper shows that thermoelectric elements may offer an effective approach for meeting 

both cooling and heating requirements for a Li-ion cell. Both cooling and heating of a Li-ion cell 

are demonstrated, with good agreement between experimental data and numerical simulation 

results. The seamless switching between cooling and heating modes by simply changing polarity 

of thermoelectric current makes this approach particularly attractive. 

It is important to note that there may be significant energy consumption in the thermoelectric 

elements for thermal management of the Li-ion cell. At 0.75A thermoelectric current, the power 
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consumption in the thermoelectric element is estimated to be 2.6 W. Even though the 

thermoelectric element is able to dissipate the energy it consumes to its hot side, and from there to 

the ambient by the heat sink and fan, nevertheless, the high power consumption of the 

thermoelectric element may be a concern for several applications. The trade-off between thermal 

management and power consumption is likely to be application-specific and needs to be carefully 

considered and optimized. Techniques for minimizing thermoelectric power consumption, such as 

those discussed briefly in section 4.1, need to be investigated further. Despite the high power 

consumption and cost, thermoelectric elements may be suitable for thermal management of Li-ion 

cells in specific applications. 
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Chapter 8 

Conclusion 

10-1. Conclusion 

In chapter 2, theoretical modeling of transient and nonlinear heat transfer in a Cartesian fin-

PCM based storage systems is presented. Governing equations for the temperature distribution are 

derived which account for sensible heat storage and temperature gradient in the melted region. 

These phenomena were not considered in past works. The results establish the existence of an 

optimal fin size that maximizes the benefit of the fin on heat transfer into the PCM. The optimal 

fin size resulting in maximum heat stored into the PCM, and the dependence of this optimal fin 

size on thermal properties may offer guidelines for the design of engineering phase change energy 

storage systems. 

Chapter 3 presents s semi-analytical method to solve transient and non-linear heat transfer in 

cylindrical phase change storage systems for transverse and longitudinal fin configurations. 

Results show key similarities and differences cylindrical fins and Cartesian fins investigated in 
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chapter 2. Similar to Cartesian fins, it is shown that fin insertion increases thermal energy stored 

in the PCM significantly for both transverse and longitudinal fins for a given time. However, in 

contrast with Cartesian fins, the amount of heat stored is not a strong function of fin size. The 

insights that even a small-sized fin results in considerable benefit and that further increasing the 

fin size results in very little incremental benefit are both helpful for practical design of such 

systems.   

Chapter 4 investigates the nature of convective heat transfer on a flat plate in response to a 

plate heat flux that varies in both space and time. The general solution for transient temperature 

distribution over the plate is developed based on integral method and use of fourth-order Karman-

Pohlhausen polynomials. The results improve understanding of external laminar convective heat 

transfer which is applicable to several engineering problems. 

Chapter 5 presents an analytical approach to determine convective heat transfer variation in 

the plate due to the plate temperature varying with both time and space. The generalized developed 

solution shows reasonable accuracy where the results are compared with previous works for 

special cases. It is expected that this approach may help in understanding the heat transfer in flat 

bed PCM storage systems.  

Chapter 6 investigates a conjugate problem of heat transfer within the PCM and convective 

heat transfer in the fluid flow which improves understanding the nature of convective heat transfer 

in a flat bed PCM systems. This work accounts for transient space varying heat transfer coefficient 

at the at the plate which was not accounted in the past. Dependence of total heat stored in the 

system on thermal conductivity of the fluid and PCM is discussed. The results show that total heat 

stored is a much stronger function of thermal conductivity of the fluid rather than of the PCM. The 

results may offer guidelines for design optimization of such systems for engineering applications. 
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Chapter 7 shows experimental results of both cooling and heating of a Li-ion cell. The simple 

switch between cooling and heating modes by simply changing polarity of thermoelectric current 

makes thermoelectric element an effective approach to meet both cooling and heating requirements 

for a Li-ion cell. Despite the high power consumption and cost, thermoelectric elements may be 

suitable for thermal management of Li-ion cells in specific applications. The trade-off between 

thermal management and power consumption is likely to be application based and needs to be 

carefully considered and optimized. 
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