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Abstract 

DESIGN AND CFD ANALYSIS OF BIMETALLIC BASED PASSIVE 

DYNAMIC COLD PLATE FOR HIGH POWER DIRECT-TO-CHIP 

LIQUID COOLING 

(Reprinted with permission © 2021 ASME) [42] 

APURV PRAVIN DESHMUKH 

 

The University of Texas at Arlington, 2021 

 

Supervising Professor: Dereje Agonafer 

Rising demand for high-performance chips results in the need for advanced and 

efficient cooling technologies like direct to chip liquid cooling. Cold plates based utilizing direct 

liquid cooling is one of the most efficient and the most investigated cooling technology 

since the 1980s. Major data services and cloud providers like IBM, Microsoft, and Google had 

already started a shift towards liquid-cooled data centers for their high computational 

servers. At the chip level nowadays, the processors are divided into several cores and each of 

these cores continuously works at varying computational demands. This creates a non-uniform 

heat distribution across the processor, thus, developing a temperature gradient on and around the 

processor. This can lead to localized thermal transients and even thermo-mechanical failures 

in the worst cases to cyclic thermal stresses. This situation arises because the present-day 

cold plates provide the same flow rate irrespective of the IT load which is usually redundant and 

causes excessive water and energy usage. Therefore, to achieve uniform temperature distribution 

and achieve optimal cooling flow rates, new techniques are needed, and this can be done by the 
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deployment of dynamic cold plates. In this paper a concept of self-regulatory flow control strategy 

using bimetal strips is introduced. The proposed novel cold plate design and the damper will 

dynamically change the coolant flow rate to each section according to temperature in that section 

temperature. This design will not only reduce the thermal gradient on the processor but will also 

be beneficial in terms of equipment reliability.  
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Chapter 1 

Introduction 

The use of the data centers has increased since the last decade. The rise in technology such as AI, 

3D mapping, neural networking, machine learning, crypto mining has led the data processing even 

more complicated. This all such applications required tremendous amount of power and all the 

tech- giants has realized that the data processing and data storage in next human need. The 

importance of data has become extremely vital than ever before and to stand beside all processing 

need, the power density on the processing unit such as CPUs, GPUs are also increased 

significantly. Current trend in advancement are clearly indicates that this growth will continue to 

increase. Now a days, the highest operating temperature on the chip is allowed to exceed 100~120° 

C and due to increase in temperature across the module the reliability and the performance issue 

are two major concern all industry is facing.  

The proposed dynamic cold pate design is a 3-part assembly that is divided into three main 

sections. The bottom section of the plate contains 4 different sections of parallel copper 

microchannels through which the coolant flows, extracting the heat. The novel cold plate design 

and the damper will dynamically change the coolant flow rate to each section according to 

temperature in that section, unlike traditional cold plates. This design will not only reduce the 

thermal gradient on the processor but will also be beneficial in terms of equipment reliability.  
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1.1 Air cooling for data center  

The use of the data center has increased past few decades but almost 95% of the data center that 

currently operating are all air cooled. Air cooled data center construction is widely studied, and lot 

of research has been done on the that. Since air cooling has several other applications, people feel 

comfortable with air cooling for their application, and this also makes air cooling cost effective 

and reliable. Typical air cooling for any application contains several cooling units. In data center 

applications, server is stacked up in rack and several racks are placed together and this rack 

consumes huge amount of power. The typical air-cooled data center contains raised floor 

construction as shown in figure 1. Raised floor are made for air to pass thru it and allow rack to 

cool at different location. The computer room air conditioner (CRAC Unit) is present at each data 

center room which allows supply of cold air thru this raised floor. Data centers are divided into 

two aisle, cold aisle and hot aisle. As cold air enters raised floor it passes thru the cold aisle then 

heat is removed from the rack and passes to hot aisle. This hot air is then again collected by CRAC 

unit by natural convection and cooled down and cycle repeats. External chillers are used to perform 

necessary heat exchange in CRAC unit. Approximately 35 to 40 % energy that data center 

consumes consumed by the air-cooling technology that data center uses and due to increase in the 

demand of high-power data center this energy consume by the air cooling is also increasing. 

Processing units like CPUs, GPUs are consuming more power leading more heat generation and 

this effects the air-cooling limitation. Due to this the need of the new cooling technologies are 

currently taking lot of interest. 
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.  

Figure 1 Typical air-cooled data center 

 

1.2 Why Liquid cooling for high power data center? 

Liquid cooling is already in use for many purposes and has proven effective solution for high 

power demand. Liquid cooling has many advantages over air cooling and since 1960 the 

technological advancement in CMOS and research in air cooling once again became a sustainable 

alternative [7-10]. The power on multi-module chip has increased and since Dennard’s scaling is 

now fading, chip manufacturers are compensating their chip power to get improved performance 

with same chip area by increasing the number of transistors on the chip. This has significantly 

improved the use of the liquid cooling system in data center [ 11-13]. Apart from power density, 

liquid cooling would significantly improve the energy efficiency of the system because air cooling 

required substantial amount of power. As said earlier, due to increase in heat dissipation, chip 

performance and reliability are major two concerns arise in air cooling which may leads to thermal 

shutdown and system failure. Liquid cooling system also carries small number of units as 

compared to air cooling system therefore maintenance of the system also become much easier in 
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liquid cooling. The most significant difference between both liquid cooled and air-cooled data 

center is that it allows very reduced amount of noise level as compared to air cooling. Air cooled 

data center running at full capacity might reach the noise level up 85~90 dB which is harmful for 

human ear and work environment to be such high noise level is not desirable for any profession. 

Figure 2. Represents schematic of typical liquid cooled data center in which CDU (Coolant 

distribution unit) is used. It’s a liquid to liquid type heat exchanger which takes facility water 

roughly around 7-9 C and cools the coolant and passes thru the loop. The coolant first enters into 

Row manifold which distributes the coolant to each rack as shown in figure. Rack also has separate 

distribution system called as Rack manifold. Coolant enters to rack manifold thru row manifold 

via hoses and it has inlet and outlet port for each server. All these connections are typically made 

up of hoses and quick disconnect therefore handling and the assembly of these systems are fast 

and easy. Row manifold, Rack manifolds, CDU, all hose connections these are all external parts 

of the liquid cooling system but what responsible for the heat transfer inside the server is a cold 

plate. After entering the server, coolant again distributed to each cold plate thru cooling loop 

connection. Cold plate is usually micro-fin structure made up of copper, sometime aluminum. 

Coolant passes thru this fin, and heat transfer takes place and heated coolant is again supplied back 

to CDU thru rack and row manifolds as shown in figure 2. Figure 3. Represents the schematic of 

the cold plate mounting over the module and figure 4. Is the actual photo of the cold plate from 

company called CoolIT. The high specific heat of the liquid allows liquid cooling to be more 

efficient than air cooling and due to this large heat transfer is takes place in smaller area. Liquid 

cooled data center can be used as a hybrid data center in which high power module can be cooled 

using cold plate and for other components, air cooling with typical fan and heat sink arrangement 

could be implemented [14]. 
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Figure 2.  Liquid-cooled data center 

 

 

Figure 3. Schematic of placement of cold plate 
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Figure 4. Image of cold Plate 

Image source: CoolIT offical website. 
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Chapter 2 

Objective of the study- Need of the dynamic liquid cooling 

The most recent architecture advancement of new processing units contains multiple cores and 

different module on same chip. This advancement in microarchitectures enhanced the performance 

of the computing tremendously. But increase in number of different modules on single chip draws 

different power and creates multiple hotspots on the chip and due to such high temperature region, 

the performance, and the reliability of the chip, both becomes sever problem. To address this issue 

the study of the localize cooling at particular high temperature region in required. This such type 

of dynamic cooling was also executed in air cooling systems and 70% improvement in the 

performance of the data center was observed by controlling fan speed in air vents [15] Even after 

using liquid cooling as primary cooling system, we can still find the hot spot on the chip. Figure 

5. Represent the thermal profile of the typical die where we can clearly see that the temperature 

across CPU module is much higher as compared to another module [16]. The research related 

dynamic cooling shows that the performance of such dynamic cooling system can be improved 

thru machine learning in which speed of the fan and related vent opening can be regulated [17-21]. 

Kasukurthy [22,23] in his paper studied similar dynamic cooling for liquid cooling and developed 

a control strategy and FCD which showed 64% of pumping power saving by controlling flow thru 

each server. In this study conceptual design of the dynamic flow control across the fins of the cold 

plate is proposed. Different types of the flow control strategies and temperature sensitive material 

are studied. The design of the fins in any cold plate are most crucial part of the study therefore 

design optimization study using ANSYS Opti-slang is performed, and fins are designed. This 

proposed dynamic cold plate not only improves the temperature gradient but also can reduce the 

thermal resistance of the cold plate significantly. 
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Figure 5.IR thermal camera image of actual CPU (left) and Thermal profile of Die (right) [15] 

 

 

Chapter 3 

Design of Dynamic Cold plate 

The fins of the cold plate are most important part of the cold plate. All the necessary heat transfer 

is take place at micro channel fins thru which coolant passes. Therefore, design of the fins is crucial 

part in cold plate design. Design of the fins includes important parameter such as fin thickness, 

spacing between two fins, fin length. Apart from this, good cold plate also contains appropriate 

flow rate and pressure drop thru inlet and outlet. The dimension of the cold plate affects the 

pressure drop and pumping power. Therefore, proper optimization of the fin dimensions is 

necessary. Industry manufacturers usually uses 0.1 mm to 1 mm fin thickness but this calculation 

many times made up on experience bases. To get more robust and optimized model for this 

application, ANSYS OptiSlang design optimization is used. ANSYS OptiSlang is a very powerful 

tool and performs very time- consuming manual calculation and gives us best design configuration. 

Another beauty of this software is we can put many design constraints to get accurate results.  

For this application following design variable are considered: 
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Fin thickness: 0.1 -1 mm  

Fin Spacing: 0.2 – 1 mm  

Inlet Velocity:0.029 – 1.91 m/s  

Objective function was to minimize both, pressure drop and Max. temperature across cold plate.  

Fig (1) show different design data point out of which optimum parameters are selected.   

Fin Thickness: 0.48 mm  

Fin Spacing: 0.48 mm  

Inlet Velocity: 0.4 m/s  

Inlet Pressure: 135.46 Pascal  

Max. Temp.: 33.83 ℃   

 

Figure 6. ANSYS OptiSlang design points 

 



10 

3.1 Study of flow control strategies 

Wide number of flow control strategies for miniature flow control are available in industry. 

Out of which, some are listed below in the table 1. Most of the control strategies listed in the table 

requires external power to perform the necessary work. Although the actuation and deflection in 

electronic flow control strategies are much greater, energy required should also be considered. In 

this thesis the idea of the temperature sensing flow control is proposed using shape memory alloy 

and bimetallic strip. These are the only two type of flow control strategies that can be used without 

any external power input. Shape memory alloy remembers particular shape at particular 

temperature and bimetal deflects as temperature changes. 

 

Actuation method Stroke 

(Displacement) 

Response time 

Solenoid Plunger Large Fast 

Disk type piezoelectric Small Fast 

Pneumatic Large Slow 

Shape Memory Alloy Slow Slow 

Thermo-pneumatic Medium Medium 

Electromagnetic Large Fast 

Bimetallic Strip Small Medium 

 

Table 1. List of the flow control strategies 
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After selecting shape memory alloy and bimetal to proceed with for dynamic flow control across 

the cold plate, multiple study on both the strategies are carried out to understand the material 

behavior and reliability of the flow control strategy. For dynamic flow control, accurate deflection 

at particular temperature is necessary otherwise we will find many differences in the flow at same 

temperature which eventually leads to unstable system.  

 

 

 Nitinol spring and damper configuration 

Nitinol is a type of shape memory alloy which reacts to change in temperature and changes 

its shape. Nitinol changes its phase from martensite to austenite on temperature change. Nitinol 

also has two configurations, Two-way nitinol and One-way nitinol. Two-way nitinol remembers 

two different types of shape at low and high temperature whereas one-way nitinol remembers one 

specific shape at specific temperature. Nitinol spring is used in the previous study of the self-

regulating FCD by Rushi [24] in 2018. To improve the proposed idea and modify the nitinol spring 

configuration in this dynamic cold plate design, a 3D model of the dynamic cold plate with nitinol 

spring and damper is proposed as shown in the figure 7.  
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Figure 7. Nitinol Spring with Damper configuration for Dynamic flow control 

 

As shown in figure 7, the design of the cold plate was modeled in 3 parts namely, bottom part, 

middle part and top part. The bottom part of the cold plate contains fins as per ANSYS OptiSlang 

results. Middle part is made in such a way that damper is will be connected to the nitinol spring 

and it will move to-and-fro to regulate the flow thru each 4 sections. Middle plate has inlet which 

allows flow to pass thru fins (bottom plate) and then rise up again to middle plate to each four-

damper section. Thru damper section it will pass to common passage between four section which 

further leads to outlet. Figure 8. Represents scaled model of each section in middle plate and 

explains working principle of the proposed nitinol spring flow control model. 
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Figure 8. Proposed nitinol spring with damper working principle 

 

The major issue that nitinol spring faced was the reliability. The experiment to predict the 

reliability of this model was found to be very difficult. Even the simulation of such nitinol spring 

is complicated to perform. The deflection of the nitinol spring with the respective temperature is 

found to be non-linear and the results of the study also unstable. To avoid such uncertainty and 

improve the reliability of the flow control strategy, Bimetallic strip configuration is proposed in 

further study. 
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 Bimetallic strip configuration 

The bimetal is the combination of the two different metals having two different CTE 

(coefficient of thermal expansion) values. Usually, the one metal has higher CTE value and the 

other has lower CTE value. This special feature of the bimetal allows it to deflect in different 

temperature conditions. Figure 9. Represents working principle of the bimetallic strip. The material 

are strongly bonded together and the material with lower CTE value restrict the motion of the 

higher CTE value as shown in figure. 9 

 

Figure 9. Working principle of bimetal 

In above figure metal 1 has higher CTE value and material 2 has lower CTE value. Using bimetal, 

we can control flow thru very small region. Also, bimetal is widely use component and it has lot 

of industry applications. It does not require any external power to perform the deflection and it can 

be used as all-in-one device which could act as sensor, valve and actuator together. The 

construction of the bimetal is simple, and it is available in wide range of dimension and shape 

configurations, so reliability of the material is also not a big issue 
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3.1.2.1 Selection of the bimetal and shape configuration 

Bimetals are also called as thermostat metal. While selecting the bimetal for applications few 

things are important. Tensile and compressive stresses in the bimetal are given by following 

formula:  

𝜎 = 𝐸/ 2 (α1 − α2) (𝑇2 − 𝑇1)         (1) 

Flexivity which is a unique property of the bimetal defines the change in curvature of the 

longitudinal line of the material per unit temperature per unit thickness.  

𝐹 = (1 /𝑅2 − 1 /𝑅1 )  𝑡 /(  𝑇2 − 𝑇1)        (2) 

T1, T2 = initial and final temperature 

t = total thickness 

Formula for the radius is as follows, 

1 / 𝑅 = 8𝐷 / (𝐿 2 + 4𝐷𝑡 + 4𝐷2)        (3) 

D = deflection value at center 

To decide accurate and compatible material with cold plate applications, external company 

support from bimetal manufacturer has been taken. Engineered material solution Inc. has 

guided the selection of the bimetal and as per their expertise suggestion GB14 alloy has 

finally selected. Table 2. Contains bimetal list provided by EMS Inc.  Good deflection, i.e., good 

flexivity value and corrosion resistance in glycol-based solution are two main criteria was 
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set. GB14 is two-layer alloy bimetal in which alloy GB contain high CTE value and alloy 14 

contain low CTE value.  

 

Table 2. List of the bimetal suggestion from EMS Inc. 

 

Table 3. Chemical composition of GB14 

Table 3, 4 ,5 represent chemical, thermostatics, physical properties of the alloy. This data is 

provided by the company and later used in the simulation of the bimetal. 
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. 

Table 4. Thermostatic properties of GB14 

 

Table 5. Physical properties of GB14 
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3.1.2.2 FEA analysis of the bimetal 

After selecting the appropriate material, static structural analysis is carried out on V- shape bimetal. 

Figure 10 represents CAD model of the bimetal modeled using SolidWorks. The purpose of the 

FEA simulation was to predict the temperature vs deflection plot for different dimension of the 

bimetal. To perform this FEA simulation ANSYS Workbench was used. Material properties for 

GB14 alloy was taken from company data sheet and it is implemented in Ansys material list. 

 

Figure 10. Bimetal 3D model 

 



19 

 

Figure 11 Material Properties of the GB alloy in Ansys Workbench 

 

Figure 12. Material Properties of the 14 alloy in Ansys Workbench 

Table 6. represents the meshing properties used for FEA simulation. Thermal loading is then 

applied as shown in figure 13. And the temperature range was set to 25 C to 70.  For the fix support 

V shape end of the bimetal was fixed to give constrain to the simulation. 
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Mesh Properties parameters 

Mesh element size 0.08mm 

No. of nodes 559920 

Element Count 79002 

Type of mesh Rectangular 

 

Table 6. Mesh properties for bimetal simulation 

  

Figure 13. Thermal loading on Bimetal model 



21 

  

Figure 14. Constrains on the geometry  

Mesh sensitivity study is performed on the model to confirm the number of the nodes and the 

number of the element are enough to get accurate results. Table 7. Represents the mesh sensitivity 

analysis. 

Number of Elements Max. Deflection. at 70 C 

45236 2.054 mm 

79002 2.2296 mm 

120120 2.2297 mm 

145638 2.2298 mm 

 

Table 7. Mesh sensitivity analysis for bimetal simulation 

 

Fixed 

Support 
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3 simulations at 3 different length, 50 mm, 45 mm, and 40 mm were performed to compare the 

result of deflection at given temperature range. It is found that the increase in the length of the 

bimetal increase the deflection. Figure 16. Represents graph of the comparison between 3 bimetal 

configurations.  

 

Figure 15. Result of the bimetal simulation for directional deformation in Z-axis 

 

Figure 16. Temperature Vs Deflection plot for different lengths of bimetal 
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3.2 Design of the cold plate for V-shape bimetal configuration 

The cold plate model was modified to accommodate V-shape bimetal. The bottom part of 

the design was kept similar and only middle plate was modified. The middle potion was change in 

such a way that the change in temperature at specific portion of the middle plate deflect the bimetal 

and regulates the flow of the coolant as required. Figure 17. Shows the 3D model of the modified 

model. 

 

 

 

Figure 17. Modified cold plate for V-shape bimetal configuration 
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3.3 CFD Analysis of cold plat on Ansys Icepack 

The simulation of the complete dynamic cold plate with the bimetal include found to be difficult 

because of it’s dynamic nature. To simplify this process, first all the simulation without the 

bimetal was performed. The geometry from the solidworks is directly imported into ANSYS 

spaceclain and then it is simplified for Icepack simulation.  

 

Figure 18. ANSYS Icepack simulation setup 

4 Heat sources as shown in figure 19 was imported to perform different load condition. As we 

know multi-chip module creates lot of hot spots and to replicate that hot spot this heat sources 

are manual given different load conditions. Table 8 represents different load conditions used in 

the simulation. 
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Figure 19. ANSYS Icepack simulation setup-Source  

 
Source 1 Source 2 Source 3 Source 4 

Case 1 90 W 90 W 90 W 90 W 

Case 2 10 W 10 W 90 W 90 W 

Case 3 90 W 90 W 10 W 10 W 

Case 4 10 W 90 W 10 W 90 W 

Case 5 90 W 10 W 90 W 10 W 

 

Table 8. Different Cases for different load conditions  
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For the meshing of the geometry, meshing around the fins was most critical part. To get accurate 

result around the fins, parametric pre-object meshing was applied on the fins and manual number 

of elements are given in each direction as shown in figure 20. 

 

Figure 20. Meshing of the fins 

 

 



27 

Apart from fins table 9 represents other mesh properties used in the simulation. 

Mesh Properties parameters 

Min. Mesh element size 0.04mm 

No. of nodes 1634181 

Element Count 1585020 

Type of mesh Rectangular 

 

Table 9. Mesh properties for cold plate simulation 

To perform no bimetal condition simulations, following boundary conditions and assumptions are 

made. 

• Intel Velocity: 0.4 m/s  

• Outlet Condition: Outflow 

• Gravity Effect: ON 

• Default Fluid: Water 

• Flow Regime: Laminar 

• Ambient Temperature: 25 C 

• Water Inlet Temp: 25 C 
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• Material: Base Fins Plate – Cu, Middle plate- Bakelite, Upper Plate – Bakelite 

• Heat transferred due to radiation are ignored  

• Solution is solved for Steady-state condition 

• Number of Iterations: 1500 

• Convergence Criteria was set on 10E-6   

 

 Results of the CFD analysis of the cold plate for no-bimetal condition 

It was observed that the temperature gradient across the cold plate was found to be very high.  

Source 1 Max Temp. - 36.33 oC 

Source 2 Max Temp. – 44.32 oC 

Source 3 Max Temp. - 59.08 oC 

Source 4 Max Temp. - 52.15 oC 

∆T = 59.08-36.33 = 22.75 oC 

∆T was found to 22.75 oC which is pretty high for load condition shown in the figure 22. 
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Figure 21. Geometry used in no bimetal condition simulation 

 

Figure 22. Temperature plot at the base of the cold plate in no-bimetal condition simulation 

The possible reason to get this high temperature gradient was flow of the liquid found to be passes 

over the fins instead of going thru the fins. So the model of the cold plate was revised and the gap 

between the middle plate and the bottom plate was reduce. 
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Figure 23. Revised design of the cold plate 

Similar simulations to the previous simulation are performed again using this revised model and 

significant decrease in the temperature gradient was found.  

Source 1 Max Temp. - 29.25 oC 

Source 2 Max Temp. – 33.98 oC 

Source 3 Max Temp. - 44.42 oC 

Source 4 Max Temp. - 38.35 oC 

∆T = 44.42-29.25 = 15.17 oC 

∆T was reduced to 15.17 oC from 22.75 oC which is significant improvement. Figure 24 

represents temperature plot for revised cold plate for similar load conditions as previous. 

This cold plate design is later used for all the simulation. Figure 25 represents final assembly of 

the revised design.  
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Figure 24. Revised design cold plate simulation for no-bimetal condition 

 

Figure 25. Final assembly model of revised cold plate design 
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Figure 26. Dimensioning details of middle plate 

 

Figure 27. Dimensioning details of bottom plate  
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 Simulation results for all the cases for No-bimetal condition 

Five different cases at five are considered as shown in the table 7 to compare the results. This all 

five case simulated for 5 different flow rate, 0.6 lpm, 0.8 lpm, 1 lpm, 1.2 lpm, 1.5 lpm respectively. 

No Bimetal_ 0.6 lpm 

Delta T 

 

Source 1 Source 2 Source 3 Source 4 

Case 1 41.756 50.553 49.08 40.44 10.113 

Case 2 29.255 33.983 44.4271 38.3561 15.1721 

Case 3 39.7033 46.0669 34.3026 29.4201 16.6468 

Case 4 32.5231 44.8412 34.3616 37.1981 12.3181 

Case 5 38.145 34.3729 43.6492 31.7396 11.9096 

 

Table 10. No bimetal condition temperature results @0.6 lpm 
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No Bimetal_ 0.8 lpm 

Delta T 

 

Source 1 Source 2 Source 3 Source 4 

Case 1 39.3369 49.2547 47.3849 38.0786 11.1761 

Case 2 28.4777 33.4314 43.191 36.5471 14.7133 

Case 3 37.7959 45.1284 33.7156 28.618 16.5104 

Case 4 31.4163 44.1043 33.7513 35.6074 12.688 

Case 5 36.4487 33.7718 42.585 30.564 12.021 

 

Table 11. No bimetal condition temperature results @0.8 lpm 

No Bimetal_ 1 lpm 

Delta T 

 

Source 1 Source 2 Source 3 Source 4 

Case 1 37.9076 48.8953 46.5633 36.6796 12.2157 

Case 2 28.0627 33.2581 42.5914 35.4406 14.5287 

Case 3 36.619 44.8815 33.5045 28.1919 16.6896 

Case 4 30.8338 43.9808 33.5324 34.6339 13.147 

Case 5 35.3729 33.5655 42.0484 29.8945 12.1539 

 

Table 12. No bimetal condition temperature results @ 1 lpm 
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No Bimetal_ 1.2 lpm 

Delta T 

 

Source 1 Source 2 Source 3 Source 4 

Case 1 37.0077 48.9699 46.0609 35.7482 13.2217 

Case 2 27.8072 33.2112 42.1913 34.6807 14.3841 

Case 3 35.88432 45.0003 33.4691 27.9393 17.061 

Case 4 30.5171 44.1723 33.4819 33.966 13.6552 

Case 5 34.6298 33.5317 41.7436 29.47 12.2736 

 

Table 13. No bimetal condition temperature results @ 1.2 lpm 

No Bimetal_ 1.5 lpm 

Delta T 

 

Source 1 Source 2 Source 3 Source 4 

Case 1 36.1869 48.9676 44.2064 34.7938 14.1738 

Case 2 27.547 32.601 40.7621 33.8803 13.2151 

Case 3 35.1235 45.3042 32.9404 27.7243 17.5799 

Case 4 30.2794 44.4907 32.9332 33.2755 14.2113 

Case 5 33.8477 32.9221 40.3728 28.9513 11.4215 

 

Table 14. No bimetal condition temperature results @ 1.5 lpm 
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 Simulation for with bimetal condition for all the cases 

To perform the simulation with bimetal, condition the vent block are imported in the middle plate 

as shown in the figure 28. The opening to that particular block was taken from the deflection value 

of the bimetal from the table 15. Table 15. Was calculated in previous simulation of the bimetal 

and since the graph of the bimetal deflection vs temperature was liner, we can easily predict the 

value of the opening of the bimetal at specific temperature. To get the temperature reading at 

middle plate, temperature plot for upper face of the middle plate in each case of the no bimetal 

case was captured. And with that exact temperature value, respective bimetal deflection is provided 

to the blocks to control the flow. 

 

 

Figure 28. position of the blocks to replicate the opening created by bimetal 
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GB14- 50mm 

Y X 

Temp Deflection, mm 

25 0.13935 

30 0.37159 

35 0.60384 

40 0.83608 

45 1.0683 

50 1.3006 

55 1.5328 

60 1.7651 

65 1.9973 

70 2.2296 

 

Table 15. GB14 deflection at specific temperatures 

 

Figure 29. Top surface of middle plate CASE 1 @ 1 lpm 
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Figure 30. Top surface of middle plate CASE 2 @ 1 lpm 

 

Figure 31. Top surface of middle plate CASE 3 @ 1 lpm 
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Figure 32. Top surface of middle plate CASE 4 @ 1 lpm 

 

Figure 33. Top surface of middle plate CASE 5 @ 1 lpm 
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Figure 29-33 represents the top surface temperature for all the case at 1 lpm. Similarly, for all the 

lpm, temperatures were captured and the value of the temperature is used to get the deflection from 

the table 14. 

 

 Comparison between No-bimetal and with-bimetal cases 

After importing block to the simulation to replicate the bimetal openings for each case for each 

lpm, result was plotted to see the temperature difference. Figure 34-38 represent the comparison 

of the temperature plot of the base of the cold plate for 0.6 lpm at each case between no bimetal 

and with bimetal simulation 

 

 

  

Figure 34. CASE 1 No bimetal (left), CASE 1 With bimetal (right) 
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Figure 35. CASE 2 No bimetal (left), CASE 2 With bimetal (right) 

  

Figure 36. CASE 3 No bimetal (left), CASE 3 With bimetal (right) 
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Figure 37. CASE 4 No bimetal (left), CASE 4 With bimetal (right) 

  

Figure 38. CASE 5 No bimetal (left), CASE 5 With bimetal (right) 

Similar simulations are carried out for all the lpm and figure 39. Represents ∆𝑇 for all the cases at 

0.6 lpm, 0.8 lpm, 1 lpm, 1.2 lpm, 1.5 lpm. 
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Figure 39. ∆𝑇 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑡ℎ𝑒 𝑐𝑎𝑠𝑒𝑠 𝑎𝑡 𝑎𝑙𝑙 𝑙𝑝𝑚 

Rth value for the cold plate plays vital role in performance assessment. It is calculated by 

following formula,  

Rth = (Tbase- Tin)/Q          (4) 

Tbase is the average of the temperature at the base of the cold plate, and it is taken 

from the both the simulation cases. Tin is the coolant inlet temperature and Q was 

the load heat load given to the cold plate. 

Figure 40. represents the Rth for all the cases. 
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Figure 40. Rth for all the cases at all the lpm 

 

Figure 41. % Changes in temperature gradient for all the cases 
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Chapter 4 

Conclusion and Future work 

Dynamic cooling for direct to chip liquid cooling has researched in many previous studies and it 

has been proven as more efficient way of cooling than traditional air cooling [26-34]. In addition 

to single phase direct liquid cooling, implementation of the dynamic cooling control over each 

server and significantly improves the performance and can also surpass the performance of the 2 

phase open bath immersion cooling by avoiding the issues like material compatibility and vapor 

pressure of 2- phase cooling system containing cold plates.  [35-40]. Study on the retrofitted cold 

plates containing distributed pump flow suggested significant power saving [41]. A study on rack 

level dynamic cooling shown significant power saving when FCD made up of V-port ball valve 

was attached to the system to control the flow of the coolant thru each server [42]. FEA is a widely 

used analysis tool when any complicated simulation has to be evaluated. FEA can gives us accurate 

and correct results of different load condition, thermal condition, vibration analysis [43].  

In this work the result of the both the simulation, No-bimetal, and With-bimetal cases, performed 

accurately as predicated. Flow control strategy thru bimetal was found to be effective as minimum 

30% and maximum up to 62% of the reduction in the temperature gradient across the cold plate 

was observed. Rth defines the thermal performance of the system and suing dynamic cooling 

control thru fins can reduce the Rht value up to 40%.   Traditional cold plate using conventional 

microchannel approach might not be sufficient for high hot spot modules and hence introducing 

dynamic cold plate could not only substantially improves the performance of the system but also 

improves the life of the component.  

In the future work of this study dynamic simulation on 6SigmaET coupled with MATLAB can be 

performed to see the dynamic variation in the temperature on the top surface of cold plate. And 
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thru this, accurate flow variation can be seen. Experimental validation of this proposed idea is 

necessary and to do so, design of the cold plate must go under different design revision to get ready 

for manufacturability. Comparative study can be performed on experimental based result and more 

robust cold plate design can be achieved. 
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