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ABSTRACT

HAND ANALYSIS FROM DEPTH IMAGES

Mohammad Rezaei, Ph.D.

The University of Texas at Arlington, 2022

Supervising Professor: Vassilis Athitsos

Hand analysis using vision systems is necessary for interaction between people

and digital devices and thus is crucial in many applications relating to computer vision

and human computer interaction (HCI). The proposed dissertation will explore hand

analysis from depth images along two lines: hand part segmentation and 3D hand

pose estimation.

First, we investigate hand part segmentation from depth images, which is for-

mulated as a semantic segmentation task. We explore a method aimed at determining

for every pixel what hand part it belongs to. This method attempts to perform this

task without requiring the ground-truth segmentation labels for training. It uses the

3D hand pose annotations, already provided with hand pose datasets, as a form of

weak supervision for training. Both qualitative and quantitative experiments confirm

the effectiveness of the proposed method.

Second, we investigate a method that enables accurate 3D hand pose estimation

from depth images. This is achieved by a novel formulation of the decomposition

of the 3D hand pose estimation into the estimation of 2D joint locations in the

depth image space (UV), and the estimation of their corresponding depths aided by
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two complementary attention maps. This decomposition prevents depth estimation,

which is a more difficult task, from interfering with the UV estimations at both the

prediction and feature levels. We empirically show that the proposed formulation

of the decomposition of the 3D hand pose estimation and its interaction with two

complementary attention maps estimated by the model by two separate branches leads

to the state-of-the-art accuracy on three public 3D hand pose estimation benchmark

datasets.

Finally, we explore a semi-supervised method for 3D hand pose estimation from

depth images. This method is aimed at reducing the reliance of model’s training on

the ground-truth annotations, which are costly to acquire. This goal is achieved by

adopting a student-teacher framework. The teacher network is trained by taking

advantage of consistency training and adapting the latest advancements in semi-

supervised image classification methods. It generates pseudo-labels for training the

student network. As the training progresses, the teacher network improves and gener-

ates more accurate pseudo-labels for the training of the student network, resulting in

further improvement in the student network. For inference at test time, only the stu-

dent network is used, and the teacher network is discarded after training. We conduct

several experiments to demonstrate the effectiveness of the proposed framework.
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CHAPTER 1

Introduction

Hands are crucial in allowing humans to interact with the world around them.

As such, accurate hand analysis has many applications in areas such as human com-

puter interaction (HCI), augmented reality (AR), virtual reality (VR) and gesture

recognition. This dissertation explores two forms of hand analysis: hand part seg-

mentation and 3D hand pose estimation.

As commodity depth cameras become more accurate and affordable, they have

become more widely used, resulting in an increased popularity in methods that per-

form on depth images. Depth-based 3D hand pose estimation and hand segmentation

methods have witness significant advancements in the recent years. However, these

tasks remain to be very challenging due to the large degree of variation in hand

appearance, heavy self-occlusion and noise. This dissertation is aimed at providing

novel solutions for the above-mentioned tasks, and is focused on the set of hand anal-

ysis methods that process depth images as the input. In this chapter, the primary

contributions introduced in this dissertation are briefly reviewed.

1.1 Contributions

This dissertation makes contributions towards two forms of hand analysis from

depth images, namely 3D hand pose estimation and hand part segmentation. This

section highlights these contributions as they pertain to each topic.
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1.1.1 Weakly-supervised Hand Part Segmentation

Existing learning-based methods require a large number of labeled data to pro-

duce accurate part segmentation labels. However, acquiring ground truth labels is

costly, giving rise to the need for methods that either require fewer labels or can

utilize other currently available labels as a form of weak supervision for training. In

order to mitigate the burden of labeled-data acquisition, this dissertation proposes

a data-driven method for hand part segmentation on depth maps without any need

for extra effort to obtain segmentation labels. The proposed method uses the labels

already provided by public datasets in terms of major 3D hand joint locations to learn

to estimate the hand shape and pose given a depth map. Given the pose and shape of

a hand, the corresponding 3D hand mesh is generated using a deformable hand model

and then rendered to a color image using a texture based on Linear Blend Skinning

(LBS) weights of the hand model. The segmentation labels are then computed from

the rendered color image. Since segmentation labels are not provided with current

public 3D hand pose datasets, we manually annotate a subset of the NYU dataset

to perform quantitative evaluation of our method and show that a mIoU of 42% can

be achieved with a model trained without using segmentation-based labels. Both

qualitative and quantitative results confirm the effectiveness of our method.

1.1.2 Fully-supervised 3D Hand Pose Estimation

3D hand pose estimation methods have made significant progress recently. How-

ever, estimation accuracy is often far from sufficient for specific real-world applica-

tions, and thus there is significant room for improvement. In this dissertation, we

propose TriHorn-Net, a novel model that uses specific innovations to improve hand

pose estimation accuracy on depth images. One innovation is PixDropout, which is,

to the best of our knowledge, the first appearance-based data augmentation method

2



for hand depth images. Another innovation is the use of two complementary atten-

tion layers, one for estimating 2D pixel locations of joints, and one for estimating the

depth values for those joints. Experimental results demonstrate that the proposed

model outperforms the current state-of-the-art methods on three publicly available

benchmark datasets.

1.1.3 Semi-supervised 3D Hand Pose Estimation

Despite the significant progress that depth-based 3D hand pose estimation

methods have made in recent years, they still require a large amount of labeled

training data to achieve high accuracy. However, collecting such data is both costly

and time-consuming. To tackle this issue, we propose a semi-supervised method to

significantly reduce the dependence on labeled training data. The proposed method

consists of two identical networks trained jointly: a teacher network and a student net-

work. The teacher network is trained using both the available labeled and unlabeled

samples. It leverages the unlabeled samples via a loss formulation that encourages

estimation equivariance under a set of affine transformations. The student network is

trained using the unlabeled samples with their pseudo-labels provided by the teacher

network. For inference at test time, only the student network is used. Extensive

experiments demonstrate that the proposed method outperforms the state-of-the-art

semi-supervised methods by large margins.

1.2 Dissertation Structure

This dissertation addresses the two forms of hand analysis in 3 chapters. Each

chapter presented in this dissertation is meant to be self-contained, with all relevant

background material provided as necessary. In chapter 2, we present a method for

performing hand part segmentation. Its objective is to enable the training of such

3



method without the need for the ground-truth segmentation labels. For training, it

uses the currently available datasets that provide 3D joint locations. Chapter 3 is

focused on a method for performing fully-supervised 3D hand pose estimation with

the state-of-the-art accuracy. Chapter 4 presents a novel framework to perform semi-

supervised 3D hand pose estimation, where the goal is to reduce the reliance of the

model’s training on the ground-truth annotations. This dissertation concludes in

chapter 5 with a summery of contributions of each chapter and the potential future

research directions.
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CHAPTER 2

Weakly-supervised Hand Part Segmentation

2.1 Introduction

Hand part segmentation using vision systems is necessary for interaction be-

tween people and digital devices and thus is crucial in many applications relating to

computer vision and human computer interaction (HCI). Hand part segmentation is

a very challenging task due to the large degree of variation in hand appearance, heavy

self-occlusion, large variability in global orientation and self-similarity between hand

parts.

As depth cameras become more accurate, more affordable, and more widely

used, significant advancements have been made in depth-based hand pose estimation

[5, 6, 7, 8, 9, 10, 11, 12] and segmentation [2, 13]. Nonetheless, hand part segmentation

has received little attention. In this chapter, we propose the first data-driven method

to perform hand part segmentation. Our method differs from existing depth-based

hand segmentation methods in that they consider the whole hand as one semantic

entity and attempt to segment out the hand from the background [2, 13]. In contrast,

we divide the hand into six semantic parts, namely five fingers as well as the palm

and attempt to assign pixel-wise labels to the input depth image.

It is widely recognized that deep learning-based methods are data intensive and

thus require a large amount of annotated data to learn to carry out their respective

tasks. However, acquiring segmentation labels for depth images is costly and labor

intensive. To mitigate the burden of labeled data acquisition, our method proposes

a framework to use the 3D hand pose labels, already provided with most public

5



Figure 2.1: The outline of the the proposed method

datasets, as a form of weak supervision. More specifically, a deep model is first

trained to perform both 3D hand pose and shape estimation similar to [14]. The

hand shape is represented as a triangular mesh parameterized by pose coefficients of

a deformable hand model [15]. As a preprocessing step, we use LBS weights to assign

each triangular face of the mesh a semantic label that determines which hand part

it belongs to. Each hand part is given a pre-defined color. Based on this color map,

we create a texture by which the mesh is rendered to a color image. We can simply

obtain each pixel’s semantic label according to their color. Finally, the color image is

refined to ensure that the segmentation labels are aligned with the input depth map

(see Fig. 2.1).

In recent years, data-efficient hand pose estimation methods have gained popu-

larity as models have grown larger and more complicated, resulting in the significantly

increased need for labeled training data. Authors in [16, 17] use different data modal-

ities to compensate for the lack of available annotated data. In [18], 2D annotations

are used as weak supervision to train a 3D pose estimator. Wan in [19] proposed a

data-driven self-supervised method for the task of depth-based 3D hand pose estima-

tion to eliminate the need for any real data label. Our method is similar in spirit to

6



these methods as it is aimed at mitigating the need for explicit labeled data which

could be hard to acquire.

Despite some similarities, our method differs from [14] in that their goal is to

estimate hand shape and pose, while our method is aimed at performing hand part

segmentation. Our method also estimates hand shape and pose as a by-product. We

conduct extensive experiments to evaluate the proposed method both qualitatively

and quantitatively. Since there is no public depth dataset that provides both hand

part segmentation labels and 3D joint locations as ground-truth, we manually label

a subset of the NYU dataset to perform quantitative evaluation.

To the best of our knowledge, this is the first data-driven method to perform

hand part segmentation on depth images. Both quantitative and qualitative results

confirm that our method achieves a good performance despite the fact that it has not

been trained with a single segmentation-labeled data.

2.2 Hand Segmentation

Most existing methods cast hand segmentation as a dense prediction problem

for every pixel in the image, where the task is to assign every pixel a label to determine

whether it belongs to hand or not (binary classification). Hand segmentation from

color images can be broadly categorized into two groups: 1). methods that take their

visual clue from and are based on skin [20, 21, 22, 23]. One can refer to [24] for more

details. 2). methods that are based on motion [25, 26, 27, 28, 29].

However, it is notoriously challenging to accurately detect skin in unconstrained

settings due to severe light condition variations and complex effects like subsurface

scattering, making it difficult to develop segmentation methods that could work well

on images in the wild. Unlike color images, hand segmentation from depth images

does not suffer from these problems. This line of research was pioneered by [2].
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[13] provided a dataset for hand segmentation on depth images featuring multiple

hands. In [30], they proposed a method to perform hand segmentation for hand-

object interaction.

In contrast to these methods, we formulate our problem as a semantic seg-

mentation task where the goal is to assign one label from a predefined set of class

labels (one label per part) to each pixel [31]. In other words, we are interested in

determining for every pixel what hand part it belongs to.

In [32, 33], they perform hand part segmentation as part of their experiment and

use its performance as a proxy for the accuracy of 3D pose estimation. [34] reports

hand part segmentation performance as a proxy for detailed surface registration.

However, our method is fundamentally different from them in that their approach is

not data-driven, meaning that these methods perform optimization on each test data

individually, while our method is data-driven and accumulates knowledge over the

course of training. Another clear advantage of our data-driven approach is that unlike

these methods, it does not require to do computationally expensive optimization at

inference time and the inference can be done by a single forward pass of the network,

which only takes around 100 ms on average on a single Nvidia GTX 1080 Ti GPU.

2.3 Hand Models

In order to represent the hand, many hand models have been proposed in recent

years. Some early works modeled the hand using geometric primitives [35]. Subse-

quent researches used various methods such as sphere meshes [36], sum of Gaussians

[37], or loop subdivision of a control mesh [38]. The proposed method uses the hand

model proposed in [15], referred to as MANO. The MANO hand model has a high

representation power and has made many improvements on the previous hand models

including learning pose dependent corrective blend shapes, first proposed in [39], to
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Figure 2.2: The general overview of the method. (a) At training time, the pose and
shape estimator network takes a depth image as input and estimates the hand pose,
shape, scale and translation, which are used to generate, scale and then translate the
corresponding 3D mesh. The 3D mesh serves as input to the Regressor to compute
the 3D hand joints. The weak supervision is applied to the estimated 3D joints using
the ground-truth provided by the dataset. (b) At inference time, given a depth map,
the model estimates the corresponding hand mesh and uses a renderer to obtain a
color image. The segmentation labels are then computed based on the color of pixels
in the rendered image.

correct some limitations of the standard Linear Blend Skinning that lead to unnatural

results. It is used as a fully differentiable layer in our network to allow for end-to-end

training of the whole pipeline.

2.4 Methodology

As illustrated in Fig. 2.2, our method includes two general stages. The first stage

essentially follows the standard training paradigm of 3D pose estimation methods [14].

The 3D pose and shape estimator network is trained using weak labels in terms of 3D

joint locations of the hand. The network takes as input a depth map of size 128×128

and regresses the hand shape
−→
β and pose

−→
θ parameters, scale S and the translation

vector T . The hand parameters are passed on to the differentiable articulated mesh

deformation hand model that generates a triangulated 3D mesh. The 3D mesh is
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scaled by S and then translated by T , which is in turn fed to the regressor to compute

the underlying 3D skeleton. The supervision is applied to the predicted 3D skeleton

to minimize its deviation from the ground-truth 3D skeleton. The regressor is a single

linear layer trained prior to this stage and kept fixed over the course of training at

this stage. The hand model is also kept fixed during training. At inference time, the

network takes a depth image as input and estimates the hand model parameters to

generate its corresponding 3D mesh. The 3D mesh is then rendered to a color image

using Neural Renderer [40]. The color of each mesh triangular face is chosen according

to the hand part it belongs to, which is derived from LBS skinning weights provided

by the MANO hand model. Thus, the semantic label for each pixel can simply be

computed based on its color in the rendered color image. Finally, the rendered color

image is aligned with the input depth map to ensure that no background pixel is

assigned a label as a hand part.

2.4.1 Hand Model

Our model attempts to fit the MANO hand model [15] to the input depth

image. The MANO hand model parametrizes a hand using pose parameters
−→
θ , which

represent the relative rotation between pre-defined joints and their parent joints in

the kinematic tree, and hand shape parameters
−→
β , which denote the linear shape

coefficients that represent offsets from the template mesh T̄ . Given hand shape
−→
β

and pose
−→
θ vectors, the template mesh T̄ is first sculpted as follows [15]:

TP (
−→
β ,
−→
θ ) = T̄ +

|
−→
β |∑
n=1

βnSn +
9K∑
n=1

(Rn(
−→
θ )−Rn(

−→
θ∗))Pn (2.1)

where Sn is the n-th principal component of shape displacement, |
−→
β | is the

number of linear shape coefficients, Rn denotes the part relative rotation matrix for

the n-th joint in the kinematic tree,
−→
θ∗ represents the rest pose, and Pn is the n-th
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element in the matrix of pose blend shapes. The sculpted mesh is then deformed

using Linear Blend Skinning [41] to generate the 3D mesh as follows [15]:

M(
−→
β ,
−→
θ ) = W (TP (

−→
β ,
−→
θ ), J(

−→
β ),
−→
θ , W̃ ) (2.2)

where W is a linear blend skinning [41] function applied to sculpted mesh T rigged

with a kinematic tree of 16 joints. J is a joint regressor that takes the template

mesh sculpted only by shape blend shapes (before applying pose blend shapes) and

regresses the 3D joint locations, and W̃ is the matrix of the LBS weights. The MANO

hand model parameters T̄ ,S,P ,J and W̃ are learned using registered hand scans by

the training procedure detailed in [15]. These parameters are kept fixed during our

training process.

In order to reduce the space of pose parameters and thus the possibility of

generating unnatural meshes, instead of directly using pose parameters that represent

angles between joints and their parents, we use coefficients of Principal Component

Analysis (PCA), as in [15], which are computed on angle-axis representation of the

respective joints in the data collected to build the model [15]. We use 26 PCA

coefficients to represent the hand pose concatenated by a vector of size 3 representing

the hand global orientation in axis-angle representation to form the pose vector
−→
θ ∈

R29. We use 10 coefficients for the shape
−→
β ∈ R10.

Given the shape
−→
β and pose

−→
θ parameters, the MANO layer generates a hand

mesh through the function M(
−→
β ,
−→
θ ) of N = 778 vertices and 1538 faces.

2.4.2 Regressor

In order to extract joints that are compatible with the 14 standard joints in

the NYU dataset, we pretrain a single-layer feed forward network without activation

layer R̄ that takes as input a 3D hand mesh and outputs 14 3D joint locations of
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Figure 2.3: The hand divided into six semantic parts, which are five fingers as well
as the palm

the hand. We train the regressor R̄ using manually annotated randomly generated

meshes by sampling from the pose
−→
θ ∈ [−1.3,+1.3]29 and shape

−→
β ∈ [−0.01,+0.01]10

of the MANO hand model. The regression is essentially a matrix multiplication and

is therefore fully differentiable and can be integrated into our end-to-end trainable

pipeline. After pre-training, the parameters of the regressor are kept fixed for the

subsequent training of our pose and shape estimator network.

2.4.3 Pose and Shape Estimator Network

The pose estimator takes as input the depth image and estimates hand pose

−→
θ and shape

−→
β parameters as well as translation T = (Tx,Ty,Tz) and scale S. The

backbone is a ResNet-50 network [42]. Its last fully connected layer is replaced with

a fully connected layer of size 256 to encode the hand features into a latent space,

followed by four separate branches to estimate the hand pose
−→
θ ∈ R29, hand shape

−→
β ∈ R10, translation T ∈ R3 and scale S ∈ R respectively (see Fig. 2.2).
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2.4.4 Renderer

At inference time, we use the estimated mesh generated by the model to render

it to a color image I ′ using the renderer proposed in [40]. We use a simple texture for

rendering which is computed as follows. We determine for each vertex in the mesh

what hand part it belongs to based on LBS skinning weights W̃ provided by the

MANO hand model. Using this information, we determine for each triangular face

of the mesh what hand part it belongs to by doing majority voting among its three

vertices. Finally we assign each face a pre-defined color based on what hand part it

belongs to (see Fig. 2.3). This process is done offline and needs to be done only once.

The segmentation label for each pixel is then easily computed based on the color of

each pixel in the rendered color image. Orthographic projection is used for rendering

the mesh.

2.4.5 Alignment

When the mesh is rendered to a color image, it may not be fit to the input

depth map due to inaccuracies in the estimation of the pose and shape estimator

network. This may result in some false positives. For example, some background

pixels in the input depth image may be assigned a label as a hand part. In order to

prevent this issue, we first compute the foreground mask for both input depth map I

and the rendered color image I ′ as follows:

I ′Mask(P ) =


1, if Pc 6= BC

0, otherwise

(2.3)

IMask(P ) =


1, if Pc 6= BD

0, otherwise

(2.4)
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MASKref (P ) = IMask(P ) ∧ I ′Mask(P ) (2.5)

where P denotes pixel, Pc is the value of the pixel P , BC denotes the background

color in I ′ and BD denotes the background depth in the input depth map I. ∧

denotes the logical AND operation. Finally, the rendered color image I ′ is aligned

by multiplying I ′ by MASKref to exclude the pixels in I ′ that correspond to the

background pixels in the input depth map:

I ′aligned(P ) = I ′(P ) ∧MASKref (P ) (2.6)

2.4.6 Training

Since there is no segmentation label at training time, our method uses the 3D

joint locations of the hand already provided with most depth-based public datasets

to learn the task of hand pose and shape estimation. The pose and shape estimator

network is trained by minimizing the following loss:

L = αjointLjoint + αposeLpose + αshapeLshape (2.7)

Ljoint is aimed at minimizing the difference between the estimated joints and the

ground-truth joints and is computed as follows:

Ljoint = |J − J ′|2 (2.8)

where J, J ′ ∈ R14×3 are the ground-truth and estimated 3D locations of the standard

14 joints respectively. The estimated joint J ′ is computed as follows:

J ′ = R̄(SM(
−→
β ,
−→
θ ) + T ) (2.9)

where
−→
β ,
−→
θ , T and S are shape, pose, translation vector and scale respectively, which

are estimated by the pose and shape estimator. Lpose and Lshape are defined as follows:

Lpose = ‖
−→
θ ‖ (2.10)
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Lshape = ‖
−→
β ‖ (2.11)

where ‖.‖ denotes Frobenius Norm. Lpose and Lshape are used to regularize the space

of pose and shape parameters to push them to be close to the mean shape and pose,

and in doing so encourage generating more physically plausible meshes. To apply

sutiable balance between the loss terms, we set αjoint = 10, αpose = 1 and αshape =

1000.

2.5 Experiments and Discussion

In this section, we present both quantitative and qualitative results of the pro-

posed method. To evaluate the proposed method, we need a dataset that provides 3D

joint locations (for training) and segmentation labels (for testing). However, to the

best of our knowledge, there is no such dataset. The only public depth dataset that

provides segmentation labels for hand parts is the FingerPaint dataset [32]. However,

it does not provide 3D joint locations required for training our method.

Because of the above-mentioned reasons, we chose to train our model on the

NYU pose dataset [2], which is one of the most commonly used public benchmarks

for hand pose estimation methods. This dataset, captured by 3 calibrated and syn-

chronized PrimeSense depth cameras, consists of 72757 depth images for training and

8252 depth images for testing. NYU is a challenging dataset featuring hands that

cover a wide range of hand poses. It provides the labels for depth images in terms

of 3D joint locations of the hand, which are used by the proposed method to train

the pose and shape estimator. Our network is implemented by PyTorch [43] and the

Nvidia GTX 1080 Ti GPU is used for training. The model is trained end-to-end for

40 epochs using Adam optimizer with a learning rate of 10−4 and a learning decay of

10−1 every 20 epochs.
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Table 2.1: Performance in terms of 2D Keypoint localization on the NYU dataset
(Finger joints only). Mask R-CNN keypoint refers to the case where joint positions
are localized by finding the positions of joint confidence maps with maximum prob-
abilities. Mask R-CNN keypoint and mask restricts keypoints lying on estimated
masks

Methods Mean Keypoint error (Pixels)

Ours 10.24
Duan-KNN[44] 10.32

Mask RCNN(kpt and mask)[44] 15.70
Mask RCNN(kpt only)[44] 20.97

Figure 2.4: Per-joint mean 2D error. T and R denote tip and root respectively (e.g.
Index-T denotes the tip of the index finger)

The NYU dataset provides about 7k annotations for hand segmentation. How-

ever, they are not suitable for our evaluation since they provide binary labels (hand

or none-hand), whereas our method needs part-based segmentation labels. Thus, we

manually label a subset of size 500 from the NYU test set for quantitative evaluation.

2.5.1 Quantitative Evaluation

We begin the evaluation by reporting the performance of the proposed method

in terms of 2D keypoint localization and 3D hand pose estimation. In order to

generate accurate segmentation maps, it is crucial for the model to detect hand parts

accurately. Thus, the ability of the proposed method to accurately localize 2D hand

joints is strongly correlated with the performance of the method in terms of hand
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Figure 2.5: Per-joint mean 3D error. T and R denote tip and root respectively (e.g.
Index-T denotes the tip of the index finger)

Table 2.2: Performance comparison with some of the state-of-the-art methods in
terms of 3D hand pose estimation on NYU dataset [2]

Methods Mean 3D error (mm)

Ours 17.66
DeepPrior [45] 20.75

DeepPrior-Refine [45] 19.72
DeepModel [46] 17.03
Feedback [47] 15.97
DeepHPS [48] 14.41
3DCNN [49] 14.11

part segmentation. As can be seen in Table 2.1, despite the fact that our method’s

original goal is not to perform 2D keypoint localization, our method outperforms the

state-of-the-art methods that were originally used to do 2D joint localization. Since

[44] reports the results for only finger joints, in order to have a fair comparison, we

select only finger joints out of the standard 14 joints estimated by our method. The

numbers reported in Table 2.1 are computed by taking average across the selected

joints. The localization accuracy for individual joints can be seen in Fig. 2.4.

The performance of our method in terms of 3D hand pose estimation is reported

in Table 2.2. As can be seen, our method compares strongly with the state-of-the-art

methods in 3D pose estimation despite the fact that it has not been specialized for
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this task. A commonly used metric for reporting 3D results is mean 3D error, which

is the average distance between the predicted joint location and its corresponding

ground-truth in 3D space. Table 2.2 reports the average across all 14 joints for each

method.

Next, we perform evaluation of the segmentation performance of the proposed

method. Since we cast our problem as semantic segmentation with 6 classes (five

fingers and the palm), we use two commonly used metrics for evaluating semantic

segmentation methods. It is worth noting that unlike many RGB-based semantic

segmentation methods that consider the background pixels as a separate semantic

entity and assign a separate label to them, we do not consider the background pixel

label assignment as it is trivial in depth images to segment out the background pixels

using simple pre-processing steps such as thresholding. The first metric used for

evaluation is Pixel Accuracy, which represents the proportion of pixels in the image

that are labeled correctly. The second metric is Intersection over Union (IoU), which

is calculated separately for each class, defined follows:

IoU =
|TP |

|TP |+ |FP |+ |FN |
(2.12)

Where TP , FP and FN denote true positive, false positive and false negative re-

spectively. As in [50], to account for class imbalance, we report class-wise average

among classes, that is, mean IoU denoted by (mIoU). The results in terms of mIoU

can be seen in Table 2.3. It should be mentioned that since this is the first data-driven

method proposed to perform depth-based hand part segmentation, there is no other

work to compare against.

The hand palm is arguably easier to segment than other parts owing to the

fact that fingers are more likely to be occluded, and if they do, the model is likely

to mistake one finger for another since they look similar in many cases, which makes
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Table 2.3: Hand part segmentation performance

Hand Part mIoU

Pinky Finger 0.38
Ring Finger 0.41

Middle Finger 0.41
Index Finger 0.37

Thumb 0.39
Palm 0.53

Average 0.42

the task of segmenting fingers more challenging. Fingers also have higher levels of

articulation and motion which leads to 3D joint labels of fingers being less accurate

in comparison to the palm. As can be seen in Fig. 2.5 and Fig. 2.4, the accuracy of

the method to localize the palm keypoints is higher than that for all the finger joints

(except for Ring-R in the 3D case). As can be seen in Fig. 2.5 and Fig. 2.4, fingertips

are the most difficult keypoints for the model to predict because they tend to get

occluded more frequently than other keypoints. Yet, our method achieves a mIoU of

0.39 for fingers. It should be kept in mind that the proposed method achieves a good

performance despite the fact that it has not been trained using segmentation labels.

We also report the IoU averages across all classes and the Pixel Accuracy to be 0.42

and 92% respectively.

2.5.2 Qualitative Evaluation

In order to verify the quality of the generated segmentation maps and the

robustness of the proposed method in various cases, we draw some relatively hard

samples from the NYU testing set and show the result of the proposed method on

them as illustrated in Fig. 2.6. Experiments demonstrate that our method is capable

of generating high-quality hand meshes and as a result accurate part segmentation,
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Figure 2.6: Qualitative results of the method given depth images of hands in various
poses

which has many potential applications including in animation. Furthermore, as can

be seen in Fig. 2.6, the proposed method is robust in estimating hand shape and

pose and as a result the segmentation map accurately even in hard scenarios such as

self-occlusion and exaggerated articulations.
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CHAPTER 3

Fully-supervised 3D Hand Pose Estimation

3.1 Introduction

Accurate 3D hand pose estimation has many applications in areas such as hu-

man computer interaction (HCI), augmented reality (AR), virtual reality (VR) and

gesture recognition. Despite significant progress made by 3D hand pose estimation

methods [5, 6, 7, 8, 9, 10, 11, 12], 3D hand pose estimation remains a very challenging

task due to the large degree of variation in hand appearance, heavy self-occlusion,

noise, high dimensionality and self-similarity between hand parts [8, 51, 10, 52]. As

a result, pose estimation accuracy is often far from sufficient for specific real-world

applications, and thus there is significant room for improvement. In this chapter,

we propose TriHorn-Net, a novel model that uses specific innovations to improve

hand pose estimation accuracy on depth images. The first innovation is decompo-

sition of the 3D hand pose estimation into the estimation of 2D joint locations in

the depth image space (UV), and the estimation of their corresponding depths aided

by two complementary attention maps. This decomposition prevents depth estima-

tion, which is a more difficult task, from interfering with the UV estimations at both

the prediction and feature levels. The second innovation is PixDropout, which is,

to the best of our knowledge, the first appearance-based data augmentation method

for hand depth images. Experimental results demonstrate that the proposed model

outperforms the state-of-the-art methods on three public benchmark datasets.

With the advancement of deep neural networks (DNNs), DNN-based hand pose

estimation techniques rapidly displaced the previous methods such as [53, 35] and

21



have achieved impressive results. These methods can be broadly categorized into two

groups: 1) regression-based methods and 2) detection-based methods. Regression-

based methods [51, 45, 4] encode the hand depth image into a single global feature

which is in turn used to directly estimate the hand joints. Detection-based methods

adopt a dense-prediction approach, where they utilize hierarchical features to com-

pute pixel-wise predictions for each joint. Detection-based methods generally tend

to outperform regression-based methods [5] because regression-based methods use

a single global feature for estimation, which cannot fully retain fine-grained spatial

information required for accurate mapping into 3D hand poses.

Despite the superior performance of detection-based methods, they still suffer

from several drawbacks. Moon et al. [52] achieve a high accuracy by using 3D CNNs,

but their method comes at a heavy computational and memory cost. A new class

of detection-based methods has recently emerged that adopts an approach based

on dense pixel or point offset prediction, whereby they densely estimates all the

pixels’(or points’) offsets to joints and compute joint positions by a weighted average

over all the corresponding offset values. Despite their high performance, [54, 55]

use non-learnable information aggregation operations such as argmax operation or

mean-shift estimation to compute joint coordinates from the heatmap or offset vector

fields. However, the information aggregation operation is treated as a post-processing

step and is not incorporated into the training phase, causing a gap between training

and inference. [11, 51] require complex post-processing operations, such as taking

neighboring points, causing inevitable quantization errors and rendering the pipeline

not end-to-end differentiable. JGR-P2O [56] partly solves these issues by predicting

pixel-wise offsets and a weight map to compute the joint positions using the weighted

average, but it still suffers from the common issue among this class of methods that
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the estimations are unstable when depth values near the target joint are heavily

missing, leading to a performance degradation.

To tackle the aforementioned issues, we propose a novel model, that we call

TriHorn-Net, for 3D hand pose estimation. TriHorn-Net consists of an encoder net-

work that encodes the input hand depth image into a high-resolution feature volume,

and three separate branches that take the hand feature volume as the input and

together estimate the 3D hand pose. The first two branches compute two per-joint

attention maps that are fused subsequently. The two attention maps are complemen-

tary in the sense that one guides the network’s attention towards the pixels where the

joints occur, and the other guides the network’s attention towards non-joint pixels

that can potentially give the network useful clues for estimating the corresponding

joint depths. The attention maps computed by the UV branch are explicitly encour-

aged to focus on joint pixels by applying 2D supervision to the heatmaps resulted

from passing them through a spatial softmax layer [57]. This approach can be viewed

as the typical detection-based approach based on dense pixel-wise joint predictions.

The attention maps computed by the attention enhancement branch are learned un-

der no constraints, allowing them to freely focus on hand pixels most relevant to the

estimation of joint depths. The depth branch develops pixel-wise feature vectors that

contain depth information of the joints. The proposed model uses the fused per-joint

attention maps as guidance to pool features from relevant pixels for each joint. After

the relevant features are pooled for each joint, a weight-sharing linear layer is used

to estimate the corresponding depth value.

We also propose PixDropout, a simple yet effective appearance-based data aug-

mentation function for depth-based hand pose estimation methods. This function

performs augmentation on a given sample by uniformly sampling a fraction of the

pixels on the hand surface and turning them into a background pixel (replaces their
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value with a constant background value). We show empirically that PixDropout

leads to a performance improvement not only in the proposed method but also in a

regression-based method.

The proposed model is end-to-end differentiable and does not include any post-

processing step or data pre-processing such as converting the depth map into point

clouds [7, 51, 58] or voxelized volume[52]. We conduct the evaluation of the proposed

model on three publicly available datasets, namely ICVL [1], MSRA [3] and NYU

[2], which are challenging benchmarks commonly used for evaluation of 3D hand pose

estimation methods. The results demonstrate that the proposed model outperforms

the state-of-the-art methods on all these benchmarks.

In summary, the contributions in this chapter are as follows:

• We propose a novel neural network architecture, TriHorn-Net, which enables

accurate 3D hand pose estimation.

• We propose a novel formulation for effective decomposition of the hand pose

estimation into the estimation of the 2D joint locations and their depths.

• We propose PixDropout, which is, to the best of our knowledge, the first

appearance-based data augmentation function for depth-based hand pose es-

timation methods.

• We conduct extensive experiments to demonstrate that the proposed method

outperforms the state-of-the-art methods.

3.2 3D Hand Pose Estimation

Hand pose estimation has been a long-standing problem in Computer Vision.

Before the widespread use of deep learning techniques, many approaches relied on

hand-crafted features, optimization methods, and distance metrics. Athitsos et al.

[59] used edge maps and Chamfer matching to perform 3D hand pose estimation.
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Other approaches used optimization methods such as Particle Swarm Optimization

(PSO) [32, 35]. After the rise of deep learning, DNN-based methods quickly displaced

the traditional methods. The two most common input data modalities for DNN-based

methods are: 1) RGB images and 2) depth images. While DNN-based 3D hand pose

estimation on RGB images is a relatively new field of research, it has attracted a lot

of attention recently [60, 61, 62, 63, 64, 65, 66, 67, 68]. However, as our method is

depth-based, we focus our attention here on other depth-based methods.

Depth-based hand pose estimation methods have significantly advanced in the

last decade. These methods can be classified into three categories: generative meth-

ods [38, 15, 69, 70], discriminative methods [53, 71], and hybrid methods [32, 72, 33].

Oberweger et al. [45] used a CNN to estimate the hand pose represented by PCA co-

efficients. Instead of performing in the 2.5D space, several methods [49, 52] converted

2.5D depth images into 3D voxels and adopted 3D CNNs to estimate the 3D hand

pose. Fang et al. [56] propose an approach based on graph CNNs to compute pixel

offsets to the joints and use weighted average to compute the hand joint locations.

Another line of research has recently emerged, that utilizes the latest advancements

of point cloud processing, by converting depth images into point clouds and using a

point cloud processing network to perform hand pose estimation [51, 10, 54, 7, 58, 73].

TriHorn-Net is inspired by the methods based on dense pixel-wise prediction,

but it differs from them in some important aspects. It offers a novel formulation for

hand pose estimation, which is based on the decomposition of hand pose estimation

into estimating 2D joint locations and their depth values. While it takes advantage

of the typical pixel-wise prediction approach for estimating the 2D joint locations,

it breaks from the standard approach in the sense that it estimates pixel-wise fea-

ture vectors (as opposed to predictions) and uses a weight-sharing layer (as opposed
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to dedicated layers) for estimating the joint’s depth values. Extensive experiments

demonstrate the effectiveness of the proposed formulation.

The proposed model is similar to A2J [9] in that it uses different branches for

estimating joints’ image coordinates and their depth values. However, it adopts a

fundamentally different approach for estimating the joint positions. A2J [9] relies on

a fixed number of regularly spaced points placed in depth image space, which are

called anchors, in order to predict joint UVD offsets, whereas the proposed method

performs a pixel-wise likelihood estimation for computing joints’ image coordinates

UV, and uses the UV estimations to guide the estimation of the joint depth values.

3.3 Data Augmentation

Data augmentation methods aim at increasing the amount and diversity of the

training data by randomly creating novel and realistic-looking data samples. In re-

cent years, significant progress has been made on data augmentation methods for

vision [74, 75], NLP [76] and speech [77, 78]. In the image domain, novel samples are

created by applying a set of transformations to an available sample. These transfor-

mations can be broadly categorized into two groups: 1) geometric transformations

and 2) appearance transformations. There has been a wide range of appearance

transformations proposed recently for performing data augmentation on RGB im-

ages, such as color jitter, histogram equalization and contrast adjustment. However,

most of them are not applicable to depth images due to the different nature of the

depth image, limiting the set of data augmentation functions used by depth-based

hand pose estimation methods mostly to geometric transformations such as random

rotation, translation and scaling.

In this chapter, we propose PixDropout, a simple yet effective appearance trans-

formation applicable as a data augmentation function to the depth images. It is
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Figure 3.1: An overview of the TriHorn-Net architecture. It consists of an encoder
that encodes the hand depth image into a high resolution feature volume, which serves
as the input to three separate branches. The UV branch and the attention enhance-
ment branch compute two per-joint attention maps Attuv and Attenh respectively.
Attuv is focused on joint pixels, whereas Attenh attention map has the flexibility to
shift the network’s attention to hand pixels that are most relevant for joint depth es-
timation. Attuv and Attenh are fused via a linear interpolation controlled by per-joint
learned parameters βj. For estimating the joints’ depths, the network uses the fused
attention maps Attfused to pool features from the depth feature map D computed by
the depth branch. The pooled feature vector for each joint is input to a weight-sharing
linear layer to estimate its depth value.

strongly inspired by Dropout [79]. While Dropout [79] randomly selects and drops

neurons in the layers of a neural network, the proposed PixDropout randomly drops

some fraction of pixels on the hand surface in the input depth image. PixDropout is

most similar to the RGB image augmentation methods proposed in [80, 81], where

they randomly sample and then mask out rectangular regions of the input image to

simulate occlusion for an image recognition task. However, in contrast to [80, 81],

PixDropout applies no spatial priors (e.g., it samples individual pixels rather than

rectangular regions). Empirical results show that despite its simplicity, PixDropout is

an effective data augmentation function for depth-based hand pose estimation meth-

ods.
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3.4 Methodology

The task of 3D hand pose estimation is defined as follows: given an input depth

image DI ∈ RH×W , the task is to estimate the 3D location of a set of pre-defined

hand joints P ∈ RJ×3 in the camera coordinate system. H, W denote the height and

width of the input depth image respectively. J denotes the total number of joints to

be estimated. In this section, the proposed model is laid out in details.

As illustrated in Fig. 3.1, TriHorn-Net consists of two stages. In the first stage,

the input depth image is run through the encoder network f . The encoder extracts

and combines low-level and high-level features of the hand and outputs a high resolu-

tion feature volume, which is passed on to three separate branches. The UV branch,

computes a per-joint attention map, where each map is focused on pixels where the

corresponding joint occurs. This behavior is explicitly enforced by the application

of 2D supervision to the heatmaps computed by passing the attention maps through

a special softmax layer [57]. The second branch, called the attention enhancement

branch, also computes a per-joint attention map but does so under no constraints,

allowing it to freely learn to detect the hand pixels most important for estimating the

joint depth values under different scenarios. This attention map enhances the atten-

tion map computed by the UV branch through a fusion operation, which is performed

by a linear interpolation controlled by per-joint learnable parameters. As a result, the

fused attention maps attend to not only the joint pixels but also the hand pixels that

do not belong to joints but contain useful information for estimating the joint depth

values. The fused attention map is then used as guidance for pooling features from

the depth feature map computed by the depth branch. Finally, a weight-sharing lin-

ear layer is used to estimate the joint depth values from the feature vectors computed

for each joint.
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The feature pooling is conducted through a dot-product operation. This type of

feature pooling followed by an estimation layer shared across all the joints is adopted

from Transformer networks [82]. This approach breaks with the standard approach

in hand pose estimation methods, where they use dedicated layers for estimating the

location of each joint. We show in the sec 3.5.3 that TriHorn-Net derives its power

from the proposed estimation formulation, namely the decomposition of the hand

pose estimation into the estimation of 2D joint locations and the estimation of their

corresponding depth values aided by two separate attention maps.

3.4.1 Encoder

The encoder is defined as a non-linear mapping from the input depth image to

the output feature volume f : RH×W → Rc×h×w, where h, w and c denote the height,

width and the number of the channels of the output feature volume respectively.

While any off-the-shelf network architecture can be used as this non-linear mapping,

we empirically find that, to maximize accuracy, the encoder network should have a

high capability of extracting and fusing features at different scales. This is because the

hand orientation, the arrangement of the fingers, and the relationships of adjacent

joints are among the many cues that are best recognized at different scales in the

depth image. We show in the sec 3.5.3 that the proposed model is robust to the

choice of the encoder network architecture as long as the above-mentioned requirement

of extracting and fusing features at different scales is met. We use an Hourglass

network [83] as the encoder. It uses skip-connections and repeated bottom-up, top-

down processing to extract and consolidate features across different scales.
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3.4.2 UV Branch

This branch takes as input the output feature volume from the encoder and

computes a per-joint attention map Attuv ∈ RJ×h×w. We use Attjuv ∈ Rh×w to refer

to the attention map corresponding to the jth joint. Attjuv is explicitly encouraged

to focus on pixels where the jth joint occurs by applying 2D supervision to it. To

this end, the attention map Attjuv is first normalized by a spatial softmax layer [57]

to obtain the corresponding heatmap H2D
j = σ(Attjuv) as follows:

H2D
j (x, y) =

exp(Attjuv(x, y))∑
ui,vi∈Ω

exp(Attjuv(ui, vi))
(3.1)

In the above, σ denotes the spatial softmax layer. The heatmap H2D
j represents

the likelihood of the jth joint occurring at each pixel location. Ω represents the spacial

domain of the attention map Attjuv. The 2D location of the jth joint is computed

through an integration operation similar to [84, 57], as follows:

(Ū j, V̄ j) =
∑
ui

∑
vi

(ui, vi)H
2D
j (ui, vi) (3.2)

In the above, (Ū j, V̄ j) represents the estimated coordinates of the jth joint in

the depth image space. The supervision is applied to all attention maps Attjuv for

j ∈ 1, 2, ..., J by minimizing the mean L1 distance defined as:

`uv =
1

2J

J∑
j=1

|Ū j − U j|+ |V̄ j − V j| (3.3)

In the above, (U j, V j) represents the ground-truth 2D location of the jth joint. Note

that (Ū j, V̄ j) is also used to report the estimated coordinates of the jth joint in the

depth image space.
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3.4.3 Attention Enhancement Branch

This branch is aimed at computing a more flexible attention map to enhance the

attention maps computed by the UV branch Attuv towards facilitating the estimation

of the joint depth values. Specifically, it takes as input the output feature volume from

the encoder and computes a per-joint attention map Attenh ∈ RJ×h×w. Attjenh ∈ Rh×w

denotes the attention map corresponding to the jth joint. In contrast to Attuv , no

external constraint (supervision) is applied to this attention map, allowing it to freely

learn which hand pixels are the most relevant ones for estimating the depth value for

each joint under different scenarios.

3.4.4 Depth Branch

Contrary to the common practice of computing pixel-wise depth offset or pre-

diction, the proposed model computes dense pixel-wise depth feature vectors. Specif-

ically, this branch takes as input the output feature volume from the encoder and

produces a dense depth feature map D ∈ RD×h×w. D represents the depth feature

vector dimension, which is set D = 64 in our experiments. The depth feature vector

at the special location (x, y) in the depth feature map D, denoted by D(x, y) ∈ RD,

is developed such that it contains information about the depth value of the joints

gathered from the input depth image pixels included in the receptive field of the

special location (x, y) in the depth feature volume. The final feature vector used for

each joint to estimate its depth value is obtained using a weighted average computed

over all the depth feature vectors, where the weight to each depth feature vector is

assigned using the corresponding fused attention map.
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Figure 3.2: Qualitative examples of how the two attention maps complement each
other to guide feature pooling for depth estimation. Each row shows an example
including the input depth image, the Attjuv and Attjenh attention maps computed by
the first and second branches respectively, and the resulting fused attention map
Attjfused. The red dot in the input depth image marks the ground-truth joint location
for which the attention maps are computed

3.4.5 Attention Fusion

The two attention maps Attjuv and Attjenh are complementary in the sense that

Attjuv shifts the network attention to the pixels where the jth joint occurs, while Attjenh

helps the network pay attention to the non-joint pixels that might contain useful

information for estimating the depth value of the jth joint. These two attention maps

are fused as follows:

Attjfused = σ(βjAtt
j
uv + (1− βj)Attjenh) (3.4)

Here, βj ∈ [0, 1] denotes the learned parameter that controls the contribution of

each attention map to the fused attention map Attjfused. The proposed model uses

Attjfused as guidance to pool features from the pixels that contain the most relevant

information with respect to the depth of the jth joint. Fig. 3.2 shows some qualitative

examples of how the two attention maps Attjuv and Attjenh play the complementary

role in forming the final fused attention map Attjfused in order to guide the subsequent

feature pooling for depth value estimation.
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3.4.6 Depth Value Estimation

The depth value for the jth joint is estimated from the feature vector obtained

by pooling features from the pixels that contain the most relevant information about

its depth, which is guided by Attjfused as follows:

Fj = Attjfused ◦D =
∑
x

∑
y

Attjfused(x, y)D(x, y) (3.5)

Where Fj ∈ RD denotes the pooled feature vector for the jth joint. The depth value

for the jth joint, denoted by Z̄j, is then estimated using a single linear layer as follows:

Z̄j = FjW + b (3.6)

Where W ∈ RD and b ∈ R denote the weights of the linear layer. Note that this

linear layer is shared across all the joints. This not only improves the parameter

efficiency but also encourages ensemble-like behavior in the depth feature vectors, as

each has to gather the depth information of all joints. This type of feature pooling

using attention followed by a shared layer is inspired from the mechanism employed

in Transformer networks [82].

The depth value estimation for the joints is supervised by the following loss

term:

`d =
1

J

J∑
j=1

|Z̄j − Zj| (3.7)

Where Zj refers to the ground-truth depth value for the jth joint.

3.4.7 End-to-End Training

The proposed model is end-to-end differentiable and is trained by minimizing

the loss function that comprises the two loss terms discussed in the previous sections,

which is formulated as:

L = `uv + λ`d (3.8)
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where λ is a weighting factor to balance `uv and `d. We set λ = 1 in our experiments.

3.4.8 PixDropout

The proposed data augmentation function PixDropout is defined as a function

Tα : RH×W → RH×W , where the parameter α ∈ [0, 1] controls the intensity of the

augmentation. In the first step, we uniformly sample a probability γ from the range

[0, α]. In the second step, we uniformly sample a set of the pixels Q from the hand

surface. Each pixel is selected with a probability of γ. The augmented depth image

D̂I = Tα(DI) is computed by dropping the selected pixels as follows:

D̂I(p) =


C if p ∈ Q

DI(p) otherwise

(3.9)

Where p denotes an arbitrary pixel in the depth image. C represents the constant

value assigned to the background (non-hand) pixels.

3.5 Experiments

3.5.1 Implementation Details

The pre-processing method for preparing the input depth image includes first

cropping the hand area from a depth image similar to [85], and then resizing it to a

fixed size of 128x128. The depth values are normalized to [-1, 1]. In order to maximize

accuracy, the encoder’s output feature volume needs to be of high spatial dimension.

To strike a balance between the computational complexity and performance, we set

it to be half of that of the input depth image. We use Adam [86] optimizer with a

cosine learning rate decay schedule [87] for training. The initial learning rate and the

weight decay are set to be 10−3 and 10−5 respectively. For data augmentation, we use

geometric transformations including in-plane rotation ([-180, 180] degree), 3D scaling
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Table 3.1: The performance of the models with and without (w/o) PixDropout as
augmentation function on ICVL [1]. The numbers indicate the mean distance error
(mm)

Model with PixDropout w/o PixDropout

TriHorn-Net 5.73 5.90

ResNet-50 7.71 7.81

Table 3.2: Impact of using different attention maps for depth feature pooling on the
performance on ICVL [1]

Attention Map Error (mm)

Attuv 5.91

Attenh 6.03

Fused Attention 5.73

([0.9, 1,1]), and 3D translation ([-8, 8] mm), as well as the proposed PixDropout as

the appearance transformation. We set α = 0.15 in all the experiments. We trained

the model for 40 epochs on ICVL, 40 epochs on NYU and 60 epochs on MSRA. All

experiments are implemented by PyTorch framework [88] and conducted on a single

server with one NVIDIA 1080Ti GPU.

3.5.2 Datasets and Evaluation Metrics

ICVL Dataset. The ICVL dataset [1] provides 22K and 1.6K depth frames

for training and testing, respectively. The ground-truth for each frame contains J

= 16 joints, including one joint for the palm and three joints for each finger. We

do not use the additional 300k augmented frames (which are obtained with in-plane

rotations of the original training frames) included in this dataset.

MSRA Dataset. The MSRA dataset [3] contains more than 76K frames

captured from 9 subjects. Each subject contains 17 hand gestures and each hand

gesture has about 500 frames with segmented hand depth image. Each frame is

provided with a ground-truth of J = 21 joints, including one joint for the wrist and
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Table 3.3: Comparison of different choices for the encoder network architecture on
ICVL [1]. #Params indicates the number of the model parameters

Encoder Architecture Error (mm) #Params

HRnet [89] 5.91 7.22M

ResDeconv [90] 6.04 27.24M

Hourglass [83] 5.73 7.81M

Table 3.4: Comparison of different attention fusion approaches on ICVL [1]

Approach Error (mm)

Concatenation 5.98

Summation 5.84

Ours 5.73

four joints for each finger. Following the protocol used by [3], we evaluate the proposed

method on this dataset with the leave-one-subject-out cross-validation strategy.

NYU Dataset. The NYU dataset [2] is captured from three different views

with Microsoft Kinect sensor. Each view contains 72K training 8K testing depth

images. Following the common protocol, we only use the first view with a subset of

J = 14 joints out of total of 36 annotated joints provided for both the training and

testing.

Evaluation metrics. We use the two most commonly used metrics for evalu-

ation of 3D hand pose estimation: the mean distance error (in mm) and the success

rate. The mean distance error measures the average Euclidean distance between the

estimated and the ground-truth coordinates computed across all the joints and over

the entire testing set. The success rate is defined as the fraction of the frames for

which the mean distance error is less than a certain distance threshold.
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3.5.3 Ablation Study

Impact of using complementary attention maps. We study the impact

of employing two complementary attention maps in the proposed model. Specifically,

we examine the performance of the model in three cases with respect to the attention

map used for depth feature pooling. The first case only uses the attention map

computed by the UV branch and removes the attention enhancement branch from

the network. The second case only uses Attenh, which is computed by the attention

enhancement branch. The third case corresponds to the proposed approach based on

fusing the two complementary attention maps. As can be seen in Table 3.2, using a

second freely learned attention map enhancing the attention map computed by the

UV branch leads to the best performing case.

Effectiveness of Different Approaches for Attention Fusion. We study

the effectiveness of the proposed attention fusion approach in our model. We imple-

ment the proposed model using three different approaches for attention fusion: 1)

concatenation 2) summation and 3) the proposed strategy. For concatenation, the

two attention maps are first concatenated and then passed through a number of con-

volutional layers to obtain the fused attention map. For the second experiment, the

two attention maps are simply fused by the element-wise addition. The proposed

strategy is an extension of the summation approach, where the contribution of each

attention map to the fused attention map is controlled by a learned parameter. As

can be seen in Table 3.4, the proposed strategy performs best.

Impact of Different Encoder Network Architectures. We analyse the

impact of different encoder network architectures on the model performance. Specif-

ically, we use three representative architectures: 1) Hourglass network [83], 2) HR-

Net [89] and 3) ResNetDeconv [90]. Although through different mechanisms, Hour-

glass network and HRNet both directly transfer the low-level features extracted in the
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early layers to deeper layers via direct skip-connections. On the other hand, ResNet-

Deconv down-samples the input to a low resolution feature map and then up-samples

it back by a deconvolution head. As can be seen in Table 3.3, the Hourglass network

and HRNet both achieve the state-of-the-art results. Although ResNetDeconv does

not have the same ability to extract and fuse features at different scales, it still per-

forms strongly compared to the existing methods. These observations demonstrate

that the proposed model is robust to the choice of the encoder network architecture

and derives its superior performance from our novel formulation of pose estimation.

3.5.4 Effectiveness of PixDropout

To verify the effectiveness of the proposed data augmentation function Pix-

Dropout, we conduct two independent comparisons. We compare the performance of

the proposed model with and without PixDropout. We also repeat this comparison

using a regression-based method. Specifically, we use a ResNet-50 network [42], with

its last fully connected layer replaced by 2 fully connected layers to estimate the hand

pose. As can be seen in Table 3.1, PixDropout leads to a performance improvement

not only in the proposed model but also in a model of different nature, demonstrating

its effectiveness as an augmentation function for depth-based hand pose estimation

methods.

3.5.5 Comparison with the State-of-the-Art Methods

We compare the proposed model with the state-of-the-art methods including

both dense detection-based methods and regression-based methods. These methods

include model-based method (DeepModel) [46], DeepPrior [45], improved DeepPrior

(DeepPrior++) [85], region ensemble network (Ren-4x6x6 [91], Ren-9x6x6 [92]), Pose-

Ren [94], Generalized-Feedback [95], dense regression network (DenseReg) [11], A2J
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Figure 3.3: Comparison with the state-of-the-art methods on ICVL [1] (Left), NYU
[2] (Middle), and MSRA [3] (Right) datasets. The per-joint mean error is used for
comparison (R: root, T: tip).

Figure 3.4: Comparison with the state-of-the-art methods on ICVL [1] (Left), NYU [2]
(Middle), and MSRA [3] (Right) datasets. Success rates over different error thresholds
is used for comparison.

[9], CrossInfoNet [8] and JGR-P2O [56], 3DCNN [49], SHPR-Net [93], HandPointNet

[51], Point-to-Point [10], NARHT [73], HandFoldingNet [58] and V2V [52]. Fig. 3.4

and Fig. 3.3 respectively show the success rate and per-joint mean error (mm) on the

ICVL, NYU and MSRA datasets. Table 3.5 summarizes the performance based on the

mean distance error on the three datasets. The results show that the proposed method

significantly outperforms the state-of-the-art methods on all of these three benchmark

datasets, achieving a mean distance error of 5.73 mm, 7.68 mm and 7.13 mm on ICVL,

NYU and MSRA respectively.
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Table 3.5: Comparison with the state-of-the-art methods on ICVL [1] (Left), NYU [2]
(Middle), and MSRA [3] (Right). “Error” indicates the mean distance error in (mm)

Methods Error
DeepModel [46] 11.56
DeepPrior [45] 10.4

DeepPrior++ [85] 8.1
REN-4x6x6 [91] 7.63
REN-9x6x6 [92] 7.31
DenseReg [11] 7.3
SHPR-Net [93] 7.22

HandPointNet [51] 6.94
Pose-REN [94] 6.79

CrossInfoNet [8] 6.73
NARHT [73] 6.47

A2J [9] 6.46
Point-to-Point [10] 6.3
V2V-PoseNet [52] 6.28

JGR-P2O [56] 6.02
HandFoldingNet [58] 5.95

Ours 5.73

Methods Error
DeepPrior [45] 19.73
DeepModel [46] 17.04

3DCNN [49] 14.1
REN-4x6x6 [91] 13.39
REN-9x6x6 [92] 12.69

DeepPrior++ [85] 12.24
Pose-REN [94] 11.81

Generalized-Feedback [95] 10.89
SHPR-Net [93] 10.78

HandPointNet [51] 10.54
DenseReg [11] 10.2

CrossInfoNet [8] 10.08
NARHT [73] 9.8

Point-to-Point [10] 9.1
A2J [9] 8.61

HandFoldingNet [58] 8.58
V2V-PoseNet [52] 8.42

JGR-P2O [56] 8.29
Ours 7.68

Methods Error
REN-9x6x6 [92] 9.79

3DCNN [49] 9.58
DeepPrior++ [85] 9.5

Pose-REN [94] 8.65
HandPointNet [51] 8.5
CrossInfoNet [8] 7.86
SHPR-Net [93] 7.76

Point-to-Point [10] 7.7
V2V-PoseNet [52] 7.59

JGR-P2O [56] 7.55
NARHT [73] 7.55

HandFoldingNet [58] 7.34
DenseReg [11] 7.23

Ours 7.13
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CHAPTER 4

Semi-supervised 3D Hand Pose Estimation

4.1 Introduction

The availability of more accurate and affordable commodity depth cameras cou-

pled with the success of Deep Neural Networks (DNN) has led to significant progress in

depth-based 3D hand pose estimation in the recent years [5, 6, 7, 8, 9, 10, 11, 12, 2].

Despite these advancements, one major challenge that remains is that DNN-based

methods require large amounts of annotated training data to realize their full poten-

tial. However, collecting such data is both costly and time-consuming. In this chapter,

we propose a semi-supervised 3D hand pose estimation method to significantly reduce

the dependence on labeled training data.

A straightforward approach to mitigate the requirement for labeled training

data is to use synthesized training data with accurate annotations [4], which can

be generated with minimal human effort. However, models trained on synthesized

data generalize poorly to the real-world data due to the significant domain gap be-

tween synthetic and real-world data. A popular alternative is semi-supervised learn-

ing (SSL) [96], where the goal is to leverage unlabeled data along with the labeled

data, hence reducing the amount of labeled data required for training. Most of

the recent advancements of SSL methods have been focused on image classification

[97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107].

Semi-supervised learning has recently attracted attention in the area of 3D hand

pose estimation. Chen et al. [7] leverage unlabeled data by minimizing the Chamfer

loss between the input point cloud and its reconstructed version by a decoder. Wan

41



et al. [108] jointly train two deep generative models with a shared latent space to

model the statistical relationships of depth images and their corresponding hand

poses. Their architectural design facilitates learning from unlabeled data. Poier

et al. [4] exploit synthetic data to reduce reliance on annotated real-world data by

learning to map from the features of real data to that of synthetic data. Baek et

al. [12] synthesize data in the skeleton space and then its corresponding depth map to

augment the training data. These methods enable semi-supervised learning through

accommodations in their network architecture. Orthogonal to this line of work, we

propose a model-agnostic semi-supervised framework for 3D hand pose estimation

that takes advantage of the most recent advancements of SSL methods in image

classification.

The proposed framework consists of two identical networks that are trained

jointly: 1) student network and 2) teacher network. Any off-the-shelf network ar-

chitecture can be used as long as it provides a means for prediction uncertainty

estimation. For training the teacher, we adopt an approach based on consistency

training [109]. Driven by the intuition that a good model should be robust to any

small change in an input example, approaches based on the consistency training en-

force the model predictions to be invariant to small noise applied to input examples.

Inspired by this approach, we train the teacher network using both the labeled and

unlabeled parts of the training data, with a combination of the typical supervised

loss and an unsupervised loss formulated in such a way to enforce model consistency

defined as the model output equivariance under a set of affine transformations.

Note that the proposed method uses different training strategies from [109] due

to the fundamentally different nature of the 3D hand pose estimation, which is a struc-

tured regression task as opposed to an image classification task. This difference poses

unique challenges for a hand pose estimation method based on consistency training,
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necessitating not only architectural changes but also different training strategies. We

present several novel components to effectively address these challenges. The student

network is trained using the pseudo-labels generated by the teacher network. More

specifically, to stabilize the training, exponential moving average [110] of the teacher

network’s parameters are used for generating the pseudo-labels. After the training is

finished, the student network is fine-tuned on the labeled part of the training data

since it has not seen any of them during training. Note that the proposed method

comes at no additional cost at test time, as only the student network is used for

inference and the teacher network is discarded after training.

It should be stressed that the proposed training of a separate student network

is different from knowledge distillation [111]. The goal of knowledge distillation is to

transfer the knowledge of a complicated model to a simpler model by training the

simpler model with the softmax outputs of the complicated model. Moreover, knowl-

edge distillation is performed after training. However, the proposed method employs

two identical networks that are trained simultaneously. Furthermore, the student

is trained using the exponential moving average (EMAN) of the teacher network’s

parameters.

We conduct an extensive evaluation of the proposed method on three publicly

available datasets, namely ICVL [1], MSRA [3] and NYU [2], which are challenging

benchmarks commonly used for evaluation of 3D hand pose estimation methods. The

results demonstrate that the proposed method significantly outperforms the current

state-of-the-art semi-supervised hand pose estimation methods. We also analyse the

performance of the proposed method in cases of severe scarcity of ground-truth an-

notations and show its effectiveness under such scenarios. Most remarkably, using

only 25% of the annotations, the proposed method preforms on par with the state-
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of-the-art fully supervised methods (methods that use 100% of the ground-truth an-

notations).

In summary, the contributions in this chapter are as follows:

• We propose a novel semi-supervised hand pose estimation method to effec-

tively leverage the unlabeled data. To the best of our knowledge, this is the

first method to incorporate consistency training for semi-supervised training on

depth images of hands.

• We propose several novel strategies to enable consistency training for 3D hand

pose estimation on depth images.

• The proposed method is the first depth-based hand pose estimation method to

incorporate advances from recent SSL methods such as [112, 109, 110], which

target general-purpose image classification. A key contribution is proposing

concrete ways to apply those ideas to depth-based hand pose estimation, and

showing that they lead to improved performance.

• We empirically show that the proposed method outperforms the current state-

of-the-art semi-supervised 3D hand pose estimation methods.

4.2 Hand Pose Estimation

Hand pose estimation has been a long-standing problem in the Computer Vision

community. While early methods relied on non-data-driven approaches such as hand

crafted features, optimization methods, and distance metrics [59, 32, 35], in recent

years there has been a shift to methods based on deep neural networks (DNNs).

Oberweger et al. [45] proposed a method to estimate the hand pose represented by

PCA coefficients of a statistical hand model. Wang et al. [92] use the ensemble

principle by partitioning the last convolutional outputs of a CNN into several regions

and using separate regressors to estimate the hand joints. Another line of work is to
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take advantage of the recent advancements in 3D Deep learning. To this end, [49, 52]

converted 2.5D depth images into 3D voxels and employed 3D CNNs to estimate the

3D hand pose. Several methods [51, 10, 54, 7, 58, 73] have been recently proposed to

utilize point cloud processing networks by converting depth images into point clouds

as the input. Comprehensive reviews of depth-based hand pose estimation can be

found in [113, 5].

The above-mentioned methods are all fully-supervised. Our work is most re-

lated to the recent line of semi-supervised methods for 3D hand pose estimation

[7, 108, 4, 12]. SemiHand [114] is closest to our method. It uses consistency training,

which is also the case for the proposed method. However, the consistency training

approach in the proposed method is significantly different than that of [114]. Be-

sides using a different input data modality (2.5 depth images as opposed to RGB

images), the proposed framework is based on a student-teacher paradigm and uses

consistency training only for training the teacher network, whereas SemiHand [114]

uses a single network. The proposed framework also uses a fundamentally differ-

ent mechanism for label-refinement and the network uncertainty estimation. Finally,

unlike SemiHand [114], the proposed method only uses view consistency.

4.3 Semi-supervised Learning in Image Classification

The key challenge to training of modern DNNs is the requirement for large

amounts of labeled data. Semi-supervised learning (SSL) mitigates this requirement

by providing a means of leveraging unlabeled data. Classic examples of SSL methods

include transductive models [97, 98, 99], entropy minimization [100], co-training [101,

102] and graph-based models [103, 104, 105, 106, 107].

Our work is closely related to the recent line of SSL methods based on pseudo-

labeling [115, 116, 117], where they produce artificial label for unlabeled data samples

45



and train the model to predict the artificial label when fed unlabeled samples as input,

and consistency training [112, 109, 118] wherein they enforce the model predictions

to be consistent across a sample and its perturbed version. However, the proposed

method is fundamentally different from the methods discussed above. They are all

focused on image classification, where the goal is encourage representation invariance

across different views of the same image. However, the proposed method performs

hand pose estimation, which is a structured regression task. It critically depends

on spatial information and its goal is to enforce representation equivariance across

different views. These differences pose unique challenges for a hand pose estimation

method based on consistency training. In this chapter, we propose several novel

strategies to address these challenges and take advantage of the state-of-the-art SSL

methods in image classification.

4.4 Proposed Method

4.4.1 Problem Formulation and Notation

The task of 3D hand pose estimation is defined as follows: given an input depth

image x ∈ RH×W , the task is to estimate the 3D location of a set of pre-defined

hand joints J ∈ RNJ×3 in the camera coordinate system by learning a mapping f

in the form of a neural network parameterized by θ, such that J = f(X; θ). H

and W denote the height and width of the depth map respectively. For the sake of

simplicity, we refer to the input data dimensionality as d = H ×W . We use NJ to

refer to the number of estimated joints. Ji = (U, V, Z) represents the location of the

the ith joint .The function f is learned using the training set consisting of labeled

examples (xl,J l) ∼ PL and unlabeled examples xu ∼ PU . Pl and PU denote the

probability distributions of labeled and unlabeled examples respectively. We define an

46



augmentation function Φ : Rd → Rd such that it maintains the equivariance property.

This mathematically means that if x′ = Φ(x), then we have J ′ = Φ(J ). We define

M as a uniform probability distribution over all such augmentation functions. In our

experiments, we use a subset of affine transformations including translation, scaling

and rotation as augmentation functions.

The overview of the proposed method is illustrated in Fig. 4.1. It employs

two identical networks called the teacher network and the student network, whose

parameters are denoted by θT and θS respectively. The teacher network task is to

provide supervisory signal for the student network by generating pseudo-labels. It is

trained using a combination of the typical supervised loss and consistency training

loss. As the teacher network improves, so do the pseudo-labels it generates for the

student network. As a result, the student network keeps improving as the training of

the teacher network progresses. After training is finished, the student network will

be fine-tuned using the available labeled samples because it has not seen any of them

during training. We empirically found that this leads to some modest performance

improvements.

4.4.2 Network Architecture

Both the teacher and student network follow the same architecture that is simi-

lar to [57]. It consists of an encoder network and two separate branches. The encoder

is a CNN whose task is to extract hand features from the input depth image. Its out-

put feature volume serves as the input to two branches. The first branch estimates

a heatmap H2D
j for each joint. The 2D heatmap H2D

j represents the occurrence like-

lihood of the jth joint at each pixel location. The second branch estimates a depth

map Hz
j for each joint. Hz

j represents depth prediction for the corresponding pixels

for the jth joint. The 3D locations are then computed following [84, 57]:
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Figure 4.1: Left: overview of training the teacher network. It depicts a training batch
consisting of one labeled example and one unlabeled example. The teacher network
is trained using a combination of the typical supervised loss on the labeled examples
and consistency loss on the unlabeled examples. Right: the student network is trained
using the pseudo-labels provided by the EMAN of the teacher network’s parameters

(U j, V j) =
∑
ui

∑
vi

(ui, vi)Ĥ
2D
j (ui, vi) (4.1)

Zj =
∑
ui

∑
vi

Hz
j (ui, vi)Ĥ

2D
j (ui, vi) (4.2)

In the above, Ĥ2D
j (ui, vi) is the H2D

j normalized through spatial Softmax oper-

ation as follows:

Ĥ2D
j (x, y) =

exp(αjH
2D
j (x, y))∑

ui,vi∈Ω

exp(αjH2D
j (ui, vi))

(4.3)

Here, Ω represents the set of all pixel locations in the input map H2D
j . αj denotes the

temperature parameter that controls the spread of the output heatmaps Ĥ2D
j . Unlike

[57] that trains these parameters along with the rest of the network parameters, we

set αj = 1 for j ∈ 1, 2, ..., NJ and keep them fixed during the training phase. In our

experiments, we use an Hourglass network [83] as the encoder.
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4.4.3 Teacher Network Training

The teacher network is trained using both labeled and unlabeled examples by

solving the following optimization problem, conceptually similar to [109, 114]:

min
θT
Ls(θT ) + λLu(θT ) =E(xl,J l)∼PL(x)[D(f(xl; θT ),J l)]+

λExu∼PU (x)EΦ∼M[D(Φ(f(xu; θ̄T )), f(Φ(xu); θT ))]

(4.4)

Here, D denotes mean element-wise L1 distance. θ̄T denotes a fixed copy of the

current parameters θT , indicating the the gradient is not back-propagated through

θ̄T , as done in [109, 119]. λ is a weighting factor to balance the terms Ls and Lu.

Ls is the typical supervised loss computed on the labeled examples, which is aimed

at minimizing the difference between the model predictions and the corresponding

ground-truth labels. Lu is the unsupervised consistency regularization loss computed

on unlabeled examples to enforce consistency of the model predictions across differ-

ent views of the same depth images. In contrast to image classification where the

consistency is defined as the model prediction invariance across different views [109],

we define consistency as equivariance under a set of affine transformations, similar to

SemiHand [114]. Explicitly enforcing such an estimation equivariance on the unla-

beled examples proves to be a very effective means of leveraging them. f(xu; θ̄T ) can

be interpreted as the pseudo-labels generated by the teacher network from the view

xu to be used by its own in the second view Φ(xu).

Sample Masking. Models trained using self-generated pseudo-labels generally

suffer from confirmation bias [120], where the model keeps amplifying its own errors.

It has been demonstrated that masking out noisy pseudo-labels and maintaining only

high-quality ones for training can considerably reduce the confirmation bias [115]. The

standard approach towards this end has been to base the decision of whether to use
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a pseudo-label for training on a model prediction certainty(or uncertainty) measure

compared against a threshold. The typical approach in image classification, namely

taking the maximum of the model output probability, is not applicable to the proposed

method due to the different nature of its task. SemiHand [114] defined the model

confidence on a data sample as the sum of the distance between the model’s prediction

on an image and that of its randomly perturbed version, and the distance between

the pseudo-label and its corrected pseudo-label. However, this approach requires

additional model evaluations and performing forward kinematic chain, which adds

computational overhead. The proposed method uses a simple yet effective method to

measure the model uncertainty. The prediction uncertainty for the jth joint, denoted

by Cj, is approximated using the Standard deviation (STD) of the corresponding

estimated normalized heatmap Ĥ2D
j , computed as follows:

Cj =

√∑
ui

∑
vi

Ĥ2D
j (ui, vi)

∥∥[Uj, Vj]T − [ui, vi]T
∥∥2

(4.5)

Here, ‖.‖ denotes the Frobenius norm function. We empirically found that when the

model is certain about its prediction on a given joint, its corresponding heatmap has

a low STD. On the other hand, when the model is not certain and there are many

candidate pixels, the heatmap tends to be wider (and hence high STD).

We define the mask M ∈ RJ as follows:

Mj =


ma if Cj < Tj

mr otherwise

(4.6)

Here, Tj is the threshold used for masking the jth joint. Symbols ma and mr

denote the weights given to the pseudo-labels that are respectively accepted and

rejected. Image classification SSL methods such as [112, 109, 121] have traditionally
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taken a binary approach for masking (ma = 1 and mr = 0), which is a special case of

Eq. 4.6. While this binary approach has proven effective for image classification, we

empirically found that including the pseudo-labels that are rejected in the training

(mr 6= 0) consistently leads to performance improvement in the proposed method.

The L1 distance D in Lu in the Eq. 4.4 is replaced by the following weighted average:

D(J ,J ′) =
1

3K

NJ∑
j=1

Mj

3∑
i=1

|Jji − J ′ji| (4.7)

where K =
∑

jMj. In the case where masking is not used, we set all Mj = 1.

Dynamic Thresholding. A standard practice of SSL methods in image clas-

sification is to use a fixed threshold for masking [112, 109]. Most recently, [121]

employed a strategy for dynamic adjustment of thresholds for different classes based

on class learning effects. However, none of the these strategies is practical for the

proposed method. Naively using fixed thresholds for masking causes two issues in the

proposed method. First, since the the uncertainty measure for different joints are of

different scales (e.g. heatmaps corresponding to fingertips are usually very peaky but

are relatively wide for the palm, leading to low and high STDs respectively), we would

need NJ different thresholds (one for each joint), making the hyper-parameter opti-

mization complicated. Secondly, adopting uncertainty-based pseudo-labeling leads to

a class imbalance in the pseudo-labels, and thereby, misguides the training [122].

To tackle these issues, we employ a strategy to dynamically adjust the thresh-

olds. Let ρt be the fraction of pseudo-labels allowed for training at the training epoch

t. Let T tj be the threshold value used for masking for the jth joint at the training

epoch t. After initialization in the first epoch, T t+1
j for the epoch t + 1 is computed

as follows:

T t+1
j = T tj + η(ρt − ρjt) (4.8)
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Here, ρjt is the fraction of pseudo-labels corresponding to the jth joint accepted for

training in the epoch t according to the corresponding threshold T tj . Symbol η denotes

the adjustment rate. Intuitively, when ρt > ρjt , it means that the threshold T tj should

increase to let pass more pseudo-labels. On the other hand, when ρt < ρjt , it means

the threshold T tj should decrease to accept fewer pseudo-labels for training. This

type of addressing class-imbalance problem can be thought of as equivalent to Mean

Sampling [123]. It ensures that a roughly equal fraction ρt of pseudo-labels for each

joint is used for training in each epoch. We use a cosine schedule strategy [87] to

increase ρt from the initial value ρstart to reach its final value ρend over the course of

training as follows:

ρt = ρstart + 0.5(1− cos(
Tcur
Tmax

π))(ρend − ρstart) (4.9)

Here, Tcur and Tmax denote the current epoch number and the total number of training

epochs respectively. Intuitively, the proposed method allows only a small proportion

of pseudo-labels to be used at early phases of the training since the teacher network is

still not accurate in early training phases. As the training progresses and the teacher

network performance improves, a larger proportion of pseudo-labels are allowed to be

used for training.

Dynamic Adjustment of the Training Signal Composition for the

Teacher for Low-data Regime As discussed previously, the teacher network is

trained by minimizing the Eq. 4.4, which is a combination of the typical supervised

loss Ls and the unsupervised loss Lu. A common scenario in a semi-supervised setting

is when the access to labeled examples is very limited. In such scenarios, the inaccu-

rate pseudo-labels generated by the teacher network in the early phases of training

take a large number of training epochs to become sufficiently accurate for training.

However, using inaccurate pseudo-labels for training misguides it and hinders con-
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Table 4.1: The performance when using different strategies for adjusting λ. Cases
where λstart = λend refer to the ones where λ is kept fixed during training

λstart λend Mean Error (mm)

0.2 0.2 8.86

0.5 0.5 8.83

1.00 1.00 9.18

2.00 2.00 9.45

0.2 1.2 8.71

vergence. To tackle this issue, we dynamically adjust λ during training. To this end,

it is initialized with λstart, and then increased according to a exponential schedule to

reach its final value at the last training epoch λend, as follows:

λt = λstart + exp((
Tcur
Tmax

− 1) ∗ 5)(λend − λstart) (4.10)

Here, Tcur and Tmax denote the current epoch number and the total number of training

epochs respectively. The symbol λt represents the value of λ at the training epoch

t. As can be seen in Table 4.1, the best performing case is when we give pseudo-

labels a low weight when they are inaccurate in the beginning (e.g. λ = 0.2) and then

gradually increase that weight as they become more accurate. Note that this approach

also prevents the network from over-fitting to the small amount of the labeled data.

4.4.4 Student Network Training

The proposed method trains the student network using the unlabeled samples

and their corresponding pseudo-labels generated by the teacher network. However,

using pseudo-labels generated directly by the teacher network can lead to a poten-

tial problem. The teacher itself is constantly updated in the training, which could

cause performance degradation and training instability in the student network since

it has to learn to approximate a highly non-stationary function. An alternative is to
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use the exponential moving average (EMA) of the teacher network’s parameters to

generate pseudo-labels [120]. However, this approach could lead to a potential mis-

match between the EMA parameters and the batch normalization (BN) statistics in

the parameter space [110] because the EMA parameters are averaged from the previ-

ous iterations, but the batch-wise BN statistics are instantly collected at the current

iteration. We use the recently proposed fix for this issue called EMAN [110], where

the batch-wise statistics are exponentially averaged from the previous iterations as

well. The student network is trained by solving the following optimization problem:

min
θS
Lstudent = Exu∼PU (x)EΦ∼M[D(f(Φ(xu); θEMAN), f(Φ(xu); θS))] (4.11)

where θEMAN denotes the exponentially moving averaged of the teacher network’s

parameters from the previous iterations computed as in [110]. f(Φ(xu); θEMAN) are

the pseudo-labels corresponding to xu generated using EMAN parameters.

4.4.5 Training Algorithm

In summary, the proposed algorithm employs two identical networks that are

trained simultaneously. The teacher network is trained using both the available la-

beled examples and the unlabeled examples, while the student network is trained

using the unlabeled examples with their corresponding pseudo-labels generated by

the teacher network. For training the teacher network, at each training iteration,

we compute the supervised loss on a mini-batch of size B of labeled examples and

compute the consistency loss on a mini-batch of size µB of unlabeled examples. We

control the ratio of unlabeled examples batch size to the labeled examples batch size

by µ. The pseudo code can be found in Algorithm 1.
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Table 4.2: Hyper-parameters for the proposed method under different scenarios with
respect to the percentage of available labeled examples for training

Hyper-parameter % of Labeled Examples
1 25 50 75

µ 2 2 2 2
Batch size 16 16 16 16

η 0.8 0.8 0.8 0.8
λstart 0.2 0.8 0.4 0.4
λend 1.2 1 0.6 0.6
ρstart 0.2 0.4 0.4 0.4
ρend 0.8 0.8 0.8 0.8
ma 1 1 1 1
mr 0.25 0.25 0.25 0.25
Tmax 1200 132 100 80

4.5 Experiments

4.5.1 Implementation Details

The input to the networks is prepared by cropping the hand area from a depth

image following [85] and resizing it to a fixed size of 128x128. The depth values are

then normalized to [-1, 1] for the cropped image. For training, we use Adam [86]

optimizer with a cosine learning rate decay schedule [87]. The initial learning rate

is set to be 10−4, and a weight decay of 10−5 is used. The augmentation set used

for M includes in-plane rotation ([-180, 180] degree), 3D scaling ([0.9, 1,1]), and

3D translation ([-10, 10] mm). We use PyTorch framework [88] for implementation.

The proposed method uses a different combination of hyper-parameters depending

on the number of labeled examples available for training. The combination of hyper-

parameters for four different scenarios can be found in Table 4.2.

4.5.2 Datasets and Evaluation Metrics

We evaluate the proposed method on three public 3D hand pose estimation

datasets: ICVL dataset [1], NYU dataset [2] and MSRA dataset [3]. The ICVL
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Table 4.3: Performance under different strategies for adjusting the thresholds

Strategy Error (mm)
Fixed Thresholds 10.43

ρt = 0.4 9.00
ρt = 0.6 8.84
ρt = 0.8 8.99

Ours 8.71

dataset contains 22K training and 1.5K testing depth images that are captured with

an Intel Realsense camera. The ground truth hand pose of each image consists of

Nj = 16 joints. The NYU dataset is captured with three Microsoft Kinects from

different views. Each view consists of 72K training and 8K testing depth images.

Following most previous works, we only use the frontal view and use a subset Nj = 14

out of the total 36 annotated joints for training and testing in all experiments. The

MSRA dataset [3] contains more than 76K frames captured from 9 subjects. Each

subject contains 17 hand gestures and each hand gesture has about 500 frames. Each

frame is provided with a ground-truth of NJ = 21 joints. Following the protocol used

by [3], we evaluate the proposed method on this dataset with the leave-one-subject-

out cross-validation strategy.

For evaluation, we use one of the most commonly used metrics for evaluating

3D hand pose estimation methods: the mean distance error (measured in mm). The

mean distance error represents the average Euclidean distance between the estimated

and the ground-truth joint locations computed over the entire testing set.

4.5.3 Ablation Study

To conduct ablation study, we choose a scenario where labeled data is scarce

(more specifically, 1% of the ground-truth labels are used) because such a scenario
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Table 4.4: Impact of different masking approaches on the performance

Masking Approach Error (mm)
No masking 9.79

Binary-masking 9.12
Ours 8.71

Figure 4.2: Example of how the proposed method systematically computes and then
adjusts the thresholds for different joints as the training evolves. Each curve corre-
sponds to a different joint

most highlights the proposed method’s capability to leverage the unlabeled data. We

use the NYU dataset for performing ablation study.

Impact of Sample Masking. We study the impact of using sample masking in

the training. First, we use the ground-truth labels of the unlabeled data to illustrate

how the accuracy of pseudo-labels improves when we use heatmap STDs as the

uncertainty measure to mask out noisy pseudo-labels. As shown in Fig. 4.4, this

approach leads to a consistent improvement of between 10% to 25% in the accuracy

of pseudo-labels. As can be seen in Table 4.4, incorporating the proposed sample

masking significantly improves the performance.

Effectiveness of Dynamic Thresholding. We examine the effectiveness of

the the proposed dynamic thresholding strategy in our framework. We report the

performance in three cases. In the first case, the thresholds are initialized and then
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Figure 4.3: The performance of the
model under different percentages of
unlabeled examples used for training

Figure 4.4: The accuracy of pseudo-
labels generated by the teacher net-
work with and without applying mask-
ing

kept fixed during training. The second case includes scenarios where the thresholds

are dynamically adjusted according to Eq. 4.8, but ρt is kept fixed. The third case

refers to the proposed strategy, where ρt is adjusted according to a cosine schedule

[87]. As can be seen in Table 4.3, the proposed strategy leads to the best performing

case.

We also shed more light on why the proposed dynamic thresholding strategy is

a crucial component in the proposed framework. As discussed before, the uncertainty

measure (heatmap STD) for different joints are of different scales. This would require

NJ different thresholds, rendering the hyper-parameter optimization cumbersome. To

tackle this issue, the proposed dynamic strategy systematically computes and then

adjusts the thresholds for different joints in such a way that it roughly maintains

the class-balance in the pseudo-labels accepted for training. An example of how the

proposed strategy computes and adjusts different thresholds can be seen in Fig. 4.2.

Impact of Using a Separate Network as the Student. Empirical evidence

demonstrate that using a separate network as the student (as opposed to using a single

network as both the teacher and the student) leads to a performance improvement of

0.59 mm. We conjecture that this improvement primarily stems from the fact the the

student network is trained using a more stationary data distribution (only the pairs
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Table 4.5: Parameters used for generating pseudo-labels for training the student

Model Parameters Error (mm)
Teacher 9.27

EMA-Teacher 10.28
EMAN-Teacher 8.71

of unlabeled examples and their pseudo-labels provided by the EMAN of the teacher

network’s parameters), as opposed to the teacher network that is trained using a

combination of distributions (pairs of labeled examples and their ground-truth labels

and pairs of unlabeled examples and their corresponding pseudo-labels).

Impact of Using EMAN for Generating Pseudo-Labels. To analyse the

impact of using EMAN of the teacher network’s parameters (instead of the param-

eters themselves) for generating the training pseudo-labels for the student network,

we compare the performance of the student network in three cases in terms of the

parameters used for generating pseudo-labels for its training: 1) the teacher network’s

parameters, 2) EMA-teacher [120] and 3) EMAN-teacher [110]. As can be seen in

Table 4.5, the best performing case is when we use EMAN. EMAN greatly improves

the stability of learning by constraining the target values for the student network to

change more slowly.

Effectiveness of Post-training Fine-tuning of the Student Network.

To verify the effectiveness of fine-tuning after the training is finished, we compare the

performance of the student network with and without fine-tuning. As can be seen in

Table 4.6, fine-tuning on the available labeled examples leads to further performance

improvement in the proposed method. This is because the student network is only

trained using the unlabeled examples and their corresponding pseudo-labels, and it

has not seen any labeled examples during training.

59



Table 4.6: Student network performance with and without post-training fine-tuning
on the available labeled examples

Fine-tuning Mean Error (mm)

7 8.80

3 8.71

4.5.4 Ability To Leverage Unlabeled Examples

We analyze the effectiveness of the proposed method in leveraging unlabeled

data, which is the key ability a semi-supervised method is aimed at achieving. Specif-

ically, we use 1% of the dataset as the labeled portion of the training data, and

gradually expand the unlabeled portion of the training data. As can be seen in Fig.

4.3, as the number of unlabeled data samples increases, the performance consistently

improves. This clearly demonstrates the high capability of the proposed method of

leveraging the unlabeled examples to improve its performance.

4.5.5 Comparison with State-of-the-Art Semi-Supervised Hand Pose Estimation Meth-

ods

To demonstrate the effectiveness of the proposed method, we compare it with

the state-of-the-art depth-based semi-supervised methods including [7, 108, 12, 124].

Note that Beak et al. [12] particularly adopt a different approach from the rest of

the works. They synthesize data in the skeleton space and train a separate network

to synthesize its corresponding depth image. Although they use 100% of training

data annotations, we include their work in our comparison as it is aimed at the

same goal as the rest of the works. As can be seen in Table 4.7, the proposed

method significantly outperforms the state-of-the-art methods. Most notably, the

proposed method surpasses all the existing methods when only using 1% of ground-

truth annotations for training.
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The results from Table 4.7 also show that the proposed method enjoys a high

label efficiency. Specifically, the performance of the proposed method reaches its

highest level when using only 25% of the ground-truth annotations. It does not

achieve a considerable performance gain when more ground-truth annotations are

used. Interestingly, the performance gap between the cases where 1% and 100% of

the ground-truth annotations are used is only 0.7 mm. These observations clearly

demonstrate the high capability of the proposed method of taking full advantage of

the unlabeled examples. On the other hand, the existing methods rely more on the

labeled data. For example, for SO-HandNet [7], the performance gap between the

cases where 25% and 100% of the ground-truth annotations are used is 3.7 mm and

3.4 mm on NYU and ICVL respectively, indicating a very lower label efficiency.

4.5.6 Semi-Supervised Learning under Extremely Low Data Regimes

We compare the proposed method with MURAUER [4], which to the best of our

knowledge is the only depth-based 3D hand pose estimation method examined under

scenarios of severe labeled data scarcity. As can be seen in Table 4.8, the proposed

method significantly outperforms MURAUER [4] under the three out of the four sce-

narios. The only scenario where the proposed method is inferior is when there are only

10 labeled examples. This is because such a small amount of labeled training data

lacks adequate information about the nature of the task. MURAUER [4] compensates

for this lack of information by pre-training on synthetic data. However, the proposed

method does not use any pre-training. More importantly, in contrast to MURAUER

[4], the proposed method achieves this performance without the application-limiting

requirement for multi-view real-data. Remarkably, in the case where there are only

100 labeled samples, the proposed method achieves 12.11 mm, which clearly demon-
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Table 4.7: Comparison of the proposed method with state-of-the-art semi-supervised
methods on ICVL and NYU datasets. The performance is evaluated by the test
estimation error under different percentages of labeled data used for model training

Method Label Usage Augmented Set ICVL(mm) NYU(mm)
Beak et al.(baseline) 100% No 12.10 17.30

Beak et al.(w/o aug.; refine) 100% No 10.40 16.40
Beak et al.(w/o refine) 100% Yes, 10 times 9.10 14.90

Beak et al. 100% Yes, 10 times 8.50 14.10

LSPS [124]

25% No 7.35 15.70
50% No 7.10 15.45
75% No 7.05 15.45
100% No 7.00 15.40

Crossing Net [108]

25% No 10.50 16.10
50% No 10.0 16.0
75% No 10.10 15.90
100% No 10.20 15.50

SO-HandNet [7]

25% No 11.10 14.90
50% No 9.40 14.10
75% No 9.10 12.80
100% No 7.70 11.20

Ours

25% No 6.11 8.14
50% No 6.06 8.11
75% No 6.04 8.06
100% No 5.99 8.01

Ours 1% No 6.94 8.71

strates the practicality of the proposed method in cases of severely limited access to

labeled data.

4.5.7 Comparison with State-of-the-Art Fully-Supervised Methods

We compare the proposed method with state-of-the-art methods that use 100%

of ground-truth annotations for training [46, 45, 85, 91, 92, 94, 95, 11, 9, 8, 56, 49, 93,

51, 10, 73, 58, 52]. Table 4.9 summarizes the performance based on the mean distance

error on the three datasets. As can be seen in Table 4.9, despite using only 25% of the

ground-truth annotations, the proposed method ranks as the best performing method
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Table 4.8: Comparison of our work with [4] under cases of severely limited access to
labels on the NYU dataset. Numbers next to the methods represent their performance
under the corresponding scenarios in terms of mean distance error in mm

Methods Number of Labeled Examples
10 100 1,000 10,000

MURAUER [4] 16.4 12.2 10.90 9.90
Ours 25.82 12.11 8.60 8.16

Table 4.9: Comparison with the state-of-the-art fully-supervised methods on ICVL [1]
(Left), NYU [2] (Middle), and MSRA [3] (Right). “Error” indicates the mean distance
error in mm. 25p and 100p respectively denote the cases where 25% and 100% of the
ground-truth annotations are used for training

Methods Error
DeepModel [46] 11.56
DeepPrior [45] 10.40

DeepPrior++ [85] 8.10
REN-4x6x6 [91] 7.63
REN-9x6x6 [92] 7.31
DenseReg [11] 7.30
SHPR-Net [93] 7.22

HandPointNet [51] 6.94
CrossInfoNet [8] 6.73

NARHT [73] 6.47
A2J [9] 6.46

Point-to-Point [10] 6.30
V2V-PoseNet [52] 6.28

JGR-P2O [56] 6.02
HandFoldingNet [58] 5.95

Ours-25p 6.11
Ours-100p 5.99

Methods Error
DeepPrior [45] 19.73
DeepModel [46] 17.04

3DCNN [49] 14.10
REN-4x6x6 [91] 13.39
REN-9x6x6 [92] 12.69

DeepPrior++ [85] 12.24
Pose-REN [94] 11.81

Generalized-Feedback [95] 10.89
HandPointNet [51] 10.54

DenseReg [11] 10.20
CrossInfoNet [8] 10.08

NARHT [73] 9.80
Point-to-Point [10] 9.10

A2J [9] 8.61
HandFoldingNet [58] 8.58

V2V-PoseNet [52] 8.42
JGR-P2O [56] 8.29

Ours-25p 8.14
Ours-100p 8.01

Methods Error
REN-9x6x6 [92] 9.79

3DCNN [49] 9.58
DeepPrior++ [85] 9.5

Pose-REN [94] 8.65
HandPointNet [51] 8.5
CrossInfoNet [8] 7.86
SHPR-Net [93] 7.76

Point-to-Point [10] 7.7
V2V-PoseNet [52] 7.59

JGR-P2O [56] 7.55
NARHT [73] 7.55

HandFoldingNet [58] 7.34
DenseReg [11] 7.23

Ours-25p 7.28
Ours-100p 7.18

on the NYU dataset, the second best performing on the MSRA dataset, and the third

best performing on the ICVL dataset. These observations clearly demonstrate the

success of the proposed framework in significantly reducing the reliance on the labeled

training data.
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Algorithm 1 Semi-supervised hand pose estimation using the proposed method

Require: A network architecture f and two instantiations of its parameters θs and

θT ; hyper-parameters; the total number of epochs Tmax; number of training iter-

ations per epoch R = Ns/B , where Ns denotes the number of labeled examples

1: Initialize the thresholds Tj, the ratio ρt and λt

2: for t = 0, ... , Tmax do

3: for b = 0, ... , R do

4: sample a batch of unlabeled examples xu

5: sample a batch of labeled examples (xl, J l)

6: XT = xu ∪ (xl,J l)

7: XS = (Φ(xu), f(Φ(xu); θEMAN))

8: Update θT via gradient descent of Eq. 4 from the original paper on XT

9: Update θS via gradient descent of Eq. 10 from the original paper on XS

10: Update θEMAN

11: end for

12: Update the thresholds Tj, the ratio ρt and λt

13: end for

14: Fine-tune θs using the available labeled examples

15: return Student network parameters θs
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CHAPTER 5

Conclusions and Future Work

In this dissertation, we investigated two forms of hand analysis from depth

images, namely 3D hand pose estimation and hand part segmentation. We first

proposed a data-driven method that enables hand part segmentation without the

need for the ground-truth segmentation maps for training. We then introduced a novel

Neural Network architecture, that we called TriHorn-Net, to improve the accuracy

of 3D hand pose estimation methods. Finally, in order to reduce heavy reliance

of the existing 3D hand pose estimation methods on training data, we introduced a

novel semi-supervised method based on a student-teacher framework to achieve a high

accuracy using only a fraction of annotated data that the existing fully-supervised

methods require for training.

We conclude this dissertation with a brief review of each chapter, summarizing

the work and contributions therein. Discussions of future work are included as these

challenges are ongoing and require further investigation before robust and accessible

solutions can be provided.

5.1 Weakly-supervised Hand Part Segmentation

we presented the first data-driven method to perform hand part segmentation

on depth images. We investigated the possibility of taking advantage of weak labels

(in this case 3D joint locations) to learn the task of hand part segmentation. Thus,

our method does not impose any additional burden in terms of requiring extra effort
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to manually label data, which could be both expensive and labor intensive. Both

quantitative and qualitative results demonstrate the effectiveness of our method.

The proposed method could have many potential applications that we have not

investigated, including but not limited to shape estimation which is used in animation,

gesture recognition and Augmented/Virtual reality. Our work opens new fronts for

future research, including extending the proposed method to RGB images, which

are more widely used in real-world scenarios. The proposed method also opens up

some possibilities in terms of improving the performance of 3D hand pose estimation

methods by incorporating part segmentation labels.

5.2 Fully-supervised 3D Hand Pose Estimation

We proposed TriHorn-Net, a novel and powerful neural network for 3D hand

pose estimation from a single depth image. It achieves improved accuracy in hand

pose estimation by introducing a novel formulation to decompose the 3D hand pose

estimation into the estimation of 2D joint location in the image coordinate space,

and the estimation of their corresponding depth values, which is guided by an atten-

tion map resulted from the fusion of two complementary attention maps computed

by two separate branches. Experimental results on three challenging benchmarks

demonstrate that, despite having a simple architecture and requiring no optimization

approaches at test time, the proposed network outperforms the state-of-the-art meth-

ods. We also proposed a simple data augmentation method for depth-based hand pose

estimation methods and presented empirical results demonstrating its effectiveness.

This work provides many opportunities for future research, including investiga-

tion of the ways the two complementary attention maps interact, which could lead

to further improvements. Another line of research to build up on this work is in-
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corporating more advanced means of computing attention maps (such as multi-head

attention used in Transformers) into the proposed model.

5.3 Semi-supervised 3D Hand Pose Estimation

We proposed a novel framework for performing depth-based 3D hand pose esti-

mation under scenarios where the access to the labeled data is limited. The proposed

framework consists of two identical networks that are jointly trained. The teacher

network is trained using consistency training on both labeled and unlabeled exam-

ples by adapting some of latest advancements in SSL methods in image classification.

The student network is trained using the unlabeled examples and their corresponding

pseudo-labels provided by the teacher network. After training, the teacher network

is discarded and only the student network is used for inference. Extensive experi-

ments demonstrate the proposed framework outperforms the current state-of-the-art

methods by large margins under different scenarios in terms of the availability of the

labeled data.

Since the heavy requirement for the labeled data for training remains to be

a major bottleneck in the process of deploying 3D hand pose estimation methods

based on Deep Learning, this line of research is expected to expand and be paid more

attention in the future. One future research direction we suggest is to incorporate self-

supervised representation learning methods into the proposed framework to further

reduce the reliance on the labeled data.
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