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ABSTRACT

MODEL AND OBSERVATION
COMPARISONS OF IONOSPHERIC

CURRENT SYSTEMS

Tre’Shunda James, Ph.D.

The University of Texas at Arlington, 2023

Supervising Professor: Dr. Ramon E. Lopez

The interaction between the dynamically changing solar wind and Earth’s mag-

netosphere results in several different current systems. The most relevant to space

weather are the Birkeland currents, a.k.a field-aligned currents (FACs), that couple

the magnetosphere to the ionosphere. These currents flow into and out of the iono-

sphere and are closed through the ionosphere by the horizontally flowing eastward

and westward electrojets. This FAC-electrojet current system is responsible for some

of the most beautiful and detrimental space weather impacts. The aurora borealis

(or northern lights) in the Northern Hemisphere and aurora australis (or southern

lights) in the Southern Hemisphere are displays of lights resulting from energetic

particles that have travels from the sun, through interplanetary space, down Earth’s

magnetic field lines and into Earth’s polar region. These downward flowing particles

are responsible for upward flowing FACs.

On the contrary, the FAC-electrojet current system can cause major distur-

bances. These ionospheric currents have been known to destroy satellites, erode
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pipelines, and disrupt the power grid. The Space Weather Prediction Center (SWPC)

use global magnetohydrodynamic (MHD) models to nowcast and forecast space weather

in an attempt to forewarn society about potential space weather impacts.

So, it is imperative that we investigate the dynamics and processes that affect

the magnitude of these ionospheric currents. To do this, we take a two way approach

in which we first look to investigate how these currents behave in reality. Then we

look to determine how well do global MHD models reproduce the observed behaviors

and magnitudes of these currents. Specifically, we investigate the role seasonal inter-

hemispheric asymmetry in conductance play in controlling the amount of ionospheric

current using observations and simulating complementary models.

From observations we find that in the summer the currents increase in magni-

tude with increasing solar wind electric field and F10.7. In the winter, the currents

decrease with increasing F10.7, as a consequence of a decreased geoeffective length.

We also validate current-closure as seen by the observed FAC-electrojet relationship.

This linear relationship is also reproduced by SWMF, despite the model’s underesti-

mation of the magnitudes of the currents and inability to replicate reality at times.

The model does not always reproduce the behavior of the currents with increasing

F10.7, but it does reproduce the expected behavior in the potential. This points to

the need for improved conductivity models within global MHD models.
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CHAPTER 1

INTRODUCTION

Space weather is the study of how the solar wind interacts with the near-Earth

environment and affect technology and society. The solar wind consists of charged

particles and the Sun’s magnetic field and it propagates from the Sun towards Earth,

eventually interacting with Earth’s geomagnetic field. Since, the solar wind originates

at the Sun, our understanding of space weather does also. At the surface of the Sun

there are phenomena such as Coronal Mass Ejections (CMEs), solar flares, and High

Speed Streams (HSS) that contribute to the solar wind. CMEs are large explosions of

plasma and magnetic field from the Sun’s corona into the heliosphere. Solar Flares are

flashes of of light, taking place near sunspots, in the Sun’s lower atmosphere. Contrary

to CMEs, solar flares occur very quickly, are more localized, and associated effects

such as x-rays and high energy electrons travel at the speed of light, reaching Earth in

approximately 8 minutes. HSS correspond to higher speed solar wind resulting from

coronal holes (i.e., open solar magnetic field lines). These Sun-originating phenomena

contribute to the interplanetary magnetic field (IMF) by transporting solar magnetic

field into interplanetary space. These phenomena cause variations in the solar wind

that deviates from the background IMF and are footprints for resulting space weather

impacts on Earth.
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(a) Ground state configuration of the magneto-
sphere.

(b) Perturbed state of the magnetosphere after
merging on the dayside.

Figure 1.1: From McPherron [1979] demonstrates the change in the magnetosphere,
the shape of the magnetopause and position of the nose of the magnetopause.

1.1 Solar Wind-Magnetosphere (SW-M) Interaction

As the solar wind enters the geospace environment, it is abruptly slowed down

at the bow shock which is the barrier between the solar wind and Earth’s magneto-

sphere. The ‘frozen-in’ magnetic field or interplanetary magnetic field (IMF) travels

beyond the bow shock and interact with Earth’s magnetic field. The place where this

interaction occurs on the dayside is considered to be the magnetopause. The exact

location and shape of the nose of the magnetopause, which lies on the Earth-Sun line,

varies as it depends on the balance of solar wind pressure, and the strength of the

currents that shape the magnetosphere. Sibeck et al. [1991] conducted a statistical

study of magnetopause crossings in which quantified the relationship between IMF

Bz, region 1 Birkeland currents, the position of the nose of the magnetopause, and the

shape of the dayside magnetosphere. The magnetopause is dynamic and is constantly

changing in order to achieve pressure balance with the varying solar wind. Figure

1.1b shows the change in position of the magnetopause when perturbed.
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1.1.1 Magnetic Reconnection

Along the magnetopause, magnetic reconnection occurs. Magnetic reconnection

is a process that results from the merging of magnetic field lines. When plasma

carrying magnetic fields become close to one another, these field lines are broken

and rejoined into a new configuration and this change in configuration releases stored

energy. In the geospace environment, magnetic reconnection occurs between the IMF

and Earth’s magnetic field. As the solar wind merges with the geomagnetic field,

magnetic reconnection occurs at places of favorable field line orientation – the most

favorable being southward IMF (-Bz). When southward IMF enters the near-Earth

environment, magnetic reconnection occurs on the day-side and momentum, kinetic

energy, and particles are transferred along the newly configured field lines into the

magnetotail. Once enough energy has built up in the magnetotail, opposing field

lines, once again, allows for magnetic reconnection on the night, as shown in Figure

1.1.

As a result of magnetic reconnection in the tail, energy and particles are trans-

ported along field lines and into Earth’s auroral region; this process is known as a

substorm [McPherron, 1979]. Substorms have three phases: the growth phase, the

expansion phase, and the recovery phase. The growth phase is characterized by the

the change in orientation of Bz. The accompanying motion of the plasma causes

an electric field which is projected along field lines into the ionosphere and since

the ionosphere acts as an conductor, electric currents are allowed to flow into and

throughout the ionosphere. These currents are known as Birkeland currents, Peder-

sen currents, and Hall currents. A more detailed description of these currents and

their configuration is provided later in this chapter.
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Figure 1.2: Figure 3.1 from Baumjohann and Treumann [2012] illustrates the bounce,
gyration, and mirror motions of trapped particles in Earth’s magnetic field.

When Bz turns southward, this transport of plasma and magnetic flux from the

dayside to the tail and back to the dayside; this process is known as magnetospheric

convection marks the commencement of a growth phase of the substorm [McPherron,

1970, Erickson and Wolf, 1980]. The growth phase is associated with the enhance-

ment of magnetospheric convection that in turn enhances the electric field. The

growth phase continues as magnetospheric flux from the day side is built up in the

tail. Where, once enough flux has built up in the tail, magnetic reconnection occurs

and field lines collapse inward transporting particles into the ionosphere. These pre-

cipitating particles increase the ionospheric conductivity. Additionally, this increase

in precipitating particle result in the expansion of the auroral oval poleward (i.e.,

auroral bulge). Once, this auroral bulge begin to move equatorward, the substorm is

now in its recovery phase. In this phase, the intensity of the currents also decreases

and the system progressively relaxes back to its undisturbed state.

Trapped particles gyrate, bounce, and undergo a slow azimuthal drift in Earth’s

magnetic field (Figure 1.2) The Earth’s magnetic field can be approximated as a

dipole, where the field strength is minimal at the equator and becomes maximum,

along the same field line, at Earth’s polar region. Along these field lines, trapped
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particles bounce back and forth between their northern and southern hemisphere

mirror points. Some of these particles, with a large enough pitch angle, are able to

escape this bounce motion and precipitate into the ionosphere. The trapped particles

exhibit single particle motion that consequently require them to gyrate around the

field line, with increasing frequency of gyration in stronger magnetic fields. Due to

the gradient and curvature of these field lines, the particles also drift around Earth

in the azimuthal direction. The ions drift westward and the electrons drift eastward.

The associated current with these particle drifts is known as the ring current.

The total current generated by these drifting ring current particle creates a

magnetic disturbance that can be detected by ground based magnetometers in and

near the equatorial region. The magnitude of this disturbance is relatively small

during quiet times. During what is considered to be storm time, geomagnetic storms

originating in the tail inject a large number of particles into the ring current. This

large increase in the ring current creates a larger depression in Earth’s equatorial

magnetic field. The change in the magnetic field as a consequence of increased ring

current is often quantified by the Disturbance storm time (Dst) index. This index,

is derived from 4 ground magnetometers in the equatorial region (see Sugiura and

Kamei [1991] for a full description and derivation of Dst index)

Contrary to substorms, geomagnetic storms occur when periods favorable to

dayside merging and magnetic reconnection persist for extended periods of time.

Substorms can occur on a timescale of hours, while geomagnetic storms can take

place over a period of days. Another difference between substorms and storms is

significant ring current development.

On the dayside, as previously mentioned, magnetic reconnection produces an

electric field as flux merges and crosses the merging line this electric field has mag-

nitude VBz. Using Faraday’s law and integrating this EMF, you can determine the
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Figure 1.3: From Lopez et al. [2010] displays the relationship between the ionospheric
potential and solar wind electric field. Up to about 3mV/m the relationship is linear.
Thereafter, the potential saturates.

associated potential drop across the ionosphere from dawn to dusk. The relationship

between negative Bz and this potential drop is split into two regimes. For small values

of negative Bz, this potential drop is linear but for larger values of negative Bz, the

potential saturates. Lopez et al. [2010] shows the saturation of ionospheric potential

using a global magnetohydrodynamic (MHD) model (Figure 1.3). More details about

such MHD codes will be presented in Chapter 3.

These authors also show such saturation effect by determining the ionospheric

potential from solar wind streamline analysis. Solar wind streamlines tracks the flow

of the solar wind that reaches the merging region. The y-extent of the flow lines that

reach the merging region, also known as the geoeffective length, is multiplied by the

solar wind electric field to determine the potential due to reconnection for each run.

Moreover, the authors attribute the behavior of the reconnection potential as

a response to increasing southward IMF to the magentosheath force balance. The

momentum equation is given as:
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ρ
dV⃗

dt
= −∇P + J⃗ · B⃗, (1.1)

for a time-independent solar wind around a magnetosphere that has come to

equilibrium with the flow. The LHS of the equation, in this case, represents the diver-

gence of the solar wind flow around the magnetosphere and the RHS of the equation

represent the pressure gradient and magnetic forces in the magnetosheath, respec-

tively. In this scenario, the LHS of the equation is balanced my the magentosheath

forces. The authors argue that during periods of small IMF, the first term on the

RHS dominates the flow and that when IMF increases past a certain value there is

a regime shift to where the magnetic force dominates and the ionospheric potential

saturates. This shift occurs because for large IMF, the divergence of the flow increases

and the amount of solar wind flow that reaches the merging line decreases.

Reconnection also occurs at high latitudes during northward IMF, however, in

this dissertation we focus on southward IMF because it is the most important for

space weather impact.

1.1.2 The Viscous Interaction

There is also a second, less efficient (Tsurutani and Gonzalez [1997]), mecha-

nism for the transport of momentum across the magnetopause, known as the viscous

interaction [Axford and Hines, 1961]. As the solar wind blows past the magnetosphere

it will carry magnetospheric plasma from the most outer region of the magnetosphere

anti-sunward down the tail. As this plasma builds up in the tail, it exhibit a return

flow sunward from further inside the magnetosphere, forming the convection pattern

or viscous cells as seen in Figure 1.5. This convection is then transported along

field lines and mirrored into the ionosphere. The viscous interaction also have an

accompanying potential and electric field. Close examination of Figure 1.3, reveals

7



Figure 1.4: Figure 3 from Axford and Hines [1961] shows the convection pattern in
the magnetosheath as a consequence of the viscous interaction.

the viscous potential is a constant that serves as justification of why the potential

does not go to zero as IMF Bz becomes zero. The viscous interaction exists for all

orientation of IMF. The previously mentioned potential resulting from the merging

region is about ten times the potential from this viscous interaction (Reiff and Luh-

mann [1986], Boyle et al. [1997], Hairston et al. [2003]). The overall ionospheric (or

cross polar cap) potential is a sum on the viscous potential and magnetic reconnection

potential, for southward IMF (Lopez et al. [2010], Bruntz et al. [2012] ). The velocity

sheer created by the viscous cells generate Birkeland currents of the same polarity as

Region 1 Birkeland currents.

1.2 Magnetosphere-Ionosphere (M-I) Coupling

Birkeland currents consist of two current systems that can be differentiated by

the latitude and the direction in which they flow into Earth’s polar region [Iijima and
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Potemra, 1976]. The Region 1 (R1) Birkeland current flows into the ionosphere on

the dawn side and out of the ionosphere on the dusk side. This current transmits

solar wind stress to the ionosphere and its magnitude depends on the amount of solar

wind-magnetosphere coupling [Lopez et al., 2010]. The Region 2 (R2) Birkeland

current is driven by plasma pressure gradients in the inner magnetosphere. This

current flows in the opposite polarity to Region 1 and is found at a lower latitude

than the former (e.g, Ganushkina et al. [2018]). These currents are closed by the

horizontally flowing currents in the ionosphere. There are two types of currents

that flow horizontally in the ionosphere: Hall and Pedersen Currents. The Pedersen

currents flow in the direction of the electric field and over the polar cap while the Hall

currents forms a two-cell convection pattern that flow perpendicular to electric field

and magnetic field. The components of the Hall currents that flow between the R1 and

R2 Birkeland currents are known as the eastward and westward auroral electrojets.

All of these currents cause magnetic perturbations in the Earth’s magnetic field. The

configuration of the currents described here is shown in Figure 1.6.

Since the FACs couple the magnetosphere to the ionosphere, the magnitude of

these currents can be measured using in-situ magnetometers. There are a number

of missions and satellites equipped with these magnetometers that collect Birkeland

current data. The Active Magnetosphere and Planetary Electrodynamics Response

Experiment (AMPERE) derives data products from engineering magnetometers on-

board the Iridium satellite constellation. These 66 Iridium satellites are situated in

polar orbits at about 780km above Earth in six equally spaced planes. Each magne-

tometer measures the satellite’s cross-track magnetic field and from this measurement

the data is processed using a spherical harmonic fitting technique to obtain the FACs

(Anderson et al. [2000b], Waters et al. [2001b]). The latest AMPERE data products

are available online (https://ampere.jhuapl.edu). The total Birkeland current data is
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(a) From Coxon et al. [2014] shows the electrical current systems from
the night side. In blue, the R1 currents and magnetopause are shown.
The pink shows the R2 and ring currents. Outlined in the yellow box,
the ionospheric Pedersen currents are shown flowing across the R1,
R2, and polar cap.

(b) From Le et al. [2010] displays the configuration
of the ionospheric currents and the FACs.

Figure 1.5: The configuration of currents that couple the magnetosphere to the iono-
sphere.
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Figure 1.6: From Tomita et al. [2011] shows the location of the 12 magnetometer
stations used to derive AE index. These stations lie within 60 degrees geomagnetic
latitude.

provided with a two minute cadence. Global maps of the Birkeland current can be

generated online in both northern and southern hemispheres for 10 minute intervals.

To measure the currents flowing horizontally in the ionosphere, ground based

magnetometers are used. Because these magnetometers are at fixed station locations,

spatial resolution has been an ongoing feat in accurately measuring these currents.

Eastward flowing currents produces a southward perturbation in the magnetic field

and westward flowing currents produces a northward field perturbation. The eastward

and westward electrojets are often characterized using the Auroral Electrojet (AE)

index. The 12 AE observatories are located in the auroral region in the northern

hemisphere. The location of these observatories are shown in Figure 1.6. The AE

data is first normalized by averaging the five international quiet days for each station

for a month and subtracting that average value from each one- minute value measured

at that station for that month. At a given time, the largest and smallest values are

selected from each station. The largest magnetic perturbation is considered the AU,

which is the largest eastward electrojet. The smallest value is considered the AL
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Figure 1.7: From SuperMAG website (https://supermag.jhuapl.edu/). The loca-
tion of the ground magnetometer stations used to derive SME.

and this is the largest westward electrojet. AE and AL form an envelope, where the

difference between AL and AU is the AE index. The average of AL and AU is the

AO index. The AO index provides a measure of the equivalent zonal current.

Another index used to quantify the overall activity of the electrojets is the

SuperMAG Electrojet (SME) index. This index is derived in the same manner as

AE, but from a larger number of ground magnetometer stations. SuperMAG consists

of more than 300 ground based magnetometers, as shown in Figure 2.1. Each of these

stations are operated by independent contractors who provide there geomagnetic data

to the SuperMAG team to be processed. The derived data products include, but are

not limited to, the following auroral electrojet indices: SME, SML, and SMU which

are analogous to AE, AL, and AU, respectively. The SuperMag data is available at

https://supermag.jhuapl.edu/ in one minute increments. SuperMAG also allows

for the customization of the data products through the section of stations.

12

https://supermag.jhuapl.edu/
https://supermag.jhuapl.edu/


1.3 Magnetosphere-Ionosphere-Thermosphere (M-I-T) Coupling

The M-I-T coupling is quite intricate. The FAC that couple the M-I are closed

in the ionosphere by the electrojets and this ionospheric current system affects iono-

spheric conductivity. The changes in M-I coupling often lead to changes in IT vari-

ables such as density, temperature, total electron content, neutral and ion winds and

composition, electric fields, currents, and conductivities.

Originating in the magnetosphere and trapped in closed magnetic loops, par-

ticles bounce and drift along closed field lines. At small enough pitch angles, these

particles can escape the magnetosphere and precipitate into the ionosphere. When

these electrons collide with neutral atmosphere ions, radiation is produced in the visi-

ble wavelengths. These visible displays of light in the upper atmosphere are known as

the aurora. There are several different types of ion and electron precipitation. Newell

et al. [2009] defines diffuse, broadband, and monoenergetic precipitation and their

role in the global particle precipitation budget. There are also other mechanisms,

besides reconnection, that accelerate particles into Earth’s ionosphere. These mech-

anisms are not well understood, but the effect that precipitating particles have on

the conductivity of the ionosphere is. As these particle collided with neutral atoms

in the ionosphere, these atoms are then ionized and the ionospheric conductivity is

increased.

Aside from particle precipitation and ionospheric currents, ionospheric conduc-

tivity is also affected by solar EUV flux. Solar EUV radiation originating in the Sun

atmosphere travel towards Earth and is absorbed into Earth’s upper atmosphere.

These photons ionize the upper atmosphere, contributing to its conductivity. Since

the EUV radiation never reached the ground and it is difficult to take direct mea-

surements, the amount of EUV flux is usually quantified using F10.7 cm radio flux (
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F10.7 index) as a proxy. The F10.7 index is a measurement of total emission from

the solar disk at a wavelength of 10.7 cm. Each measurement is made over a 1 hour

period centered on the epoch of time. The value is measured in solar flux units

(sfu) and though it is often referred to as F10.7 flux, it is actually a flux density. A

more detailed description of measurement acquisition and calculations is provided by

Tapping [2013].

These changes in conductivity also effect the amount of current. Using Ohm’s

law, the relationship between the Hall, Pedersen, and Birkeland currents can be

expressed as:

j⃗ = ΣP E⃗⊥ + Σ∥E⃗∥ − ΣH
(E⃗ × B⃗)

B
, (1.2)

where E⃗ is the electric field, B⃗ is the magnetic field, and σ is the conductivity. By

taking the divergence of the horizontal component of this equation, assuming current

continuity, the Birkeland current is:

j⃗∥ = ΣP∇ · E⃗ + E⃗ · ∇ΣP +
(E⃗ ×∇ΣH) · B⃗

B
. (1.3)

From this equation, it is clear that the Birkeland current dependence on the Hall and

Pedersen conductances.

1.4 Interhemispheric Asymmetries

Though the Earth’s magnetic field can be approximated by a symmetric dipole,

it is not. The interhemispheric asymmetry in Earth’s geomagnetic field strength and

pole offsets lead to differences in plasma convection, neutral winds, total electron

content, ion outflow, ionospheric currents and auroral precipitation [Laundal et al.,

2017]. Here I focus on asymmetries in plasma convection, ionospheric currents and

auroral precipitation, as they relate to the research done in this dissertation.
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Figure 1.8: From Laundal et al. [2017]. The Magnetic QD grids from both hemi-
spheres (red is South, blue is North) shown in geographic coordinates, projected to
the NH. Conjugate stations are represented by circles and triangles. The offset be-
tween the magnetic and geographic poles is shown

The offset between the Northern and Southern poles in geographical and mag-

netic coordinates means that during certain times one hemisphere will receive more

sunlight than the other and thus will be more conducting than the other. This change

in conductivity has been found to be a consequence of the change in ionospheric and

magnetospheric convection (e.g., Ruohoniemi and Greenwald [2005], Pettigrew et al.

[2010], Ridley et al. [2004]), which is dependent on the north-south asymmetry in the

magnetic field.

The polar caps lie within the auroral regions and they are regions threaded

by equal amounts of open magnetic flux in the two hemispheres. The electric field

generated from magnetic reconnection flow across this polar cap and the maximum
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difference in the electric potential is known as the cross polar cap potential (CPCP).

Asymmetries in the magnitude of the CPCP have been both observed and quantified.

Studies have shown the CPCP to be slightly stronger in the Southern hemisphere as

compared to the Northern hemisphere (Förster and Cnossen [2013], Pettigrew et al.

[2010], Papitashvili and Rich [2002], Förster and Haaland [2015] ).

Because of the change in ionospheric conductivity, currents that flow into and

within the ionosphere also exhibit interhemispheric asymmetrical behavior (c.f., Equa-

tions 1.2 and 1.3 ). The Birkeland current depends on the Hall and Pedersen con-

ductances. As these conductances experiences interhemispheric asymmetry, so do the

Birkeland current and associated Hall and Pedersen currents.

1.5 Space Weather Impacts

These currents flowing in the ionosphere play an important role in the space

weather effects society might encounter. For example, the process in which the ther-

mosphere expands because of frictional heating caused by these electrical currents

dissipating energy into the ionosphere, known as Joule Heating (e.g., Brekke and

Kamide [1996], McHarg et al. [2005]), causes the atmosphere to expand and increase

satellite drag, which can lead to the loss of satellites in low earth orbit [Wilson et al.,

2006, Chen et al., 2012]. This is exactly what happened on 4 February 2022 when

nearly 40 Space X Starlink satellites were destroyed. Dang et al. [2022] describes

the events that created the geomagnetic disturbances, originating at the Sun all the

way to the low Earth orbiting (LEO) atmosphere. On 3 February 2022, the Falcon 9

rocket launched 49 Starlink satellites into LEO. During an shortly after the launch,

there were two CMEs as a result of solar flares that reached Earth. As a results, a ge-

omagnetic storms occurred, the ionosphere became more conducting, the magnitude
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of the ionospheric current increased, and additional Joule heating lead to an increase

in atmospheric drag. These Starlink satellites were intended to provided internet to

remote locations. The societal impact of the loss of these satellites are clear– remote

locations will not be able to receive internet as a result of the constellation. However,

the economical impacts related to the loss of these satellites are arguably even more

substantial. It is estimated that the financial loss of these satellites totalled several

tens of millions of dollars [Hapgood et al., 2022].

Other adverse affects include ground induced currents (GICs) which result from

large-amplitude, rapidly changing geomagnetic disturbances in Earth’s magnetic field.

These periods are directly related to enhanced ionospheric currents and enhanced

FACs that often traces back to CMEs. The most historical event resulting from a

CME is the Carrington Event. On 1 September 1859, Carrington [1859] and Hodgson

[1859] both identified two bright flares while observing the Sun. In less than 18 hours

later, there was a geomagnetic storm on Earth. This storm was the largest every

recorded geomagnetic storm. In the wake of the storm telegraph networks experiences

disruptions and outages caused by GICs associated with the geomagnetic storms.

During large geomagnetic storms the aurora oval moves equatorward (Yokoyama et al.

[1998], Blake et al. [2021]). During the Carrington Event, these aurora were seen as

far equatorward as Hawaii. These aurora were so intense that telegraph workers were

able to use these currents to transmit and receive telegraphic dispatches [Prescott,

2022].

Beyond, power networks [Pulkkinen et al., 2017] and satellites, space weather

phenomena can also affect pipelines [Pirjola et al., 2000], and railways [Eroshenko

et al., 2010]. Thus, the understanding of the dynamics of the ionospheric current sys-

tems and how their behavior changes is essential in mediating space weather impacts.
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Through observations and model validation, I investigate the solar EUV driven

interhemispheric asymmetry in these ionospheric currents. In Chapter 2, I investigate

how Birkeland currents and electrojets behave during the winter and summer solstice

periods using observations. Chapter 3 I describe magnetohydrodynamic (MHD) mod-

els and their applications to space weather. In Chapter 4, I investigate the ability

of global magnetohydrodynamic models to replicated the observed current system

behavior and magnitudes. In Chapter 5, I provide concluding remarks and future

work.
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CHAPTER 2

ASYMMETRIES IN IONOSPHERIC CURRENTS
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SUPPLEMENT

This observational study published in Advance in Space Research highlights the be-

havior of the ionospheric electrojets and Birkeland currents in response to change

in conductivity between solstices. Theoretically, since the current in the ionosphere

must be divergence free, the Birkeland currents must then be closed in the iono-

sphere. This work is the first to quantify the relationship between the electrojets and

Birkeland currents (Figure 2.3). We determined the Birkeland current flowing into

the ionosphere is approximately 107 times the auroral electrojets. Additionally, this

study determined this relationship to be consistent across seasons which implies the

configuration of the current closure to be independent of ionospheric conductivity.
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ABSTRACT

We investigate the differences in the electrojet and Birkeland current systems during

summer and winter solstice and the effect of F10.7. The difference in solar illumination

of the polar ionosphere during the winter versus summer solstice results in significantly

higher conductivity in the summer polar ionosphere. As expected, the currents are

larger during the summer than during the winter. The relationship between the

electrojets and the Birkeland current systems is essentially constant across seasons, as

expected if the ionospheric electrojets close the Birkeland currents. The magnitude of

F10.7 is an indicator of the level of solar-generated ionospheric conductance, therefore,

one would expect larger ionospheric currents during periods of larger F10.7. This

holds true for the summer solstice periods, however, the opposite trend is observed

during the winter solstice periods. We provide an explanation for this finding based

on the control of the dayside merging rate by the magnetosheath flow pattern.

2.1 Introduction

Large-scale field-aligned currents couple the magnetosphere to the ionosphere.

These currents, known as Birkeland currents, consist of two current systems that

can be differentiated by latitude and the direction in which they flow into Earth’s

polar region depending on the local time [Iijima and Potemra, 1976]. The Region

1 Birkeland currents flow into the ionosphere at dawn and out of the ionosphere

at dusk at high latitudes near the open-closed field line boundary. This current

transmits solar wind stress to the ionosphere, and its magnitude depends on the

amount of solar wind-magnetosphere coupling [Lopez et al., 2010, Lopez, 2016], which

is primarily the result of merging between the IMF and the geomagnetic field. There

is an additional energy transfer mechanism, the viscous interaction [Bruntz et al.,

22



2012] that also drives Region 1 currents (at somewhat lower latitudes). However, the

primary mechanism for the transfer of the energy and momentum from the solar wind

to the magnetosphere-ionosphere system is driven by the merging interaction [Newell

et al., 2008]. The merging interaction under most conditions can be considered to

be proportional to the solar wind electric field, but under conditions of low solar

wind Mach number, the dayside merging rate saturates [Borovsky and Birn, 2014,

Lavraud and Borovsky, 2008, Lopez et al., 2010, Lopez, 2016]. Under these conditions

the correlations between ionospheric currents and the typical solar wind coupling

functions are weaker [McPherron et al., 2015].

The Region 2 Birkeland currents are driven by plasma pressure gradients in the

inner magnetosphere, they flow in the opposite polarity to Region 1, and are found

at lower latitudes than the former [e.g., Ganushkina et al., 2018]. The Birkeland

currents close through the auroral electrojet, which is the horizontal current in the

auroral region of the ionosphere. The magnitude of the electrojets are indexed by

finding the largest northward or southward perturbation from ground magnetometers.

The largest observed northward perturbation in nT, which is positive in the HDZ

coordinate system, is an indicator of the largest eastward electrojet and is called AU.

The largest observed southward perturbation in nT, which is negative in the HDZ

coordinate system, is an indicator of the largest westward electrojet and is called AL.

The AE index is defined as AU minus AL, and it is a measure of the global level of

activity of the electrojets [Davis and Sugiura, 1966].

Given a certain ionospheric potential produced by the interaction of the solar

wind with the geospace system, currents will flow with the magnitude of the current

depending on the ionospheric conductivity. Ionospheric conductivity is driven in part

by solar extreme ultraviolet (EUV) radiation [Ridley et al., 2004]. Solar ultraviolet

radiation is dependent on solar zenith angle and the level of electromagnetic radiation
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Figure 2.1: SME vs Solar Wind Electric Field. The weeks centered on the summer
solstice are plotted in yellow. The green data are for the weeks centered on the winter
solstice. The electric field is binned in 0.04 mV/m increments, except for the last bin
in which the Mach number is low and the current has saturated.

produced by the Sun, which is typically quantified using the F10.7 index. Increased

solar illumination increases ionospheric conductivity, in which, in return, increases

the intensity of Region 1 currents [Fujii and Iijima, 1987]. The horizontal ionospheric

currents also depend on the solar illumination. Ohtani et al. [2019] found that the

magnitude of the dayside electrojets where controlled by the solar zenith angle, while

the nightside electrojets also included a dependence on the dipole tilt angle. However,

as seasons change the amount of EUV radiation seen by Earth’s polar cap varies dras-

tically. During the summer, the northern polar cap is entirely illuminated, but during

the winter this same region receives almost no sunlight; and because EUV provides

the baseline conductivity of the ionosphere, the currents flowing in the ionosphere

exhibits a seasonal asymmetry.
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Previous work has quantified this seasonal asymmetry in terms of the magnitude

of the Birkeland currents [e.g., Juusola et al., 2009, Papitashvili et al., 2002, Ohtani

et al., 2005]. Juusola et al. [2009] reported the Birkeland current in the summer to

be 1.4 times larger than that in the winter, which is also well within the range of

the 1.35 ratio reported by Papitashvili et al. [2002]. Similarly, Weimer et al. [1990]

investigated the seasonal variation of AE and the relationship to the ionospheric

potential. However, no work has yet quantified the seasonal asymmetry of electrojet

magnitude using SME (SuperMag Electrojet, see Gjerloev [2012b]) which is a more

global measure than the AE index. In this work we do just that. Moreover, we

investigate the correlation between SME and the total Birkeland current, and the

variation of these quantities with F10.7.

Figure 2.2: Birkeland Current vs Solar Wind Electric Field. The data are binned in
0.4 mV/m increments, except for the last bin. In yellow are the data for the summer
weeks and the green are the data for the winter weeks.
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2.2 Data and Observations

We conduct this study of the seasonal asymmetry in ionospheric current using

SME as a measure of the strength of the auroral electrojets and the Birkeland currents

in the northern hemisphere using data from AMPERE (http://ampere.jhuapl.edu/

products/itot/). AMPERE collects data from the Iridium satellite system, which

comprise over 70 satellites, each equipped with a magnetometer. The magnetic field

data provides global maps of Birkeland currents [Anderson et al., 2000b]. The data

used in this study span the years of 2010-2017, excluding the years associated with

AMPERE data gaps, and are centered on the weeks of the summer and winter solstices

to maximize the difference in solar illumination. The summer solstice weeks used were

June 18-24 for years 2010-2013 and 2015-2017, while the winter solstice weeks used

were December 18-24 2010-2013 and 2015-2016. Moreover, since we average over the

entire week, the dipole tilt angle dependence of the nightside electrojets discussed by

Ohtani et al. [2019] should average out, leaving just the solar EUV dependence. We

use the SME index data from SuperMag (http://supermag.jhuapl.edu/indices/),

which is derived from approximately 110 ground-based magnetometers stations. The

SMU index represents the eastward electrojet (and corresponds to AU), while the

SML index represents the westward electrojet (and corresponds to AL). SME is the

difference between SMU and SML, just as AE is the difference between AU and AL.

We use the SME index instead of AE, because it is derived from many more stations,

allowing for a more accurate global measure.

To quantify the driver of the SME index, we use the solar wind electric field

from the OMNI data set. We obtained the OMNI data from CDAWeb (https:

//cdaweb.gsfc.nasa.gov/pub/data/omni/high_res_omni/monthly_1min/). The

data are taken the 1-week periods centered on the winter and summer solstices and
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Figure 2.3: The relationship between SME and total Birkeland Current for weeks
centered on the summer solstice (left) and weeks centered on the winter solstice
(right).

are binned by solar wind electric field (0.4 mV/m intervals of southward IMF), except

for the largest values of the solar wind electric field where there are a smaller number

of points. Those were put into a single bin. The Birkeland current data from the

AMPERE website and the solar wind data were averaged over 1 hour. The solar

wind data have not been lagged relative to the SME and Birkeland current data. We

did examine if shifting the solar wind data by 5 or 10 minutes relative to the other

data sets made a difference, but we found essentially no change in the results to be

presented here.

The integrated dayside reconnection rate, which is a measure of the energy

transfer from the solar wind to the magnetosphere, is proportional to the solar wind

electric field for magnetosonic Mach number > 4 [Lopez, 2016]. Therefore, we plot
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SME vs Electric Field (Figure 2.1). Upon visual inspection, it is evident that the

average value of the SME index in the summer is higher than that in the winter. On

average, taking the summer-winter ratio in each bin, the average SME index in the

summer is approximately 1.4 times greater than it is in the winter.

The Birkeland current exhibits the same behavior as the SME index as a func-

tion of solar wind electric field. The last bin is a cumulative bin including periods

when the dayside merging rate is saturated [Lopez et al., 2010]. When saturation

occurs, the dayside merging rate (and thus the ionospheric potential) becomes insen-

sitive to the magnitude of the solar wind electric field and depends on other factors,

such as solar wind density. We find that the summer-winter ratio of the Birkeland

current magnitude under unsaturated conditions is about 1.6 (Figure 2.2).

We have also correlated the relationship between the SME index and the Birke-

land current across season, presented in Figure 2.3. We only use data with SME values

less that 750 nT to avoid extremely active periods when factors like saturation of the

ionospheric potential could complicate the relationships [McPherron et al., 2015]or

sudden extreme values of the SME index or the Birkeland currents could produce

outlier points that unduly influence the linear fits. The slopes of the linear fits for the

SME index as a function of the Birkeland current fall within each others error bars.

This means that the relationship between the SME index and Birkeland Current is

essentially independent of ionospheric conductivity, as it should if there is one big

current system in which the eastward and westward electrojets close the Birkeland

currents.

Additionally, we investigated the dependence of the magnitude of the currents

on the value of the F10.7 index. Because the F10.7 index is a proxy for the solar EUV

flux, we expect greater F10.7 to correlate with greater ionospheric conductivity and

larger values of the currents for a given solar wind electric field. The summer and
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Table 2.1: F10.7 Variancea

Number of Hours
(total, high, low)

Avg. SME [nT]
(total, high, low)

Avg. Birkeland
Current [MA] (to-
tal, high, low)

Avg. Solar Wind
Electric Field
[mV/m]

Avg. F10.7 (total,
high, low)

203 182.9 1.8 96
67 214.3 2.0 0.2 127.0
67 136.4 1.5 75.2
189 127.2 0.9 107.8
63 108.4 0.8 0.2 137.4
63 147.1 1.1 74.0
aThe top three rows of data are for the summer and the bottom three rows of data are for the winter.

Figure 2.4: The panels are generated by a global magnetosphere simulation [Lopez
et al., 2010]. This figure displays the position of the magnetopause (black line) with
a conductivity of 5 mho (left) and 10 mho (right) for identical solar wind conditions
with southward IMF.

winter solstice weeks data for the lowest electric field bin (0.0 mV/m-0.4 mV/m) were

separated into 3 bins of F10.7: an overall average bin, a high bin (top third of F10.7

values), and a low bin (bottom third of F10.7 values). We find that, as expected,

during the summer solstice weeks the value of the SME index and the total Birkeland

current increased with F10.7. However, the opposite trend was observed during the

winter solstice weeks; higher F10.7 is correlated with lower values of both the SME

index and the total Birkeland current(Table 5.1). Other solar wind electric field bins

(which have fewer points) exhibit the same trend. This is a surprising and seemingly

counter-intuitive result.
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2.3 Findings and Discussion

This work has demonstrated quantitatively that the average total Birkeland

current and the average SME are larger in the summer than in the winter. These

results are in agreement with previous studies. Also, we have quantitatively found a

consistent correlation between the SME and Birkeland current for both summer and

winter solstice periods, so that relationship is independent of ionospheric conductivity.

This finding is consistent with the idea that the Birkeland currents are closed via the

eastward and westward electrojets. The relationship between the current flowing

through the polar ionosphere and the F10.7 index for the summer solstice weeks

follows the expected pattern. For larger F10.7, hence large ionospheric conductivity,

the larger the current for a given solar wind electric field. However, for the winter

solstice period, this relationship is reversed, with a larger F10.7 correlated with a

smaller net current flowing through the ionosphere. To explain this result, we must

consider how the voltage across the polar cap is generated in the first place, and the

effect of ionospheric conductivity on that voltage.

The Force Balance Model for the generation of the ionospheric potential due to

reconnection explains how ionospheric conductivity controls the portion of the trans-

polar potential generated by merging [Lopez et al., 2010]. For identical solar wind

conditions, the Region 1 currents are larger for a higher ionospheric conductivity.

Larger Region 1 currents cause greater magnetopause erosion [e.g., Wiltberger et al.,

2003]. Thus, the magnetopause at noon is closer to the Earth for higher levels of

ionospheric conductivity compared to lower levels. This can be seen in simulation

results taken from Lopez et al. [2010] and presented in Figure 4 in which the mag-

netopause was about 0.9 times closer to Earth (about 8 vs. 9 Earth radii) and the

ionospheric potential was 0.6 times lower (150 kV versus 250 kV) for the higher con-
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ductivity case. Observations have confirmed the relationship between magnetopause

erosion using the F10.7 index as a proxy for ionospheric conductivity, with larger

F10.7 correlated with a more eroded magnetopause [Němeček et al., 2016].

The magnetosheath plasma flow pattern will be modified by this change of

shape of the magnetopause. For the higher ionospheric conductivity case, the mag-

netosphere is blunter, the stagnation of the flow is greater and less magnetic flux will

reach the dayside merging line. In other words, the geoeffective length (the y-extent

of the solar wind flow that reaches the merging line) gets smaller. The lower dayside

merging rate results in a lower ionospheric potential, which is the sum of the potential

due to reconnection and the (smaller) potential due to the viscous interaction [Lopez

et al., 2010], as seen in the simulation results. Thus, a system with a larger iono-

spheric conductivity will have a larger total Region 1 current, but a smaller dayside

merging rate and so a smaller total ionospheric potential. Since the Region 1 current

in the more conducting ionosphere is larger (despite the smaller total ionospheric

potential), the electrojet currents closing the Birkeland currents will also be larger.

Now consider the case in which the baseline ionospheric conductivities are not

the same in the the two hemispheres. The hemisphere with the larger conductivity

will have the largest Region 1 flowing through it, and it will control the amount

of magnetopause erosion and the geoeffective length, which sets the value of the

portion of the ionospheric potential due to reconnection. Now consider the situation

at solstice. The sunlit hemisphere has the higher conductivity and so it controls the

overall value of the potential. If the value of F10.7 is larger than average, the sunlit

hemisphere is more conducting than average, the Region 1 current is larger than

average and the potential from reconnection is lower than average due to a smaller

geoeffective length. Since the potential produced by reconnection must be the same in

both hemispheres (because the amount of open flux and the changes in that flux must
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be the same in both hemispheres), the potential in both polar caps decreases as F10.7

due to the change in the geoeffective length. In the summer polar cap, the increasing

F10.7 corresponds to an increase in ionospheric conductivity and an increase in both

the total Birkeland current and the electrojet currents, despite the fact that the

ionospheric potential decreases. This leads to the correlations between currents and

F10.7 seen in the summer solstice weeks. In the dark polar cap, increasing F10.7

does not increase conductivity because the dark region is not illuminated. Therefore,

with an unchanged conductivity but a smaller ionospheric potential, the current in

the dark hemisphere is reduced as F10.7 increases. Thus our seemingly contradictory

result of the current decreasing in the winter solstice hemisphere with increasing F10.7

is actually a direct consequence of the force balance model prediction of the change

in the geoeffective length with increasing conductivity.

2.4 Conclusions

We have examined the relationships between the total Birkeland current and

the SME index in the northern hemisphere as a function of solar wind electric field,

season, and F10.7. In agreement with previous studies, we find that the current

flowing regardless of season increases with increasing solar wind electric field (for high

solar wind Mach number), and the total current during summer solstice is about 40%

larger than the current during winter solstice due to the higher conductivity in the

sunlit hemisphere. The relationship between the amount of Birkeland current and the

SME index is essentially the same during summer and winter solstice periods. This

indicates that the relationship is not dependent on ionospheric conductivity. Instead,

the correlations is consistent with current continuity and the Birkeland currents being

closed via the auroral electrojets. The relationship between F10.7 and the total
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current is consistent with the conductivity hypothesis for the summer solstice periods:

larger values of F10.7 (larger ionospheric conductivity) are correlated with larger

currents for a given solar wind electric field. This relationship is reversed during

winter solstice, with high values of F10.7 being correlated with lower values of current

for a given solar wind electric field. This result is a natural consequence of the Force

Balance Model for the ionospheric potential and it provides additional strong support

for that model.

Acknowledgments

We gratefully acknowledge the SuperMAG website and the data there provided

by SuperMAG collaborators. The SME data can be found at http://supermag.

jhuapl.edu/indices/ for the periods described in the paper. We thank the AM-

PERE team and the AMPERE Science Center for providing the Iridium derived data

products. The AMPERE Birkeland current data can be found at http://ampere.

jhuapl.edu/products/itot/daily.html for each day at 2-min time resolution. We

acknowledge the use of the OMNI data set, which were obtained from CDAWeb us-

ing the Space Physics Data Facility(SPDF) https://cdaweb.gsfc.nasa.gov/pub/

data/omni/high_res_omni/monthly_1min/. We acknowledge the support of the US

National Science Foundation (NSF) under Grant No. 1916604. We also acknowledge

the support of The National Aeronautics and Space Administration (NASA) under

Grant No. 80NSSC20K0606 (The Center for the Unified Study of Interhemispheric

Asymmetries (CUSIA)) and Grant No. 80NSSC21K2057.

33

http://supermag.jhuapl.edu/indices/
http://supermag.jhuapl.edu/indices/
http://ampere.jhuapl.edu/products/itot/daily.html
http://ampere.jhuapl.edu/products/itot/daily.html
https://cdaweb.gsfc.nasa.gov/pub/data/omni/high_res_omni/monthly_1min/
https://cdaweb.gsfc.nasa.gov/pub/data/omni/high_res_omni/monthly_1min/


CHAPTER 3

MAGNETOHYDRODYNAMIC MODELS
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Magnetohydrodynamics is the study of the dynamics of electrically conducting

fluids, such as plasma. In space physics, global MHD codes are used to predict and

replicate space weather.

3.1 MHD Equations

The governing MHD equations are:

∂ρ

∂t
+∇ · (ρv⃗) = 0, (3.1)

ρ
∂v

∂t
+ ρ(v⃗ · ∇)v⃗ = J⃗ × B⃗ −∇P⃗ , (3.2)

E⃗ + v⃗ × B⃗ = ηJ⃗ +
1

ne
J⃗ × B⃗, (3.3)

∇× B⃗ = µ0J⃗ , (3.4)

∂B⃗

∂t
= ∇× (v⃗ × B⃗ − 1

ne
J⃗ × B⃗ − ηJ⃗), (3.5)

∇ · B⃗ = 0, (3.6)

∂

∂t
(Pρ−γ) = 0, (3.7)

where the symbols have their common usage. MHD models have been known to solve

different forms or variations of these equations. This set of equations is derived using

several assumptions: (1) the characteristic frequency of any change in the system

must be smaller than the ion cyclotron frequency and the characteristic length scale

in the system must be longer than the ion gyroradius. (2) the characteristic frequency

change is less than the electron-ion collision frequency. A full derivation of the MHD

equations with appropriate assumptions can be found in Baumjohann and Treumann

2012. Equation 3.3 (Ohm’s law) can also look different considering the appropriate

assumptions. Many global MHD codes use a variation of this equation in which either
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one of the two terms on the RHS are neglected or the RHS is zero all together. The

latter is the case in ideal MHD which results in frozen in flux, where the magnetic

field moves with the plasma.

3.2 Global MHD for Solar wind-Magnetosphere-Ionosphere

The increased sophistication of global MHD codes has propelled them to the

forefront of space weather modeling. MHD codes have been used to model different

space weather domains individually as well as the interaction between such domains.

Leboeuf et al. [1978] first used a two-dimensional global MHD model to reproduce

the Dungey topology for a southward IMF interaction with Earth’s magnetosphere.

However, two-dimensional models of the magnetosphere were incomplete. Akasofu

et al. [1978] makes an argument for the extension of MHD models to include both By

and Bz variations, thereby requiring these models to be three-dimensional. Shortly

after, three-dimensional models was developed by Wu et al. [1981] and Brecht et al.

[1981]. Again, but this time in three-dimensions, Leboeuf et al. [1981] was able to

reproduce the magnetospheric topology associated with southward IMF. Aside, from

solar wind-magnetosphere interactions, Global MHD models have also been used to

study the solar corona (e.g., Linker et al. [1999] ).

The space surrounding Earth can be split up into different domains, in which

phenomena can be modeled separately or across domains. The main domains are the

inner heliosphere, heliosphere, and geospace. The inner hemisphere encompasses the

Sun’s corona. In this domain sun originating phenomena such as CMEs, coronal hoes,

and solar flares can be investigated. The heliosphere is a cavity that is bounded by

interstellar medium and encompasses the entire Solar System. Geospace is the near-

Earth environment. This region includes Earth’s magnetosphere, upper atmosphere
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and ionosphere. The geospace environment is of specific interest to this dissertation,

as it is where the Sun- Earth interactions take place.

There are several global MHDmodels that have been used to model the geospace

environment (too many to mention here), but for the sake of this dissertation I will

focus on the Open Geospace General Circulation Model (OpenGGCM) (Raeder et al.

2009), the Lyon-Fedder-Mobarry model (LFM) (Lyon et al. 2004), the Grand Unified

Magnetosphere Ionosphere Coupling Simulation (GUMICS) (Janhunen et al. 2012),

and the Space Weather Modeling Framework (SWMF)(Tóth et al. 2005). All of these

models are available to the general public online (https://ccmc.gsfc.nasa.gov)

through the Community Coordinated Modeling Center (CCMC). CCMC provides

a “runs-on-request” service where users can run simulations through a prompted

interface and once the run is complete the results are then published online to the

general scientific community.

These four models have the same general approach in modeling the near-Earth

environment. Each of them solve the MHD equations on a grid. In LFM, the grid

is non-Cartesian, but has Cartesian topology. Calculations done on the LFM grid

uses the finite volume method, which means the differential equations are integrated

over the individual cell volumes. Figure 3.1c shows a typical non-Cartesian grid. The

boundary of the grid is cylindrical. For Open GGCM, the grid is a stretched-Cartesian

grid, which is an orthogonal grid with variable spacing in each of the coordinate

directions (Figure3.1b). Both GUMICS and SWMF uses an adaptive grid. Figure

3.1d shows how the adaptive grid resolution becomes more course near Earth. These

grids are used in the global magnetosphere (GM) domains. In preliminary study, we

ran LFM with different grid resolutions for the first 12 hours of 30 May 2010. We

compared the simulated Birkeland current (Figure 3.2).
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Figure 3.1: From Raeder 2003. Different grids used for global MHD codes. (a) shows
a typical uniform Cartiesian grid. (b) shows a stretched Cartiesian grid. (c) is a non-
Cartesian grid with Cartesian topology. (d) is a structured adaptive grid and (e) is
an unstructured grid.

Figure 3.2: Variation in grid resolution for LFM simulation for 2010 May 30 00:00-
12:00.
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Figure 3.3: From Raeder 2003. Two concentric spherical shells. The outer most shell
represents the inner boundary of the magnetosphere. The inner shell represents the
ionosphere. The lines between the shells depict the field line mapping of the FACs.

In SWMF, in the GM domain, the resistive MHD equations are solved using the

Block-Adaptive-Tree-Solarwind-Roe-Upwind-Scheme (BATS-R-US). BATS-R-US is a

MHD code developed at the University of Michigan designed to solve MHD equations

using a scheme based on approximate Riemann solvers (Powell et al. 1999).

The boundaries for the GM domain can be different for each model. The up-

stream boundary (on the dayside) is typically around tens of RE, hundreds of RE

downstream, and about 50-100 RE orthogonal to the Earth-Sun line. The inner

boundary for the MHD grid is approximated by a spherical shell set around 2-3 RE.

On this boundary surface, FACs generated in the magnetosphere are then mapped

down along field lines to a secondary spherical boundary that marks the ionosphere.

Figure 3.3 shows the field line mapping of FACs.
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At the ionospheric boundary, a potential equation is solved to determine the

ionospheric convection potential:

∇ · Σ ·Ψ = J∥sinδ, (3.8)

where Σ is the conductivity tensor:

Σ =

ΣP/sin
2δ −ΣH/sinδ

ΣH/sinδ ΣP

 ,

δ is the dip angle, ΣH and ΣP are the Hall and Pedersen conductances, respec-

tively, and Ψ is the electrostatic potential. The conductances can be uniform, defined

by empirical formulas or computed using an ionosphere-thermosphere model. The

conductances are driven by solar EUV irradiation and magnetospheric particle pre-

cipitation. The solar EUV driven conductivity is well understood as it is a function

of solar irradiation, which is often quantified using the F10.7 flux, and solar zenith

angle. The relationships determined by Moen and Brekke 1993 are:

ΣH = F 0.53
10.7 (0.81cosχ+ 0.54cos1/2χ) (3.9)

ΣP = F 0.49
10.7 (0.34cosχ+ 0.93cos1/2χ) (3.10)

where F10.7 is the solar radio flux ( used as a proxy for solar EUV radiation), and χ

is the solar zenith angle. On the other hand, the particle precipitation contribution

is much more complicated and is not as well understood. There are several different

types of electron precipitation. Newell et al. 2009 defines diffuse, broadband, and

monoenergetic precipitation and their role in the global particle precipitation budget.

In global MHD codes the precipitating particles are determined by the number flux

of electrons in the loss cone and these calculations only account for discrete (i.e.,

monoenergetic) precipitation. The Robinson formula can be used to compute the

Pedersen and Hall conductances (Robinson et al. 1987):
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ΣP = [40E0/(16 + E2
0)]F

1/2
E (3.11)

ΣH = 0.45E
5/8
0 ΣP (3.12)

where E0 and FE are defined for discrete electron precipitation using the Knight

relation (Knight 1973). Once the potential is solved, it is mapped back to the inner

magnetosphere boundary where it is used as a boundary condition.

Alternatively the Hall and Pedersen conductances can be calculated using a

large-scale ionosphere-thermosphere (IT) model. The MHD model feeds the potential

and particle precipitation parameters into the IT model which then computes the

conductances self-consistently from the electron-neutral collisions. LMF-MIX with

TIE-GCM takes this approach, where the “MIX” portion provides the electric field

to the inner boundary condition of the LFM portion and couple to the TIE-GCM

portion. It also provides the particle precipitation parameters to TIE-GCM. The

TIE-GCM model is a first principle, 3D simulation of the thermosphere-ionosphere

system. A more detailed description of this model can be found in Richmond et al.

1992.

To model the ring current electrons, SWMF can use the Rice Convection Model

(RCM). RCM calculates the motion of kEV- energy ions and electrons assuming the

particles have an isotropic pitch angle distribution (Wolf et al. 1982). In another

preliminary study, we investigated the role RCM played in calculating the currents in

SWMF. I compared the magnitude of the currents that were determined by SWMF

with RCM and SWMF without RCM (Figure 3.4 ) The magnitudes of the Birkeland

currents in the SWMF simulation with RCM are larger than those calculated without

using RCM, thus the slope for the electrojet-FAC relationship is much lower in the

run with RCM. The slope here is much higher than the observational data presented

in Figure 2.3 . This is because the observational study’s data were hourly average
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data from many year. The data presented here is for a much shorter span of time

and is not averaged, so the the relationship is magnified.

(a)

(b)

Figure 3.4: SWMF simulated electrojet - FAC relationship for runs (a) without and
(b) RCM.
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Figure 3.5: Coupling scheme used in SWMF from Zhang et al. [2007].

In SWMF, the ionospheric electrodynamics is approximated using the Ridley

Ionosphere Model (RIM) (Ridley and Liemohn 2002, Ridley and Kihn 2004). This

model is a 2-D spherical ionospheric potential solver. This model obtains the FACs

from BATS-R-US and the upper atmosphere (UA).The UA includes the thermosphere

and ionosphere and also provides the Hall and Pedersen conductivities to RIM, if used;

else, the conductivities are calculated using the Robinson formula described above.

Once the potentials are calculated they are passed to BATS-R-US and RCM. The

coupling scheme between these three domains are shown in Figure 3.5 (De Zeeuw

et al. 2004,Tóth et al. 2005,Toth et al. 2005).

These global MHD models are used to predict and forecast space weather. So

understanding the inner workings of these models and codes is imperative to refining

these models’ predictive capabilities.
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3.3 Space Weather Forecasting

The National Oceanic and Atmospheric Administration’s (NOAA) SpaceWeather

Prediction Center (SWPC) is the official source of space weather forecasts. SWPC

uses global MHD models to forecast space weather phenomena. Depending on the

parameter, these models are able to forecast minutes to days.

Though these global MHD models have gained in sophistication, there is still

room for improvement. Model validation is necessary to evaluate the current capabil-

ities of these models and to point out their shortcomings. The Geospace Environment

Modeling (GEM) is a community-initiated research program dedicated to investigat-

ing the dynamics and structure of the geospace environment though the employment

of focus groups. These focus groups tackle different space weather dynamics by ana-

lyzing observational data and model validation. The latter has been the premise of

the GEM modeling challenges. The most recent of these challenges have been done

in collaboration with CCMC and Coupling, Energetics and Dynamics of Atmospheric

Regions Program (CEDAR).
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CHAPTER 4

USING OBSERVATION OF IONOSPHERIC CURRENTS

TO VALIDATE MODELS
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SUPPLEMENT

In this work we calculate a SME index from the model output. This calculation

is require as it is not a standard SWMF output from the CCMC interface. The calcu-

lation of the SME is done using the magnetometer data at ground stations. Although

the SME index quantifies the strength of the eastward and westward electrojet in the

same way AE does, but with the use of far more stations, the two quantities are,

more often than not, dissimilar. In the preliminary work to this study, we look at the

discrepancies in the two indices and correlate the electrojet-FAC relationship using

both indices. In Figure 4.1a, we present the observational SME and observational

AE for the 2015 June 22-24 period. We see that the magnitude of the SME index is

larger than the AE. We also present the SWMF derived indices (Figure 4.1b). Again,

we see the magnitude of the SME index to be larger than the AE index. At a glance,

it seems that in the model the SME index is scaled uniformly. However, there are

some instances, in which the same variations in the magnitudes are not seen in both

indices. The solar wind data input data for this event is presented in Figure 4.2.

Here we can identify these periods in which the variations in SME is very different

from the AE to be periods were IMF Bz is strongly southward. These results are in

support of the auroral electrojet expanding equatorward during geomagnetic storms,

which results in AE underestimating the magnitude of the electrojet.
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(a)

(b)

Figure 4.1: SME and AE indies for 2015 June 22-24 event. Green represents AE and
black represents SME.(a) Observational data. (b) SWMF data.
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Figure 4.2: OMNI solar wind data. From top to bottom: ion density, temperature,
solar wind velocity in the x, y, z directions, and magnetic field in x, y, z directions.
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ABSTRACT

Although global magnetohydrodynamic (MHD) models have increased in sophistica-

tion and are now at the forefront of modeling Space Weather, there is still no clear

understanding of how well these models replicate the observed ionospheric current

systems. Without a full understanding and treatment of the ionospheric current sys-

tems, global models will have significant shortcomings that will limit their use. In

this study we focus on reproducing observed seasonal interhemispheric asymmetry

in ionospheric currents using the Space Weather Modeling Framework (SWMF). We

find that SWMF does reproduce the linear relationship between the electrojets and

the FACs, despite the underestimation of the currents’ magnitudes. Quantitatively,

we find that at best SWMF is only capturing approximately 60% of the observed

current. We also investigate how varying F10.7 effects the ionospheric potential and

currents during the summer and winter. We find that simulations ran with higher

F10.7 result in lower ionospheric potentials. Additionally, we find that the models do

not always replicate the expected behavior of the currents with varying F10.7. This

work points to a needed improvement in ionospheric conductance models.

Keywords: FAC, SME, MHD, SWMF, F10.7, asymmetry

4.1 Introduction

To better understand the dynamics of the interactions that contribute to space

weather and to predict their effects, scientists must analyze the underlying physics

that contribute, through observations and model validation. As a result of south-

ward interplanetary magnetic field (IMF) merging with the geomagnetic field on the

day side, magnetic reconnection occurs on the night side and subsequently transfers
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solar wind energy to the magnetosphere and ionosphere (Dungey, 1961). In the iono-

sphere, the motion of the plasma produced by the solar wind-magnetosphere interac-

tion means that, in the frame of Earth, there is an electric field and voltage across the

ionosphere from dawn to dusk. This voltage is directly proportional to the solar wind

electric field as long as the solar wind mach number is large (Lopez et al., 2010). How-

ever, there are several factors that contribute to interhemispheric asymmetries in this

transpolar potential, ionospheric conductivity, density, and more that result from this

interaction: different amounts of sunlight, unequal particle precipitation, the offset

in the magnetic poles, even different wind patterns (Laundal et al., 2017). Without a

full understanding and treatment of these asymmetries, global models will have clear

shortcomings that will limit their use. Traditionally, Magnetohydrodynamic (MHD)

based global simulations have been at the forefront of modeling the Sun-Earth envi-

ronment and the dynamics thereof . However, the extent to which these MHD mod-

els incorporate and accurately represent interhemispheric asymmetries are unknown.

What is known is that these models treat the Northern and Southern hemispheres the

same. The domains of these models range from the inner heliosphere to Earth’s ther-

mosphere. There are four global magnetosphere MHD-based models are available to

the community through the Community Coordinated Modeling Center (CCMC): the

Open Geospace General Circulation Model (Open GGCM) (Raeder et al., 2009), the

Lyon-Fedder-Mobarry model (LFM) (Lyon et al., 2004), the Grand Unified Magneto-

sphere Ionosphere Coupling Simulation (GUMICS) (Janhunen et al., 2012), and Space

Weather Modeling Framework (SWMF)(Tóth et al. 2005). Though these models are

readily accessible, their capabilities to accurately model the global environment and

reproduce observations are actively being validated within the space weather com-

munity (Gordeev et al., 2015;Mukhopadhyay, 2022;Honkonen et al., 2013). Gordeev

et al. 2015 evaluate the four first-principle magnetospheric models ability to replicate
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basic magnetospheric global variables realistically, as given by published empirical

relationship of these variables. The authors have concluded that these models do a

reasonable job at replicating magnetospheric size, magnetic field, and pressure, but

there is variation amongst the four models on their performance in predicting the

global convection rate, total field-aligned current, and magnetic flux loading into the

magnetotail during substorms.

The need for model validation of currents and geomagnetic disturbances has

been addressed by community-wide space weather model validation efforts lead by

the Geospace Environment Modeling (GEM) Metric and Validation Focus Groups

(Pulkkinen et al., 2013;Glocer et al., 2016). However, these studies only looked to

validate models at ground magnetometer station locations. We still do not have

a comprehensive survey of how well the codes are reproducing observed currents

patterns and magnitudes of ionospheric electrojets and Birkeland currents.

Lopez et al. [2022] work focus on the asymmetries in ionospheric conductivity

that ultimately controls the amount of current that is allowed to be closed through

the conductive ionosphere. During the summer, the northern polar region is tilted

towards the sun and therefore receives more sunlight in which in return further ion-

izes the ionosphere, making it more conductive. However, during the winter, the

same polar region is tilted away from the sun, receiving less sunlight, and therefore

becomes less conductive. The authors find this rationale to hold qualitatively, us-

ing observations. They find there to be larger field-aligned currents flowing into and

eastward and westward electrojets in the ionosphere during the summer than during

the winter. Secondly, the authors determined the relationship between the electrojets

and Birkeland current. Lastly, in investigating the role F10.7 plays in relation to

the magnitude of current in the ionosphere, the author’s determined that as F10.7

increases during the winter, the magnitude of the currents decreases.
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In this work, we quantify the ability of MHD models to reproduce the observed

asymmetries in ionospheric currents presented in Lopez et al. [2022].

4.2 Methodology

In this section we include a brief description of the Space Weather Modeling

Framework (SWMF) and justification for events and data used in this study.

4.2.1 Data and Observations

We conduct this study to validate the ability of global MHD models to re-

produce ionospheric current magnitudes using observational Birkeland Current data

provided by the Active Magnetosphere and Planetary Response Experiment (AM-

PERE) dataset and observational electrojet strength as quantified by the Super-

Mag Electrojet index (SME) from the SuperMag dataset. The AMPERE dataset

(https://ampere.jhuapl.edu) consists of data from over 66 LEO satellites that are

apart of the Iridium constellation. Theses satellites are equipped with magnetome-

ters whose data are then used to make global maps of Birkeland currents(Anderson

et al., 2000a; Waters et al., 2001a). The Birkeland current data products are ex-

pressed in two-minute increments. The SuperMag data are collected and derived as

described in Gjerloev [2012a]. The SuperMag Electrojet index (SME) is used in this

study as a measure for the auroral electrojet activity. Typically the AE index is used

as a measure of auroral electrojet activity. However, in this study we use the Super-

Mag Electrojet index (SME). SME is derived in the same way that AE is. However,

SME uses over 150 stations while AE uses about 12 stations and thus is a more global

measure of the electrojets. The magnitude of the electrojets are indexed by finding

the largest northward or southward perturbation from ground magnetometers. AU
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or SMU is the largest northward perturbation indicating the largest eastward elec-

trojet. AL or SML is largest southward perturbation indicating the largest westward

electrojet and AE or SME is determined by subtracting AL form AU.

The simulated data is provided by SWMF output. We run several SWMF sim-

ulations using CCMC’s runs-on-request feature. The model output is made publicly

available, once the run is finished. AE and Birkeland current are standard output

parameters for these runs, in one minute increments. SME, however is not. In this

study, the simulated SME is calculated independently using the ground magnetometer

data from the models, in the same way the observational SME is derived.

The AMPERE Birkeland current data are provided in two minute intervals,

therefore all data sets used in comparison to the observational Birkeland current are

averaged every two-minutes.

4.2.2 Model Description

The SWMF integrates nine numerical models: the Solar Corona, Solar Erup-

tion Generator, Inner Heliosphere, Solar Energetic Particles, Global Magnetosphere,

Inner Magnetosphere, Radiation Belt, Ionospheric Electrodynamics, and Upper At-

mosphere & Ionosphere, into one coherent model (Tóth et al., 2005). Each domain or

model exchanges information with one another to simulate the real world dynamics

of the system interactions. The Global Magnetosphere (GM) includes the planet’s

bow shock, magnetopause, and magnetotail. The physics of this domain is approx-

imated by solving the resistive MHD equations and using the Block-Adaptive-Tree-

Solarwind-Roe-Upwind-Scheme (BATS-R-US). BATS-R-US is typically restricted to

the domain 2.5RE from the center of Earth and expands to about 30RE on the day-

side, hundreds of RE on the night side, and 50−100RE in the directions orthogonal to
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the Sun-Earth line. The domain inside 2.5RE is approximated by the Inner Magneto-

sphere (IM), Radiation Belt (RB), and Ionosphere Electrodynamics (IE) components

of the SWMF model. In this domain the IM may use the Rice Convection Model

(RCM)(Toffoletto et al., 2003; De Zeeuw et al., 2001) to calculate the distribution

function of the ring current ions and electrons given an electric and magnetic field

distribution. The RCM self consistently computes field-aligned currents and poten-

tials. There are other codes that have been developed to preform similarly (e.g. , the

Comprehensive Inner-Magnetosphere Ionosphere (CIMI) Model; Fok et al., 2014).

In the IE component, the Ridley Ionosphere Model (RIM) works as a height

averaged electric potential solver, which uses the field-aligned currents from GM and

Upper Atmosphere (UA) to calculate particle precipitation and conductances and get

a pattern of the electric potential throughout the ionosphere (Ridley and Liemohn,

2002;Ridley and Kihn, 2004). The UA includes the thermosphere and the ionosphere

and it extends from around 90km to about 600km altitude for the Earth. The Hall

and Pedersen conductives are calculated from the electron density and integrated

along field lines and then passed along to the IE component of the model.

The setup of CCMC’s runs-on-request feature offers the options to use RCM

with or without the Radiation Belt Environment (RBE) when creating a SWMF

run. It is important to note the radiation belts do not feed back to the rest of

the magnetospheric solutions, as the radiation belts are the far energy tail of the

distribution, they do not affect currents in the calculation which are the focus of this

study. Therefore this study could include cases with or without RBE with no impact.
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4.2.3 Event Selection

To investigate whether or not SWMF reproduces current closure in the iono-

sphere as seen by observations, we select two SWMF runs, readily available on

CCMC’s website, one during the winter and the other during the summer. The

winter run, Flavia Cardoso 061521 1 , spans 07 December 2016 08:00 - 10 December

2016 14:00. The summer run, YABING WANG 102319 3, spans 22 June 2015 00:00

- 24 June 2015 00:00. Both events were ran using v20180525 of SWMF with auroral

ionospheric conductance and Rice Convection Model (RCM). Hereafter, these events

will be referred to as the December 2016 and June 2015 events, respectively.

4.3 Findings and Discussion

4.3.1 Current Closure

In investigating the capability of SWMF to replicate ionospheric current closure,

we compared the currents from the June 2015 and December 2016 events. Just

as in Lopez et al. [2022], we have quantified linear relationships between Birkeland

current and SuperMag Electrojet (SME) (Figures 4.3 & 4.4). Figure 4.3 shows the

observational data and SWMF data for the winter event. The slopes of the two

figures are similar to one another and are reasonably close to what is reported by

Lopez et al. [2022] (Figure 4.5). The June event also shows a similar slope in both

the observational data and the SWMF data (Figure 4.4). It is evident in both figures

that the magnitude of the SWMF generated currents are almost half of what was

observed for the events.

Figure (4.6) shows the correlation between the generated Birkeland current from

SWMF and the observed Birkeland current for both events. Though the correlation

coefficient between the simulation current and the observed currents for the December
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(a)

(b)

Figure 4.3: The relationship between SME and total Birkeland Current as determined
by observations (a) and by SWMF (b) for a Winter event.

event is very poor, the current closure relationship for that event is consistent. Despite

there being an underestimation of the Birkeland current and even a failure to replicate

observations, SWMF is able to reproduce a current closure relationship similar to that

presented in Lopez et al. [2022].
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(a)

(b)

Figure 4.4: The relationship between SME and total Birkeland Current as determined
by observations (a) and by SWMF (b) for a Summer event.

4.3.2 Seasonal Ratio

To examine the seasonal asymmetry between currents we take a look at sim-

ulation results from four periods. These periods are: 2011 December 18-25, 2016

December 7-10, 2011 June 18-25, and 2015 June 22-24, days 18-25 of each month.
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Figure 4.5: Figure from Lopez et al. 2022. Observational data displaying the re-
lationship between the auroral electrojet and field-aligned current for Summer and
Winter.

The June 2015 period was driven with data from ACE, the December 1026 period

was driven with data from Wind, and the other two periods were driven using the

OMNI dataset. For December 2011, the magnitude of the currents in the Southern

Hemisphere are larger than the currents in the Northern hemisphere (Figure 4.8).

For June 2011 and June 2015, the currents are larger in the Northern Hemisphere

(Figures 4.7 & 4.10). These periods reproduce the expected seasonal asymmetry with

the sunlit polar region having larger currents. However, for the December 2016 pe-

riod the simulated currents are larger in the Northern Hemisphere compared to the

Southern Hemisphere (Figure 4.9). We would expect the opposite behavior, if we only

consider the conductivity resulting from the seasonal asymmetry in solar irradiation.

Examining the entire period, the average total simulated Birkeland current was 2.36

MA in the Northern Hemisphere and 2.15 MA in the Southern Hemisphere. The
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(a)

(b)

Figure 4.6: Observations and SWMF Birkeland current for Winter (a) and Summer
(b) Events. The currents for the Summer event is more strongly correlated than
those during the Winter event.

AMPERE data had an average total Birkeland current of 2.93 MA in the Northern

Hemisphere and 2.68 MA in the Southern Hemisphere. There are two items to note

in this comparison. First the interhemispheric asymmetry is the same in both the

observations and the simulation. Second, the pattern of the simulated currents being
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less than the observed current shows up in the averages. The fact that both the ob-

servations and the simulations have an asymmetry opposite to that expected from the

asymmetry in the F10.7 flux suggests that this is a real effect. At present, we do not

have an explanation for this finding, however, inspecting the AMPERE dataset, we

find many examples in winter months of the total Birkeland current in the Northern

(dark) Hemisphere being larger than the current in the Southern (sunlit) Hemisphere.

On the other hand, we do not find the reverse; it is quite rare is the summer months

for the Southern (dark) Hemisphere to have larger total Birkeland current than the

current in the Northern (sunlit) Hemisphere. This finding requires significant investi-

gation beyond the scope of this paper to quantify and explain. For all the events

the correlation coefficients between the observed and simulated currents are poor and

is indicative of the difficulty of SWMF to replicate reality reliably. However, in the

previous subsection, we have shown that SWMF’s inability to replicate the actual

values and variations in the observed currents to have no bearing on how well the

model is able to replicate the relationship between the simulated Birkeland current

magnitude and simulated SME. From these results, we can say the correlation coef-

ficients are not necessarily an indicator of how well interhemispheric conductivity is

being replicated.

4.3.3 F10.7 Study

F10.7 is a proxy for the measure of solar irradiation. We expect as F10.7 in-

creases there would also be an increase in the amount of current in the ionosphere.

Additionally, we expect as F10.7 increases for the potential across the ionosphere to

decrease, as a consequence of the change in geoeffective length (Lopez et al. [2010],
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(a)

(b)

Figure 4.7: Observations and SWMF Birkeland current for June 2011. (a) Northern
Hemisphere (b) Southern Hemisphere.

consistent with observed F10.7 dependence of the position of the nose of the magne-

topause (Němeček et al., 2016).

To examine this question, we consider a 1-week period centered on the winter

solstice in December of 2010. For two different runs, we fixed the value of F10.7,
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(a)

(b)

Figure 4.8: Observations and SWMF Birkeland current for December 2011. (a)
Northern Hemisphere (b) Southern Hemisphere.

then simulated the period using the SWMF driven by the original solar wind time

series. One run had a fixed F10.7 of 80 and the other has an F10.7 of 180. We

consider F10.7 of 80 to be a reference value for low solar EUV flux and F10.7 of

180 to be a reference high value. We find that as F10.7 increases, the ionospheric
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(a)

(b)

Figure 4.9: Observations and SWMF Birkeland current for December 2016. (a)
Northern Hemisphere (b) Southern Hemisphere.

potential in both hemispheres decreases, as seen in Figures4.11 & 4.12. This is what is

expected (Lopez et al., 2010), that higher conductivity results in a lower ionospheric

potential. In contrast to the simulation results for the potential, the average

total Birkeland currents for the two runs do not show exactly the same pattern as
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(a)

(b)

Figure 4.10: Observations and SWMF Birkeland current for June 2015. (a) Northern
Hemisphere (b) Southern Hemisphere.

determined from observations (Lopez et al., 2022). Table 4.1 presents the average

Birkeland current for the two runs in the Northern and Southern Hemispheres. The

expected seasonal asymmetry is present in both the low and high F10.7 runs, with

the summer (southern) hemisphere having larger average current. However, both
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(a)

(b)

Figure 4.11: (a) Potential map for F10.7 of 180. (b) Potential map for F10.7 of 80.

hemispheres had lower average Birkeland current values in the higher F10.7 runs

(which also had the lower potentials). Observations show that on average the sunlit

(summer) hemisphere has a larger Birkeland current for higher values of F10.7, while

the dark (winter) hemisphere has smaller Birkeland current. This was interpreted

as being due to the variation in conductance with solar radiation and the unequal

amounts of solar EUV conductance in the two hemispheres (Lopez et al., 2022).
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(a)

(b)

Figure 4.12: The time series for the SWMF calculated cross polar cap potentials
(CPCP) for F10.7 of 80 (black) and 180 (blue). (a) Shows the CPCP in the Northern
Hemisphere. (b) Displays the CPCP in the Southern Hemisphere.

In MHD global models, the Knight Relation is used to get an estimate of elec-

tron flux (Knight, 1973) and an empirical relationship is used to calculate the Hall and

Pedersen conductances due to precipitating particles (Robinson et al., 1987). This

conductance is then added to the solar EUV conductance to determine the overall
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F10.7 [sfu] Northern Hemisphere [MA] Southern Hemisphere [MA]
80 2.36 2.84
180 1.99 2.55

Table 4.1: Average Birkeland current magnitudes with varying F10.7 for SWMF
simulation of 2010 December 18-25.

conductivity (Fedder et al., 1995). However, in Wiltberger et al. [2004], the authors

conducted a direct comparison and found this traditional calculation of the conduc-

tivity to be insufficient, because the MHD model used consistently underestimated

the electron precipitation and over-estimated the cross-polar cap potential (CPCP)

as compared to observations. In SWMF, rather than using the Knight Relation for

the conductivity, this model uses a different empirical relationship. The runs in this

study use an empirical relation between the FAC and conductance based on AIMEE

data (i.e., the Ridley Legacy Model). A detailed description of this model can be

found in Mukhopadhyay et al. 2020.

In fact, inspecting Figure 4.12, one can see that the values of the potential

are high, often exceeding 150 KV in both hemispheres for the low F10.7 run. But

such large potentials are only observed during geomagnetic storms and for the period

simulated the solar wind was very moderate, with southward IMF barely exceeding 5

nT a handful of times and flow speed generally below 400 km/s. Therefore, it is clear

that the simulation was producing unrealistically large ionospheric potentials due to

an unrealistically low ionospheric conductivity.

4.4 Conclusions

We have conducted an investigation of the ability of the SWMF to replicate

the observed SME index and the magnitude of the Birkeland currents as observed

by AMPERE. We find that for some events, the correlation between the observed
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quantities and the simulated quantities are good. However, the simulated Birkeland

currents and SME index are generally smaller than the observed quantities during

these ”good” events. On the other hand, the relationships between the simulated

Birkeland current and the simulated SME is quite similar to the same relationship

obtained from observations. This is consistent with the interpretation that this rela-

tionship is an expression of current closure, with the electrojets closing the Birkeland

current system. Moreover, this relationship exists in the simulation data irrespective

of the correlation between the simulations and observations for a given event, which

also supports this interpretation.

The simulation however, does not always reproduce the seasonal asymmetry

in the currents. Observations indicate that the currents are larger in the summer

hemisphere, and sometimes this is what the SWMF simulations produce, but not

always as can be seen in the December 2016 solstice week, the simulation gives the

opposite result. The simulation result for December 2016 is mirrored in the AMPERE

data; to understand this apparent anomaly in both simulation and observational

results requires additional study. The simulation also replicates the expected variation

in the ionospheric potential with F10.7, with larger F10.7 yielding lower ionospheric

potentials. However, the simulation do not entirely replicate the behavior of the

total Birkeland current seen in observations. We conclude that better models for the

ionospheric conductance are required.
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CHAPTER 5

CONCLUSIONS & FUTURE WORK

In investigating one of the most significant sources of space weather, ionospheric

currents, we conduct a model- observation comparative study. Using observational

data, we have quantified the seasonally driven asymmetry in the electrojets and FACs

with increasing solar wind electric field. We find the respective ratios, 1.4 and 1.6

to be in agreement with previous studies. We also, for the first time, quantify the

relationship between the electrojet, as measure by the SME index, and the FACs.

For both winter and summer, the ratio is approximately 110. This is supportive of

the present understanding of current continuity– meaning that the FACs that couple

the magnetosphere to the ionosphere must be closed by horizontal flowing current in

the ionosphere (the electrojets). This is exactly what the linear relationship shown

in Figure 3.3 suggests. Additionally, we investigate how the currents behave with

increasing F10.7. We find that during the summer, as F10.7 increases so do the

electrojets and FACs. This is expected, because solar EUV flux plays a major role in

the ionospheric conductivity in which drives the ionospheric currents. Contrasting,

during the winter we find that as F10.7 increases, the amount of current decreases. We

present the force balance model which explains that the potential due to reconnection

in both polar caps decrease as F10.7 increases due to the decrease in geoeffective

length. This means that in the dark polar cap, increasing F10.7 with and unchanged

conductivity (because it is dark), will actually decrease the magnitude of the currents.
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Since global MHD models are used to predict space weather, we investigate the

behavior of these ionosphere currents in such models. The governing question here is:

to what extent, if at all, do these global MHD models reproduce observational results?

To answer this question, we use the SWMF to simulate periods of similar conditions

to those from observations. We find that SWMF does reproduce the current-closure

relationship, regardless of its underestimation of the currents’ magnitudes and even

in instances where is does a poor job at replicating reality. Moreover, we find that the

models do not always capture the seasonal asymmetry. Even when the ionospheric

potential behaves as expected with increasing F10.7, the observed total Birkeland

current behavior is not reproduced in the models. There is more work to be done

here in regards to resolving the disconnect between the processes done in the model

and the physical processes that are occurring in reality.

The results of this work validates the asymmetries in ionospheric currents as

seen by observations, provides support for current-closure, quantifies global MHD

model’s ability to replicate observed ionospheric currents and point to MHD model’s

shortcomings. There is still work to be done to gain a completely comprehensive un-

derstanding of these ionospheric current systems and how well we are able to model

them. In the mean time, although these models will continue to be used for space

weather predictions, these studies provide support for much needed model improve-

ment.

5.1 Future Work

5.1.1 More Model Validation

This proposed study will examine MHD models’ ability to replicate observed

Birkeland currents, on a global and meso-scale. Additionally, this study will also ex-
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plore Birkeland currents’ relationship to particle precipitation. This three-part study

will use the Defense Meteorological Satellite Program (DMSP) and the AMPERE

data products to quantify the models’ performance. These metrics will be organized

in contingency tables and used to calculate skill scores. The results will reveal weak-

nesses and highlight when and where the models perform best. The same validation

and techniques used in this study can also be done with the upcoming GDC mission.

This study will determine quantitatively how well MHD codes re-

produce field-aligned currents (FACs), also known as Birkeland currents,

and electrojets’ observed magnitudes and distributions. Additionally, as

it relates to Birkeland currents, this work will explore the relationship

between precipitating particles and FACs.

By employing quantitative methodologies, this study will determine the type of

validation that could be possible with the anticipated Geospace Dynamics Constel-

lation (GDC) data. The timing of this proposal is aligned with the research agenda

of GDC to study the magnetosphere- ionosphere-thermosphere (MIT) coupling and

dynamics. This proposed course of research could be carried out at NASA’s Goddard

Space Flight Center’s where the current development of the Comprehensive Auroral

Precipitation Experiment (CAPE) instrumentation and project science for GDC is

being done.

In Wiltberger et al. 2004, the authors conducted a direct comparison and found

the traditional calculation of the conductivity ( Chapter 3) to be insufficient, because

the MHD model used consistently underestimated the electron precipitation and over-

estimated the cross-polar cap potential (CPCP) as compared to observations.

In MHD the monoenergetic particle are the only source for precipitating elec-

trons. Khazanov et al. 2021 studies the role of secondary precipitating electrons,

which are electrons that result from monoenergetic electrons collisions and escape
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back into the magnetosphere and become trapped between the auroral acceleration

region and upper atmosphere. Liemohn [2020] points out that these secondary elec-

trons are not accounted for in the Robinson formula and makes a case for the for-

mula’s improvement. With an improved particle precipitation calculation, comes im-

proved conductivity calculations, in which improves the determination of FACs and

the CPCP. In global MHD models the governing equation that relates conductivity,

ionospheric potential, FAC, and horizontal currents flowing in the ionosphere is the

current continuity equation:

jR(R1) = [∇⊥ · (Σ · ∇ψ)⊥]R=R1 (5.1)

where Σ is the ionospheric conductance tensor, and ψ is the potential. The right-hand

side of the equation represents the FACs and the left-hand side represents the horizon-

tal currents flowing in the ionosphere. This equation is fundamentally a statement of

current conservation; currents flowing into the magnetosphere (left hand side), must

equal the current closing in the ionosphere (right hand side). Examination of Equa-

tion 5.1 shows that, errors in the FAC calculation will directly affect the ionospheric

potential as it adjusts to maintain current continuity. Similarly, errors in precipita-

tion will likewise affect the potential and eventually feedback to the magnetosphere

and alter the resulting FACs. Moreover, changes in current will also affect the pre-

cipitation and hence the conductance. For a global model to accurately capture the

electrodynamic interaction between the magnetosphere and ionosphere, it is essential

to validate the model’s ability to capture FACs as well as the precipitation which

drives the conductance.

As it relates to this proposed study, I will be validating the current on the left-

hand side, understanding the role particle precipitation plays in the uncertainties that
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lie in the ionospheric conductivity tensor that ultimately determines the electrojets

on the right-hand side.

The need for model validation of currents and geomagnetic disturbances has

been addressed by community-wide space weather model validation efforts lead by

GEM Metric and Validation Focus Groups (Pulkkinen et al. 2013, Glocer et al. 2016).

However, these studies only looked to validate models at ground magnetometer station

locations. We still do not have a comprehensive survey of how well the codes are

reproducing observed currents patterns and magnitudes of ionospheric electrojets

and Birkeland currents.

In my recent studies, I have used the CCMC run-on-request services to simu-

late events and quantify MHD models’ ability to replicate the observed correlation

between the currents in the M-I current system shown in Lopez et al. [2022]. Using

SWMF, I have successfully reproduced current-closure between the FAC and the au-

roral electrojets (Lopez et al. 2022). This is consistent with the FAC being closed

by the horizontal ionospheric currents. This proposed research will expand on my

existing work by investigating a connection between the global scale and meso-scale

structure of FAC. I consider meso-scale to be on the order of 2 degrees in latitude and

1hr local time. My focus will move from the total current system using AMPERE’s

dataset to untangle the FAC meso-scale structures and compare with particle precip-

itation data from DMSP. I will use these existing datasets to determine the type of

validation that could be possible with the GDC data.

This three-part event-based study will start with investigating total Birkeland

current, move to the meso-scale structure of the Birkeland current and finally explore

particle precipitation, all while conducting model and observation comparisons. For

all parts of the study, I will use a set of events that show a good correlation between

AMPERE and SWMF simulated Birkeland current. The simulations are driven by
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solar wind input and sometimes the solar wind at Earth can be significantly different

than that predicted by OMNI, a data product resulting from propagating solar wind

data to the bow shock. If the solar wind input is not a good prediction of reality it

can affect the SWMF output. To evaluate the magnitude of the large-scale currents,

we want to examine cases where we believe the simulations are replicating reality.

The ability of the simulation code to replicate the general behavior of the system and

why sometimes the simulation results are different in terms of general variation of

observations is not in the scope of this work. I am interested in when simulations

are giving a reasonable prediction of reality what are their response to this input and

how effective are they at reproducing the actual value of the currents and particle

precipitation energy fluxes.

Restricted by AMPERE data availability, these events will span October 2009-

June 2022. Characterized using the SME and Dst indices, the events will fall into

three different types: quiet times, substorms, and storms. During substorms and

magnetic storms, SME experiences an increase due to an enhancement in of energy

and momentum transferred from the solar wind resulting from magnetic reconnection.

The Dst index measures the ring current, which is indicative of magnetic storms.

This data can be found at the World Data Center for Geomagnetism, Kyoto (https:

//wdc.kugi.kyoto-u.ac.jp/). In this study, substorms are events where SME is

<500 nT with no ring current developments, storms are events where Dst is < -100

nT, and quiet times are periods where SME is <500 nT.

For each event, I will quantify the relationship between AMPERE and SWMF

Birkeland Current, calculating a linear correlation. This analysis will allow me to

determine how well SWMF is replicating the magnitudes of observed currents. For

example, consider June 22, 2015 00:00:00 - June 24, 2015 00:00:00. With a minimum

Dst of -198 nT and a maximum SME of just over 3000 nT, this event is considered
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Forecasts/Observations Yes No Total
Yes H F FY
No M N FN

Total OY ON T

Table 5.1: Standard Contingency Table for Dichotomous Forecasts

a storm time event. The correlation coefficient between the total Birkeland currents

measured by AMPERE and those calculated using SWMF is 0.82 (Figure 4.10). The

slope suggests SMWF is underestimating the total Birkeland current by 40%.

To resolve meso-scale structure of the Birkeland currents, I plan to divide global

maps, both from simulations and observations, into bins of 1-hr local time and perform

the same correlation mentioned above. Also, for each bin, I will calculate metrics of

reaching thresholds and convert these metrics into “yes”/ “no” results to populate

a contingency table (Table 5.1). The thresholds will take on incremental values of

Birkeland current (e.g., 1 MA, 2 MA, 3 MA, etc.). For each bin, I will evaluate if the

SWMF and AMPERE currents exceed the threshold.

In Table 1, for ‘H’, I will record the number of hours in which SWMF and

AMPERE exceeds the set threshold. For ‘M’, I will record the number of hours SWMF

does not exceed the threshold, but the observation does. The number of hours SWMF

does exceed the threshold, but the observation does not will be recorded for ‘F’. The

number of hours that neither SWMF nor AMPERE exceeds the threshold, will be

recorded for ‘N’. H is the number of hits, M is the number of misses, F is the number

of false alarms, and N is the number of correct negatives. FY, FN are the number

of forecasted Yeses and Nos, respectively. Likewise, OY and ON are the number of

observed Yeses and Nos. From the results of the contingency table, I will conduct

statistical calculations (e. g., skill scores) that measures the model’s ability to forecast

correctly. Additionally, to account for the known strong By effects on twisting the
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pattern of these global maps in models (Tenfjord et al. 2015), I will rotate the pattern

stepping through by 0.5-hr in LT (i.e., 7.5 degrees). For each step, I will calculate

the correlation coefficient. I will repeat this process until the offset of data is +/- 6

hrs in LT. I will then find the configuration that provides the maximum correlation

coefficient, bin that data by local time, and populate a contingency table using the

same reasoning as before. Figure 5.1a shows a map of total Birkeland current from

AMPERE for the June 2015 event split into 1hr LT. The current flowing parallel to

the magnetic field in the simulation is shown in Figure 5.1b.

The particle precipitation part of this study will utilize DMSP’s Special Sensor J

(SSJ4/5) data which is an upward-looking instrument measuring precipitating parti-

cles from 30 KeV-30 eV with a 1-second cadence (Oberhardt et al. 1994). The SSJ4/5

data is available at http://cedar.openmadrigal.org. I will compare SSJ4/5 data

with particle precipitation energy flux output from the model. I will also use cross-

track magnetic field data from the fluxgate magnetometer (data from the Madrigal

site) to identify the location of the Birkeland currents and compare with AMPERE

and SWMF output.

Since the SSJ data is calculated along trajectories, I will split the trajectories

into 1 minute windows. Depending on the space craft orbit these windows may

represent paths through a small change in latitude over a broad local time or vice-

versa. In each window, I will evaluate whether the amount of particle precipitation

exceeds a threshold for 10 seconds or more. I will consider three thresholds: low,

moderate, and strong precipitation, quantified by energy flux. These metrics will

then be used to populate a contingency table through the same process previously

mentioned. I will also calculate skill scores to further quantify SWMF’s ability to

replicate SSJ4/5 particle precipitation data.
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(a)

(b)

Figure 5.1: (a)Global maps of the Northern and Southern hemispheres generated by
SWMF. (b)Global map of the AMPERE calculated Birkeland current.

It is often easy to say a model is good at forecasting, but exactly what does it

mean to be good can be quite vague. Murphy [1993] describes determining the qual-

ity, the correspondence between forecasts and observations, as a type of ‘goodness.’

In his description, the determination of the quality of a model is done be quantifying

the correlation between forecasts and observations. Lopez et al. [2007] has used con-

tingency tables to quantify several different models’ ability to predict magnetopause

crossings as seen by GOES 10 and GOES 12 observations of the Halloween storms.
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In a study to evaluate ability of models to predict a local index of magnetic pertur-

bation, Glocer et al. [2016] also used contingency tables and calculated skill scores.

To date, no known model validation for Birkeland currents and particle precipitation

uses contingency tables and skills scores to quantify the relationship. This study

will be the first to determine if SWMF is a ‘good’ model by way of quantifying its

‘goodness’ using such methodologies.

From this three-part study, I expect to be able to make conclusive and quantita-

tive statements about how well existing MHD models can reproduce total Birkeland

current, meso-scale structure of Birkeland current, and particle precipitation. The

contingency table created using the total Birkeland current, should allow me to de-

termine how well MHD models are able to capture reality and the skill score will

allow me to further quantify the quality of these models. Because I will be doing this

analysis for both the Northern and Southern hemispheres, I may be able to make

conclusions about interhemispheric asymmetries. Specifically, I will be able to com-

ment on if the model shows any bias. The ring current model in the SWMF code only

couples to the Northern hemisphere, so I expect there to be some interhemispheric

conductance effects. I may be able to conclude if the model performs the best dur-

ing equinox, northern winter, or northern summer. From the meso-scale structure

data, I will be able to determine if the models perform better above or below certain

magnitudes of Birkeland current.

The additional rotation and rebinning of the data, will also help validate the

twisting of the pattern resulting from significant IMF By and I may be able to quan-

tify and correlate the degree of rotation with the magnitude of IMF By. In the

particle precipitation analysis, I expect to disentangle the types of precipitation. As

the research progresses, I could exclude different types of precipitation from the ob-

servations and compare to the model’s performance. I expect the implications of
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the model validation in this study to help improve the current state of models by

quantifying their ability to replicate Birkeland current and precipitating particles in

preparation for the upcoming GDC mission.

5.1.2 New Electrojet Index (SMP)

In this proposed study, I will investigate instances where there is more or less

electrojet than expected for a given amount of Birkeland current. This study will

look to answer the following questions:

• How is the electrojet-SME relationship represented during geomagnetic storms?

• Is there a temporal component in these instances? If, so are these instances

seen in SWMF simply artifacts of the simulation?

• What role does the Pedersen current play, if any, in the electrojet-FAC relation-

ship?

To conduct this study, I will choose 7-10 geomagnetic storms quantified by

Dst indices less than -100 nT. For each event I will determine the electrojet-FAC

relationship. Once this relationship is determined, I will compare the value of the

slopes to those determined from observational data. Additionally, for each event I

will correlate the electrojet-FAC relationship using SWMF and once again compare

with observations. In previous studies, I have evaluated SWMF’s ability to replicate

reality. I plan to do this also, by correlating the SWMF generated Birkeland current

with the observed values of the Birkeland current. To investigate temporal features,

I will highlight points in 30 minute increments, stepping through by 15 minutes ( i.e.,

1-30, 15-45, 30-60, etc. ). I will do this for both the SWMF and observational data.

For instances of 30 minutes or more where there is more or less electrojet for a given

amount of Birkeland current, I will compare that time period to the respective Dst
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(a)

(b) The points correlating with the two hour time period that is representative
of the second regime is highlighted in green. The following two hour period is
highlighted in magenta.

Figure 5.2: Electrojet - FAC relationship for 2015 June 22-24, (a) Observational data
and (b) SWMF simulated data.
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data. In doing so, I will be able to determine if these instances are correlated to

any specific time period during the storm. For example, does the 30 minute of data

where the electrojet is more than expected for a given amount of Birkeland current

coincident with the sudden storm commencement, the main phase, or the recovery

phase of the storm?

Contrary to the electrojets, the Pedersen current are the north and south flowing

current. The SME index is derived from the north and south perturbations in the

magnetic field, and thus a similar index can be derived for the Pedersen currents. I

have developed, what I will call the SuperMag Pedersen current index (SMP). This

index is derived in the same way as SME, but instead of taking the north and south

magnetic field perturbations, the east and west magnetic field perturbations are used

to determine the north and south flowing current. I will then compare the SME to

this new index and look for patterns in which one may dominate over the other.

As an example, I present preliminary findings using the 2015 June 22-24 event

from Chapter 4. The observational and simulated electrojet-FAC relationship is pre-

sented in Figure 5.2. Both the slopes and correlation coefficients are similar to one

another. However, in the SWMF simulation of the event, there is clear second regime

of points where there is more electrojet than expected for a given amount of Birke-

land current. These two hour period that encompasses the majority of these points is

highlighted in green and the following two hour period, highlighted in magenta, falls

in a different regime– one in which more tightly hug the line of best fit. This points

to there being a temporal component that separates the two regimes.

For this event, I have plotted the simulated Dst data and highlighted the data

that corresponds the the periods of interest, using the respective colors (Figure 5.3).

The magenta corresponds very well with the main phase of the storm, which is indica-

tive of the ring current build up (Kozyra and Liemohn 2003). The green corresponds
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Figure 5.3: Simulated disturbance storm time index for 2015 June 22-24. The color
scheme here is the same as indicated in Figure 5.2

.

to the the recovery phase. The ratio of Pedersen current, as represented by SMP,

to that of the electrojet is presented as a time series for the event in Figure 5.4. The

highlighted region, in green, is that of the second regime. Here the SMP index is much

larger than the SME index. However, there are other time periods that exhibit the

same behavior but the electrojet-FAC relationship during those times do not deviate

much from the expected relationship.

These preliminary results suggest that the second regime of points is an artifact

of the simulation, because it does not exists in observations. However, the source and

reasoning of the second regime within the code is not completely clear. There is more

work to be done here. In regards to the role of the Pedersen current, this too should

be investigated in more detail. By analyzing more storm events and comparing to
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Figure 5.4: The ratio between the Pedersen currents and electrojets for the 2015 June
22-24 event. The color is indicative of the data during the time period of the second
regime.

observations, I should be able to resolve a more comprehensive picture of how the

models are preforming in replicating observed current during active periods.
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