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ABSTRACT 

Infrared and Fluorescent Thermal Imaging and Thermal Transport Characterization of 

Engineering Devices and Systems 

 

Swapnil Suryakant Salvi, Ph.D. 

The University of Texas at Arlington, 2022 

Supervising Professor: Dr. Ankur Jain 

Infrared (IR) thermal imaging is widely used for non-contact temperature measurement in 

engineering. IR camera detects thermal emissions from the target surface in a certain wavelength 

range, which, using the known surface emissivity, can be converted to a pixel-by-pixel temperature 

map. Fluorescence imaging also works along similar lines.  

This Ph.D. dissertation contributes towards thermal imaging and thermal transport 

characterization in engineering devices/systems using infrared and fluorescence imaging. In the 

first two parts of this work, infrared thermal imaging is used for measuring thermal conductivity 

of thin wires and for spotting unusual activities in a three-dimensional integrated circuit (3D IC). 

In the third part, a fluorescence imaging technique is developed for non-contact temperature 

measurement of a Li-ion cell with the help of a standard camera (mobile or DSLR).  

Measuring and understanding thermal conductivity is key for thermal characterization of 

materials and for maximizing performance and thermal safety of engineering devices and systems. 

This study presents a comparative method for measuring thermal conductivity of a thin wire. The 

method is based on infrared thermography of the wire of interest suspended from a high 

temperature base. Through comparison of thermal response of the wire with that of a standard wire 

of known properties, thermal conductivity is measured for several wires in a broad range of thermal 
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conductivity. Measurements are reported for both low thermal conductivity polymer wires and 

high thermal conductivity metal wires.  

In the second part, infrared thermal imaging along with image analysis algorithms have 

been used for hardware trojan detection in microprocessors. Modern microprocessors are highly 

susceptible to hardware and software Trojans. Such Trojan activities may slow down the 

microprocessor, or in a worse case, leak confidential data and incapacitate microprocessor 

functionality. In principle, abnormal circuit activity due to Trojan operation is expected to cause 

distortion in the temperature field of the IC due to Joule heating. This study carries out 

measurement of temperature field of the transistor plane of a two-die three-dimensional integrated 

circuit (3D IC) thermal test chip through backside infrared imaging. Four distinct image processing 

algorithms are evaluated and compared in terms of speed, accuracy and occurrence of false 

positives and negatives.  

Finally in the third part, analysis for accelerated aging has been carried out for a 21700-

battery module using immersed cooling for heat dissipation. Results with immersed cooling are 

compared with the baseline case of cooling with just stagnant air. Multiple hypotheses are checked 

in order to find the reasons behind deteriorated performance in terms of life of the battery. These 

hypotheses are analyzed using theoretical modeling as well as experimental measurements. 

Electrochemical impedance spectroscopy (EIS) is carried out to check the possibility of lithium 

plating, one of the possible reasons for accelerated aging of specified batteries. 
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Chapter 1 

1-1. Introduction 

Infrared (IR) thermal imaging is widely used for temperature measurement in the 

engineering fields. IR camera detects the thermal emissions from the target surface, converts it 

into an electronic signal, which further will be processed to produce an image consisting of 

individual temperature values for each pixel. Though the emissivity of target surface must be 

known for accurate measurements. In the first two projects, the use of infrared thermal imaging is 

done for measuring thermal conductivity of thin wires and for spotting unusual activities in a three-

dimensional integrated circuit (3D IC). In the third and ongoing project, fluorescence is used to 

measure the temperature of a li-ion cell with the help of a standard camera (mobile or DSLR). In 

both the thermal imaging techniques there are multiple benefits like non-contact and non-

destructive nature of measurements. Another recently completed project is an industrial 

collaborative research work, focused on the effects of li-ion battery operational parameters on cell 

aging and performance.  

Measuring and understanding thermal conductivity is key for thermal characterization of 

materials and for maximizing performance and thermal safety of engineering devices and systems. 

Samples around a few mm size are typically too large for microscale methods but may be too small 

for the standard macroscale methods. Measurement of thermal conductivity of thin wires is critical 

for multiple engineering applications that involve heat transfer in thin wires. This study presents a 

comparative method for measuring thermal conductivity of a thin wire. The method is based on 

infrared thermography of the wire of interest suspended from a high temperature base. Through 

comparison of thermal response of the wire with that of a standard wire of known properties, 
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thermal conductivity is measured for several wires in a broad range of thermal conductivity. 

Measurements are reported for both low thermal conductivity polymer wires and high thermal 

conductivity metal wires. Results are found to be in good agreement with expected values of 

thermal conductivity. Results presented in this work contribute towards addressing an important 

thermal metrology need and may help improve thermal design of a broad range of engineering 

applications that utilize thin wires. 

In the next project, infrared thermal imaging along with image analysis algorithms have 

been used for a hardware trojan detection in microprocessors. Modern microprocessors are highly 

susceptible to hardware and software Trojans. Such Trojan activities may slow down the 

microprocessor, or in a worse case, leak confidential data and incapacitate microprocessor 

functionality. As a result, the detection and disablement of Trojans – both hardware and software 

– is recognized to be a critical security need for semiconductor chips, particularly for sensitive 

applications, such as defense, banking, etc. In principle, abnormal circuit activity due to Trojan 

operation is expected to cause distortion in the temperature field of the IC due to Joule heating. 

This study carries out measurement of temperature field of the transistor plane of a semiconductor 

device through backside infrared imaging. Chip temperature is one such parameter that is closely 

related to the degree of Trojan activity. This paper carries out backside infrared imaging of a two-

die three-dimensional integrated circuit (3D IC) thermal test chip to detect unusual thermal 

activities on the chip. Four distinct image processing algorithms are evaluated and compared in 

terms of speed, accuracy and occurrence of false positives and negatives. This work may help 

develop thermal imaging as a means for real-time Trojan detection and enhancement of security 

of modern semiconductor chips, including 3D IC. 
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Additionally, one of the recently completed projects focuses on the effects of immersed 

cooling for a 21700 li-ion battery module on accelerated cell aging observed experimentally. 

Overheating of Li-ion cells and battery packs is an ongoing technological challenge for 

electrochemical energy conversion and storage in multiple engineering systems, including electric 

vehicles. Immersion cooling is a promising thermal management technique to address these 

challenges. This work presents experimental and theoretical analysis of thermal and 

electrochemical impact of immersion cooling of a small module of Li-ion cells. Measurements of 

surface and core temperature rise in the presence of immersion cooling are reported. Significant 

reduction in temperature rise compared to the baseline case is observed. However, immersion 

cooling is also found to result in a small but non-negligible increase in capacity fade of the cells. 

A number of hypotheses are formed and systematically tested through comparison of experimental 

measurements with theoretical modeling and simulations. It is found that the theoretical models 

developed for predicting the surface as well as core temperatures for a li-ion module under 

immersion cooling matches well with the experimental results. Whereas EIS measurement 

confirms the cell ageing and SEI growth, it also enlightens the likelihood of lithium plating which 

increases the probability of being an indirect reason for ageing. The results presented in this work 

quantify both thermal and electrochemical impact of an important thermal management technique 

for Li-ion cells. These results may find direct application in the design and optimization of 

electrochemical energy conversion and storage systems. 

 
 



4 
 

 

 

 

 

Chapter 2 

Measurement of thermal conductivity of millimeter-sized wires 

using the fin effect 

Published as:  Salvi, S. S., Jain, A., "Measurement of thermal conductivity of millimeter-sized 

wires using the fin effect", Applied Thermal Engineering, 178, pp. 115482:1-9, 2020. 

 

 

 

 

 

 

 

 

 

 

 



5 
 

2-1. Introduction 

Measuring and understanding the nature of thermal conductivity is important for thermal 

characterization of materials and for maximizing performance and thermal safety of a variety of 

engineering devices and systems. As defined by Fourier law, thermal conductivity is a key 

thermophysical property that relates heat flux with temperature rise. While in general, thermal 

conductivity is anisotropic and a function of temperature, it is often treated, within engineering 

approximation to be isotropic and independent of temperature. 

A number of experimental techniques exist for measurement of thermal conductivity. In 

general, these methods rely on measurement of the thermal response of the sample of interest to 

an imposed heat flux or temperature gradient [1–3]. The experimentally measured thermal 

response is usually compared with an analytical heat transfer model to determine thermal 

conductivity. For example, in a commonly used measurement method [2], the material of interest 

is sandwiched between two plates maintained at two different temperatures, and the measured heat 

flux is compared with the Fourier law to determine thermal conductivity. Measurements are often 

carried out on two samples of different thicknesses to account for sample-to-instrument thermal 

contact resistance [4]. A sample of well-known thermal conductivity is also often inserted in series 

in order to accurately measure heat flux. A guard heater [5] is often used to minimize stray heat 

losses. Transient measurements [1,6] are also often used to measure thermal conductivity. For 

example, the transient plane source method [3] utilizes a thin film metal heater/sensor sandwiched 

between two large, identical samples. The measured temperature as a function of time is compared 

with an analytical model for heat transfer into infinite media to determine thermal conductivity. In 

the laser flash method [7], an energy pulse is deposited on one face of a sample and temperature 

rise on the other face is measured using an infrared sensor. Comparison with a well-known 
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analytical model results in determination of thermal diffusivity. Comparison of thermal response 

of the sample with that of a material of well-known properties is used to determine heat capacity, 

so that thermal conductivity can then be calculated. Each of these methods offers certain 

advantages and disadvantages. For example, the laser flash method is non-contact and does not 

involve thermal contact resistance [8]. However, this method requires extensive sample 

preparation. On the other hand, the transient plane source requires samples of a certain minimum 

size depending on the expected thermal diffusivity and measurement capability [9,10]. 

In addition to the macroscale thermal property measurement techniques summarized 

above, a number of techniques developed specifically for microscale material samples are also 

available. In general, most of these methods may be classified into electrical-based [11,12] and 

optical-based methods [13–15]. In the first category, Joule heating in the form of direct [12,16] or 

alternating current [11,17] is imposed and the ensuing thermal response is used to determine 

thermal conductivity. The three-omega method [18] is an example, which has been extensively 

used for a variety of applications [18]. In optical methods, heating is provided using an optical 

signal, and temperature is also usually measured optically in a pump-and-probe configuration. 

Thermoreflectance based methods [19–21] are another good example of optical-based methods. 

Such methods have been extensively used for characterization of thermal properties of micro- and 

nano-scale materials [22], as well as for more macroscale materials [23,24]. 

Unfortunately, most measurement techniques outlined above are not appropriate for thin 

wires. For example, while imposing and measuring a steady-state heat flux through a flat sample 

of large cross-section is easily implemented in measurement methods, doing so on a wire is 

challenging due to difficulties in precisely measuring heat flux through the thin wire, as well as 
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heat loss from the wire perimeter. Several engineering applications such as electrical wires, 

filaments for additive manufacturing, solder wires, welding electrodes, etc. involve heat transfer 

in wires, and therefore, understanding thermal conductivity of wires for these applications is 

critical. For example, in polymer-based additive manufacturing, understanding thermal conduction 

in the filament is critical for ensuring good filament-to-filament adhesion [25,26]. As another 

example, the reliability and lifetime of a non-consumable welding electrode depends critically on 

its heat dissipation capabilities in the controlled atmosphere [27,28]. Finally, heat transfer in solder 

wires is also important for ensuring good process quality [29,30], and therefore, understanding 

thermal conductivity of the solder wires is important. While the thermal conductivity of molten 

solder material has been reported [31], similar data are not available for solid solder wire. 

Despite the importance of understanding and characterizing heat transfer in applications 

discussed above, there is a lack of systematic measurement methods for thin wires. A recent paper 

presented a fin-based method to compare thermal conduction in two strands of hair and correlate 

with moisture content and hair type [32]. However, this work did not report absolute values of the 

thermal conductivities of the hair being investigated. 

This project presents an experimental technique to measure the thermal conductivity of 

thin wires using infrared thermography-based measurement of temperature distribution along the 

wires when suspended from a high temperature block. The method is based on comparison of 

thermal response of the test wire with that of a standard wire of known thermal conductivity in the 

same surrounding environment. Wires of materials of a broad range of thermal conductivity are 

characterized. Good accuracy is reported for both low and high thermal conductivity wires. As an 

application of this measurement technique, thermal conductivity values of different solders are 
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measured and reported. The fundamental theory behind this method utilizes the fin effect, which 

is quite standard, however, measurement of thermal conductivity of wires based on this approach 

has not been reported in the past. 

Theoretical modeling of the measurement method is discussed in section 2. Experimental 

setup and experimental procedure is presented in Section 3. Results are presented and discussed in 

section 4. 

2-2. Theoretical Treatment 

Consider a long cylindrical wire of length l and diameter D, for which, measurement of 

axial thermal conductivity k is of interest.  k is assumed to be constant and isotropic. As shown in 

Figure 1(b), consider the wire to be attached at one end to a large body maintained at a constant 

temperature Tb. The wire loses heat from its periphery to the ambient temperature Ta due to 

convection. The wire is assumed to be long enough, so that the infinite fin assumption is 

appropriate for analytical modeling. The validity of this assumption for the wires used in this work 

is discussed in Section 4.5. Aspect ratio of the wire is assumed to be very large, so that thermal 

conduction in the wire is one-dimensional. Further, the radial Biot number is calculated to be 0.04 

or less for the experimental conditions, due to which, thermal gradient in the radial direction is 

expected to be negligible. Temperature rise during the experiment is assumed to be small enough, 

such that radiative heat transfer can be modeled using a linearized radiative heat transfer 

coefficient. Under these conditions, steady state temperature distribution in the wire is governed 

by the well-known fin equation [33]  
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 𝑑𝑑2𝜃𝜃
𝑑𝑑𝑥𝑥2

−
ℎ𝑃𝑃
𝑘𝑘𝐴𝐴𝐶𝐶

𝜃𝜃 = 0 
(1) 

Where, 𝜃𝜃 = 𝑇𝑇(𝑥𝑥) − 𝑇𝑇𝑎𝑎 is the temperature rise above ambient. Further, 𝑃𝑃 = 𝜋𝜋𝜋𝜋 and 𝐴𝐴𝐶𝐶 =

𝜋𝜋𝐷𝐷2

4
 are the perimeter and cross-section area, respectively. h is the effective heat transfer coefficient 

that accounts for both convection and radiation and is assumed to be independent of temperature. 

Boundary conditions associated with equation (1) are 

 𝜃𝜃(𝑥𝑥 = 0) = 𝜃𝜃𝑏𝑏 (2) 

 𝜃𝜃 → 0  𝑎𝑎𝑎𝑎  𝑥𝑥 → ∞ (3) 

Temperature distribution in the fin can be easily derived to be [33] 

 𝜃𝜃
𝜃𝜃𝑏𝑏

= 𝑒𝑒−𝑚𝑚𝑚𝑚 (4) 

where 𝑚𝑚2 = ℎ𝑃𝑃
𝑘𝑘𝐴𝐴𝑐𝑐

 . 

 
Figure 1: (a) Picture of the experimental setup showing the infrared camera, graphite-coated standard and 

test wires and a hot Aluminum block, (b) Schematic of the experimental setup. 
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Equation (4) shows that the parameter m can be determined from the slope of the plot of 

log (𝜃𝜃/𝜃𝜃𝑏𝑏) versus x. Further, provided the wire geometry and convective heat transfer coefficient 

h are known, the unknown thermal conductivity of the wire can be determined. However, while 

the wire geometry is usually known in advance, convective heat transfer around the wire is, in 

general, very difficult to measure, and therefore, a definitive value of h is not known. 

In order to determine thermal conductivity without explicitly knowing the convective heat 

transfer coefficient, a comparative analysis is considered, wherein two wires – a test wire T of 

unknown thermal conductivity kT and standard wire S of known thermal conductivity kS – are 

considered. Both wires are subjected to the same ambient conditions, such as shown in Figures 

1(a) and 1(b), so that the ratio of the slopes of log (𝜃𝜃/𝜃𝜃𝑏𝑏) versus x plots for the two wires is given 

by 

 𝑚𝑚𝑆𝑆

𝑚𝑚𝑇𝑇
= �

𝑘𝑘𝑇𝑇𝐷𝐷𝑇𝑇
𝑘𝑘𝑆𝑆𝐷𝐷𝑆𝑆

 
(5) 

Equation (5) assumes the same convective heat transfer coefficient for both wires, which 

is reasonable if the two wires are of similar diameter and are measured simultaneously in the same 

ambient conditions. Equation (5) can be simplified to 

 
𝑘𝑘𝑇𝑇 = 𝑘𝑘𝑆𝑆

𝑚𝑚𝑆𝑆
2𝐷𝐷𝑆𝑆

𝑚𝑚𝑇𝑇
2𝐷𝐷𝑇𝑇

 
(6) 

Equation (6) shows that the unknown thermal conductivity of the test wire, kT, can be 

determined from the known thermal conductivity of the standard wire, kS, based on the ratio of 

wire diameters, as well as the ratios of the m2 values determined from experimental measurement 

of temperature distributions along the wires. Such a measurement will require a method such as 

infrared thermography to determine the entire temperature distribution along the wire in a non-
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contact manner. Note that while equation (6) indicates that the test and standard wires may be 

chosen to have different diameters, significantly different diameters may result in different 

convective heat transfer coefficient, since convective heat transfer from a heated wire in general 

depends on the wire diameter [33–35] in both forced and natural convection conditions.  

Even though the theory outlined above is based on the well-known fin effect [34], the 

authors are unaware of the use of these results for measurement of thermal conductivity of wires, 

as described above. 

The next section discusses experimental design and setup for thermal conductivity 

measurement. 

2-3. Experiments 

Based on the theoretical method described in Section 2, experiments are carried out to 

measure the thermal conductivity of thin wires in a broad range of thermal conductivity values. 

2.3.1. Experimental setup 

As shown in Figure 1(a), the test wire with unknown thermal conductivity and a standard 

wire with known thermal conductivity are both suspended from a 25 mm by 25 mm by 25 mm 

Aluminum block using a metallic wire holding fixture that is designed to position the wires 

horizontally. The two wires are mounted close to each other, so that both experience the same 

ambient conditions, but not too close so that there is no thermal cross-talk. Through trial 

experiments, it is found that a wire-to-wire gap of 3.0 mm results in no thermal interactions 

between the two wires, whereas lower gaps are found to result in undesirable heat transfer between 

wires. Therefore, all experiments in this project are carried out with a wire-to-wire gap of 3.0 mm. 
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The theoretical model in section 2 assumes that radiation can be accounted for with a linear 

radiative heat transfer coefficient, and that temperature-dependence of the convective heat transfer 

coefficient is negligible. The temperature rise in experiments is limited to 20 °C in order to ensure 

that the validity of these assumptions.  

The positioning of wires relative to the infrared camera lens can be altered using a dial 

operated sliding table arrangement. The Aluminum block is placed on an Instec HCS662V thermal 

stage that can be maintained at a constant temperature. Thermal interface material is applied 

between the Aluminum block and Instec stage, as well as between the block and wires to minimize 

interfacial temperature drop. Temperature distribution along the wires is measured using an FLIR 

A6703sc InSb infrared camera with a spatial resolution of around 15 µm and Noise Equivalent 

Temperature Difference of around 20 mK. Both wires are thermally imaged simultaneously. In 

each case, the wire length is chosen in order to satisfy the long wire assumption of the theoretical 

model. Depending on the wire length, this may result in measurement of only a portion of the long 

wire at a time instead of the entire wire. Additional length of the wire can be measured by moving 

the positioning stage that results in linear shift of the wire with respect to the infrared camera. Both 

wires are coated with a thin graphite spray in order to ensure uniform surface emissivity. Since the 

graphite spray is only a very thin film, it is not expected to significantly change thermal properties 

of the wire. Similar to past experiments [36,37], calibration of the infrared camera is carried out in 

advance. Infrared emission from a surface coated with the graphite spray is measured at a number 

of known temperatures, and the emissivity is chosen to be the value that results in closest 

agreement between the known temperatures and those determined from the measured infrared 

emission.    
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Figure 1(a) presents a picture of the experimental setup. Figure 1(b) depicts a schematic of 

the experimental setup, including dimensions and coordinate systems for the theoretical model.  

2.3.2. Experimental procedure 

Several experiments are carried out on high k metal and low k polymer wires using suitable 

standard wires of known thermal conductivity. In each case, the wires are chosen to be around 60 

mm and 300 mm long for polymers and metals, respectively. Infrared thermography of the entire 

wire is carried out to ensure that the infinite fin assumption is valid. This is discussed in more 

detail in Section 4.5. Since temperature distribution in the wire decays exponentially, temperature 

rise in the wire closer to the tip can be small and noisy, which can distort the thermal conductivity 

measurement. Accordingly, temperature measurement close to the tip is not considered for 

determining thermal conductivity. The length of the wire to be considered for thermal conductivity 

measurements is determined by plotting log(θ/θb) as a function of x and determining the length 

beyond which the plot is not linear due to low and noisy temperature measurement.   

In each experiment, the standard wire is chosen to be such that the test and standard thermal 

conductivities are in the same order of magnitude. This ensures that the slopes of temperature 

distributions are close to each other and eliminates error inherent in measuring relatively large or 

small slopes. 

In each experiment, the Instec heating stage temperature is set to a specific value and 

allowed to reach steady state. The set temperature is chosen to be 35 oC and 45 oC for polymer and 

metal wires, respectively. The higher temperature for metallic wires is needed for reasonable 

signal-to-noise ratio, given the relatively high thermal conductivity of metals. Once thermal steady 

state is reached, temperature distribution along each wire is measured using the infrared camera. 
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Both wires are designed to be long enough so that temperature at the tip of the wires is close to 

ambient temperature. Forced air flow from an external fan is utilized in some experiments, 

particularly for metal wires, in which case the increased convective heat transfer coefficient due 

to forced air flow helps achieve the long fin assumption.  

2.3.3. Reference thermal conductivity measurements 

Two independent thermal conductivity measurement techniques are used for determining 

thermal conductivity of standard samples and validation of thermal conductivity measured using 

the proposed method. The laser flash method involves deposition of a pulse of energy on one face 

of a thin cylindrical sample while temperature rise on the other face is measured using an infrared 

detector. An analytical model for heat transfer in the sample [7] shows that temperature rise on the 

back side of the sample is given by 

 
𝑇𝑇(𝑡𝑡) = 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 ∙ �1 + 2�(−1)𝑛𝑛exp �−

𝑛𝑛2𝜋𝜋2𝛼𝛼𝛼𝛼
𝐿𝐿2

�
∞

𝑛𝑛=1

� 
(7) 

 Where L and α are the sample thickness and thermal diffusivity, respectively. Comparison 

of experimental data with equation (7) results in determination of thermal diffusivity of the sample. 

Corrections to account for finite width of the heating pulse are taken into account. Further, 

comparative measurement of the peak temperature rise between the sample and a standard material 

is used to determine heat capacity. These measurements together help determine thermal 

conductivity of the sample. These measurements are carried out on a Netzsch LFA467 instrument. 

Since this method requires samples of relatively large diameter, the measurements are carried out 

on samples made of the same material as the wires of interest. Both wires are purchased from the 
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same manufacturer. This ensures that thermal conductivity of the sample being tested is the same 

as that of the wire of interest. 

A one-dimensional, steady state heat flux method is also used in some cases to 

independently determine thermal conductivity of the wire materials being investigated in this 

work. This method, implemented in a TA Instruments Fox50 instrument, sandwiches a thin sample 

of the material of interest between two plates maintained at different temperatures. Measurement 

of the resulting heat flux through the material at steady state helps determine total thermal 

resistance. The effect of thermal contact resistances between the material and hot/cold plates is 

accounted for by two independent measurements of samples of different thicknesses. Similar to 

the laser flash method, these measurements are carried out on larger samples made of the material 

of interest purchased from the same manufacturer. 

 
Figure 2 – (a) Raw steady-state infrared thermograph of two wires, carbon steel and nickel alloy steel,  of 

diameters 3.16 mm and 3.18 mm respectively, (b) Steady-state temperature distribution along both wires. 
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2-4. Results and discussion 

2.4.1. Temperature data and comparative determination of kT 

Figure 2(a) presents a raw thermal image at steady state showing simultaneous 

measurement on two wires – carbon steel (high strength 1045) and nickel alloy steel (thermally 

stable Invar 36). The wires are arranged parallel to each other with around 3.0 mm gap, and the 

wire base temperature is maintained at 45 °C. A clear temperature gradient down the wires can be 

observed for both materials. Temperature gradient normal to the wires is very small, indicating 

negligible wire-to-wire heat transfer. Figure 2(b) plots steady state temperature distribution along 

both wires, showing distinct, non-linear temperature gradient in each case, as expected from fin 

theory.  

Further, Figure 3 plots temperature distribution on a semilog scale at a number of times 

prior to steady state for a 3.16 mm diameter stainless steel wire. These data show rapid changes in 

temperature distribution at early times as thermal diffusion from the base into the wire occurs. As 

time passes, a robust steady state distribution is established, with no significant temperature change 

beyond around 60 s. The steady-state temperature distribution is found to be linear on the semilog 

plot, as expected from equation (4). The slope of this curve may be used in accordance with 

equations (5) and (6) to determine unknown thermal conductivity of a test wire based on known 

thermal conductivity of a standard wire subjected to the same conditions. 
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Figure 3: Temperature distribution at multiple 

times along a stainless steel wire showing 

establishment of a thermal steady state in 

approximately 60 s. 

Figure 4: Measured temperature distributions in 

polypropylene and acetal wires of diameters 3.04 

mm and 3.20 mm respectively. Data are plotted 

on a semilog scale, and linear curve fits are 

shown. 

Note that linearity of the semilog plot shown in Figure 3 indicates the validity of the 

assumption that the heat transfer coefficient around the wire is independent of temperature. If there 

was significant temperature-dependence, equation (4) would not have been the correct temperature 

solution, and experimental data would not have resulted in a linear semilog plot of the temperature 

distribution. For further investigation of this, the wire temperature has been determined based on 

finite-element simulation as well as numerical solution of the governing energy equation assuming 

temperature-dependent convective heat transfer coefficient, and in each case, the results are found 

to be very close to those based on a constant value of the heat transfer coefficient. 

Comparative experiments to determine thermal conductivity of a wire are summarized in 

Figures 4 and 5 for low thermal conductivity polymer wires and high thermal conductivity metal 

wires, respectively. Figure 4 plots log(θ/ θb) vs x for two polymer wires – polypropylene and acetal 

– of around 3.0 mm diameters with base temperature of 35 °C. Plots for both wires shown in Figure 

4 are linear, with R2 value of greater than 0.97 in both cases. The slopes of both plots result in m = 
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94.76 m-1 and 79.31 m-1, respectively. Thermal conductivity of polypropylene, separately measured 

to be 0.20±0.01 W/mK using a one-dimensional heat flux method described in Section 3, is treated 

to be a known, standard value. Based on equation (6), thermal conductivity of acetal is then 

determined to be 0.27±0.01 W/mK, which is within 3.6% of the independently measured value of 

0.28±0.02 W/mK using the one-dimensional heat flux method. This demonstrates the capability of 

the measurement method to determine unknown thermal conductivity of a polymer wire based on 

known thermal conductivity of another wire. 

In order to improve measurement accuracy, thermal conductivities of the standard and test 

wires must be of the same order of magnitude. Therefore, for thermal measurements on metal 

wires, the standard wire must have similarly high thermal conductivity. This is investigated in 

Figure 5 that presents experimental data for Aluminum (6061) and Copper (110) wires of around 

3.0 mm diameter with a base temperature of 45 oC. Unlike polymer wires, experiments for metal 

wires are carried out in the presence of forced convective cooling due to air flow at around 7.8 m/s 

from a fan. This is needed for metal wires in order to ensure a reasonable rate of decay of 

temperature along the wire and higher signal-to-noise ratio. Similar to polymer wires, linear 

temperature decay on the semilog plot is observed for metal wires, which is consistent with 

equation (4). The R2 values are greater than 0.99 for both copper and aluminum wires. In this case, 

aluminum is treated as the standard wire. Thermal conductivity of a 25.4 mm diameter and 2.67 

mm thickness sample machined from the same material as the wire is determined in advance using 

the laser flash method to be 182.7±9.1 W/mK. Based on this, thermal conductivity of the copper 

wire is determined using equation (6) to be 401.5±26.5 W/mK. This compares well with an 

independent laser flash measurement of 403.2±20.2 W/mK as well as the manufacturer-specified 

value of 390.9 W/mK.  
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Figures 4 and 5 together demonstrate the capability of the method described in Sections 2 

and 3 to accurately measure thermal conductivity over a wide range of values, covering both low 

thermal conductivity materials such as polymers and high thermal conductivity materials such as 

metals.  

A series of additional measurements are also carried out for both polymers and metals, 

using different materials as standard. These data are summarized in Tables 1 and 2 for metal and 

polymer materials, respectively. Very good agreement with independently measured or 

manufacturer-provided values for thermal conductivity are observed in each case, thereby 

demonstrating the versatility of the measurement method. Note that Aluminum is used as standard 

for relatively high thermal conductivity metals, while Carbon Steel is used as standard for 

relatively low thermal conductivity metals. Thermal conductivity of both Aluminum and Carbon 

Steel are measured independently using laser flash method. 

  

Figure 5: Measured temperature distributions in 

aluminum and copper wires of diameters 3.19 mm 

and 3.15 mm respectively. Data are plotted on a 

semilog scale, and linear curve fits are shown. 

Figure 6: Comparison of temperature 

distributions of two Brass wires of significantly 

different diameters (3.18 mm and 4.74 mm), 

showing consistency with theoretical model. 
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2.4.2. Measurements on wires of different diameters 

As shown in equation (4), wire size plays a key role in determining the value of m, and 

hence in the measurement of thermal conductivity. Figure 6 plots log(θ/ θb) vs x for two wires of 

the same material –  Brass (360) – but different diameters. As expected, the rate of temperature 

drop is greater for the thinner wire due to larger value of m for smaller diameter wires. Equation 

(5) shows that for wires of different diameters but the same material and ambient conditions, the 

non-dimensional product D×m2 must be constant. This product is found to be 6.13 and 5.95 for 

the 3.18 mm and 4.74 mm wires, respectively. These values are within 2.9% of each other, 

indicating that the nature of heat transfer during these experiments is consistent with the theoretical 

model presented in Section 2. Note that the convective heat transfer coefficient h for two wires of 

different diameters may be somewhat different even when subjected to the same ambient 

conditions. This is because convective heat transfer from a heated wire is, in general, a function of 

the wire diameter. In the case of forced convection, as the wire diameter increases, convective heat 

transfer coefficient decreases [35], and therefore, m reduces. Similarly, natural convection heat 

transfer coefficient also depends on the wire diameter. Based on well-known correlations for 

convective heat transfer from cylinders [33–35], it is found that for natural convection, this is not 

a significant effect around 2-6 mm diameter wires in air. On the other hand, for forced convection, 

this is not a significant effect for wires greater than around 2 mm diameter in air. Therefore, within 

these ranges, choosing different diameters for the test and standard samples may be acceptable, 

whereas outside these ranges, it may be important to closely match the diameters of the test and 

standard wires. 
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Table 1: Summary of measurements on a variety of metal wires using aluminum and carbon steel wires as 

standard. 

Standard Wire Test Wire 

Material Diameter, 
mm 

Thermal 
Conductivity, 

W/mK 
Material Diameter, 

mm 

Thermal Conductivity, W/mK 

Measurement Manufacturer-
provided value % Deviation 

Aluminum 3.19 182.7±9.1 
(Laser Flash) 

Copper 3.15 401.5±26.5 390.9 +2.7 

Carbon Steel 3.16 49.1±3.03 50.4 -2.7 

Brass 3.18 110.3±6.9 115.0 -4.1 

Carbon 
Steel 3.16 45.8±2.3 

(Laser Flash) 

Alloy Steel 3.16 43.0±2.6 43.2 -0.5 

Stainless Steel 3.16 14.1±0.9 14.4 -2.5 

Nickel Alloy 3.18 11.0±0.7 10.1 +8.3 

 

Table 2: Summary of measurements on a variety of polymer wires using polypropylene and PVC wires as 

standard. 

Standard Wire Test Wire 

Material Diameter, 
mm 

Thermal 
Conductivity, 

W/mK 
Material Diameter, 

mm 

Thermal Conductivity, W/mK 

Measurement Independently 
measured value % Deviation 

Polypropylene 3.04 
0.20±0.01                       
(Heat flux 
method) 

Acetal 3.20 0.27±0.02 0.28 -3.6 

PVC 3.05 
0.14±0.01                       
(Heat flux 
method) 

ABS 3.02 0.14±0.01 0.13 +3.3 

PTFE 3.24 0.16±0.01 0.17 -2.6 

 

Figure 7 presents data for an even more general case where the two wires have different 

diameters and are of different materials. Specifically, carbon steel and stainless steel wires of 

diameters 3.16 mm and 4.77 mm respectively are used, treating carbon steel as the standard wire 

with a known thermal conductivity of 45.8±2.3 W/mK based on aluminum wire as reference. As 
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shown in Figure 7, linear semilog plots are obtained in this case, similar to prior experiments. 

Based on the m values determined from the temperature measurement and taking into account the 

unequal diameters of the wires, thermal conductivity of the stainless steel is found to be 14.1±0.9 

W/mK, which is within 2.5% of the manufacturer-provided thermal conductivity of 14.4 W/mK. 

  

Figure 7: Comparison of temperature distributions 

of two wires of different materials and diameters 

(Carbon Steel, 3.16 mm and Stainless Steel, 4.77 

mm) 

Figure 8: Measured temperature distributions for 

the same copper wire of 3.15 mm diameter in 

three different convective cooling conditions. 

2.4.3. Impact of experimental conditions on measurement accuracy 

Figure 8 examines the effect of external air flow on the measurements. Measured 

temperature distributions for the same 3.15 mm diameter copper wire subjected to three different 

convective cooling conditions are presented. These include natural convection and forced 

convection at two different fan speeds. As expected, there is greater rate of temperature reduction 

with increased air flow. In each case, the temperature distribution is found to be linear on the 

semilog plot, consistent with equation (4). The values of h for these three cases obtained by data 

fitting and based on the known thermal conductivity of the copper wire are found to be 14, 135 
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and 209 W/m2K, respectively, which, as expected increase with fan speed. While it is not claimed 

that the heat transfer coefficient can be measured in this manner, these data demonstrate 

consistency between experimental measurements and the theoretical model discussed in Section 

2. 

The effect of base temperature on the measurements is examined next. Theoretically, the 

base temperature is not expected to influence measurements, since it does not impact the slope m 

of the log(θ/θb) vs x plot. However, a low base temperature results in low overall temperature rise 

in the wire, leading to greater noise relative to the higher wire temperature rise. In order to examine 

this effect, temperature distribution for a 3.15 mm diameter copper wire is plotted for three 

different base temperatures in Figure 9, keeping convective cooling conditions the same. It is 

observed that greater base temperature results in significant reduction in noise. The higher the base 

temperature, the greater is the R2 value of the linear fit, and thus the greater is the accuracy in 

thermal conductivity measurement. However, the base temperature should not be so large that 

secondary effects such as radiative heat transfer and natural convective motion due to the hot base 

become important. This is an important consideration since natural convection close to the base 

may result in axially varying convective heat transfer coefficient, which is not captured by the 

analytical model presented here. Further, for measurements of thermal conductivity as a function 

of temperature, the temperature range in each measurement must be designed to be as low as 

possible, while still ensuring reasonable signal-to-noise ratio. Such trade-offs are important to 

consider for effective design of a thermal conductivity measurement experiment based on the 

technique discussed in this project. 
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2.4.4. Measurement of thermal conductivity of solder wires 

Finally, in order to demonstrate the application of this technique, thermal conductivities of 

a variety of solder wires are measured. 3.16 mm diameter carbon steel wire is used as the standard 

wire for each solder wire measurement. Table 3 summarizes the measurement results for machine 

solder, solder for drinking water, torch solder and rosin flux core solders. Note that both torch 

solder and rosin flux core solders have the same outer diameter and composition of 60% Lead and 

40% Tin. However, the rosin flux core solder has an inner core of flux material, with the solder 

material forming an annular ring. The measured thermal conductivities of 40.6±2.6 W/mK and 

31.3±2.0 W/mK are consistent with the material composition, as the presence of low thermal 

conductivity flux material is expected to result in lower thermal conductivity of the rosin flux core 

solder wire. The thermal distinction between the two wires is also clear from the comparative 

thermal measurement shown in Figure 10.  

  

Figure 9: Measured temperature distribution for 

the same copper wire of 3.15 mm diameter with 

three different base temperatures. This plot shows 

Figure 10: Measured temperature distributions in 

rosin flux core solder and torch solder wires of 

diameters 1.6 mm each. Data are plotted on a 

semilog scale, and linear curve fits are shown. 
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the impact of base temperature on noise in the 

measured data. 

2.4.5. Validity of infinite fin assumption 

A key assumption made in the theoretical model presented in Section 2 is that the wire is 

infinitely long. This assumption facilitates derivation of the temperature distribution, equation (4), 

without needing to know the thermal state of the fin tip. In order to verify the appropriateness of 

the infinite fin assumption for wires investigated in this work, temperature distribution for the 

entire length of two representative wires – one polymer and the other metal – are plotted in Figure 

11. These data clearly show that for both wires, temperature reduces to the ambient temperature 

within the wire length, thus showing that the infinite fin assumption is applicable. Note that even 

though the choice of the overall wire length is dictated by the infinite fin assumption, measurement 

of thermal conductivity is based on temperature rise in only a shorter section of the wire, typically 

the first three quarter-lengths of the wire, where the temperature rise is reasonably large. Beyond 

this length, temperature rise is found to be small/noisy, and is, therefore, neglected for determining 

thermal conductivity.    

 
Figure 11: Temperature distributions in the entire length of polypropylene and nickel alloy steel wires for 

the validation of infinite fin assumption. 
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2.4.6. Uncertainty analysis 

Error propagation analysis is carried out in order to estimate the uncertainty in thermal 

conductivity measurements reported here. Differentiating equation (6) results in 

 𝜕𝜕𝑘𝑘𝑇𝑇
𝑘𝑘𝑇𝑇

=
𝜕𝜕𝑘𝑘𝑆𝑆
𝑘𝑘𝑆𝑆

+
𝜕𝜕𝐷𝐷𝑆𝑆
𝐷𝐷𝑆𝑆

+
𝜕𝜕𝐷𝐷𝑇𝑇
𝐷𝐷𝑇𝑇

+ 2
𝜕𝜕𝑚𝑚𝑆𝑆

𝑚𝑚𝑆𝑆
+ 2

𝜕𝜕𝑚𝑚𝑇𝑇

𝑚𝑚𝑇𝑇
 

(8) 

The relative error in measurement of the thermal conductivity of standard wire material, 

based on laser flash technique and one-dimensional steady state heat flux methods described in 

section 3.3, is estimated to be 5% and 4% respectively, based on manufacturer specifications. 

Uncertainty in measurement of wire diameter is estimated based on the least count of 0.01 mm of 

the Vernier caliper used. Finally, uncertainties in the slopes mS and mT may occur due to error in 

infrared temperature measurement. A linear regression analysis of the measured temperature 

distribution along the wire, accounting for the manufacturer-specified maximum error in infrared 

temperature measurement, is carried out. This is found to be result in an uncertainty of less than 

0.25% for metals and 0.40% for polymers in each slope. Combining all of the uncertainties, the 

uncertainty in measurement of thermal conductivity of the test wire is estimated to be around 6.1% 

for the case of acetal based on polypropylene. Similar uncertainties are estimated for other 

measurements as well and are listed in Tables 1-3. 

Note that once the thermal conductivity of a wire has been measured by comparison against 

a standard wire, the wire can, in principle, then be used a standard wire to measure thermal 

conductivity of other wires as well. However, this is not recommended since this may lead to 

significant uncertainty propagation through both experiments. Thermal conductivity of the 

standard wire must always be determined through an independent measurement. Only when an 
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independently measured wire is not available for use as standard, should a previously measured 

wire be used as a standard, and even then, in doing so, one must recognize the possibility of 

increased measured uncertainty.  

Table 3: Summary of measurements on a variety of solder wires using Carbon Steel wire as reference, for 

which a thermal conductivity of 45.8 W/mK is independently measured using LFA technique. 

Material Composition Diameter, 
mm 

Measured Thermal 
Conductivity, W/mK 

Machine Solder Lead (70%),  
Tin (30%) 3.26 41.3±2.5 

Solder for Drinking Water Lead (0%), Tin (95%),  
Copper (4.8%), Silver (0.2%) 2.96 42.4±2.5 

Rosin Flux Core Solder Lead (60%),  
Tin (40%) 1.6 31.3±2.0 

Torch Solder (without Flux) Lead (60%),  
Tin (40%) 1.6 40.6±2.6 

2-5. Nomenclature 

Ac Cross-sectional area, m2 
D Diameter, m 
h Convective heat transfer coefficient, W/m2K 
k Thermal conductivity, W/mK 
L Sample thickness, m 
l Length, m 
m Slope of semilog plot of temperature distribution, m-1 
P Perimeter, m 
T Temperature, K 
t Time, s 
x Spatial co-ordinates, m 
α Thermal diffusivity, m2/s 
θ Temperature rise, K 

Subscripts 
a Ambient 
b Base 
max Maximum 
S Standard wire  
T Test wire 
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3-1. Introduction 

The security of modern microprocessors and other semiconductor chips is of critical 

importance, particularly for sensitive applications, such as defense, finance, etc. Due to the highly 

distributed nature of design, manufacturing and assembly, semiconductor chips have become 

increasingly vulnerable to hardware and software Trojans. A hardware Trojan is any unidentified 

circuit that can access, distort or disable ongoing operations anonymously [38]. The intended or 

unintended introduction of an undesired circuit element could occur, for example, at an external 

foundry or chip packaging company that simultaneously serves multiple clients across the globe. 

A software Trojan could be introduced in a network attack on the chip. Even though a software 

Trojan does not involve physical alterations in the chip, it can have similarly deleterious effect on 

chip operation. Rapid detection and disablement of Trojans – both hardware and software – is a 

critical security need for semiconductor chips [39,40].  

Trojan detection is inherently challenging due to the stealthy nature of the Trojan, the 

behavior or characteristics of which are not known in advance and may change over time [41]. 

Accuracy, cost and speed of detection are key figures of merit for any Trojan detection approach. 

A good detection technique must minimize the likelihood of false negatives – when the detection 

method fails to identify a Trojan-related activity – and false positives – when an activity is detected 

to be Trojan-related, but is, in fact, benign. 

While a hardware Trojan may, in principle, be detected using destructive testing and 

reverse engineering, such an approach is expensive, time consuming and unlikely to be practical 

[42]. Several non-destructive methods have been proposed for Trojan detection. These methods 

can be broadly categorized into side-channel analysis and full Trojan activation, also known as 
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logic testing method [43].  Side-channel analysis methods track changes in circuit parameters such 

as impendence, current or power [40,44,45], path delays [46,47], surface temperature [48], etc. 

which are generally a side effect of Trojan activity. The efficacy of side channel analysis depends 

on the magnitude of side-channel signal generated by the Trojan, which malicious players strive 

to keep to a minimum [39]. Logic testing methods are used to enhance the side-channel analysis 

method, by finding the set of test vector patterns that, when applied to the chip, maximizes the 

probability of activating available hardware Trojans [49]. 

Side-channel analysis based on current, or power measurements determine and compare 

the circuit power ratio to that of a known, trusted chip, also called as a golden IC [50]. The need 

for a golden IC can be eliminated by comparing IC current signatures at two different times to 

detect abnormal patterns and spot a hardware Trojan [44]. Path delay-based side-channel analysis 

methods work on generating and detecting anomalies in path delay [46,47]. The key benefit of this 

approach is that the Trojan does not even need to be activated for detection [51]. On-chip sensors 

have also been used for detecting side channel signals [52,53], including current/power sensors 

[54,55] and delay counters [56,57]. Side-channel signal measurements such as localized 

electromagnetic emanation [58] have also been used to detect unusual patterns due to hardware 

Trojan activation. Synergistic combination of multiple side-channel signals has been investigated. 

For example, combination of current with delay [59], current with maximum frequency [41] and 

time with electromagnetic measurements [60] has been shown to offer improved detection than 

analysis based on only one signal. The logic testing approach has also been used in conjunction 

with side-channel analysis to improve the performance of signal measurements and improve the 

accuracy of Trojan detection [41,61].  



31 
 

Infrared (IR) based thermography has traditionally been used in the semiconductor industry 

for surface temperature measurement [62,63], detecting defective chips [64], hotspot detection 

[65,66], etc. In principle, Trojans are intended to draw minimal current and remain undetected. 

Nevertheless, abnormal circuit activity due to a Trojan is expected to cause some distortion in the 

temperature field of the chip due to Joule heating. Some literature is available on the use of this 

thermal signal for hardware Trojan detection using infrared imaging and image processing 

approaches. In general, the temperature field from an IR camera is represented as time-varying 

matrices, which are analyzed for detecting a hardware Trojan. 2-D principal component analysis 

has been used to calculate and compare the Euclidean distance for the test chip and a benchmark 

chip [42]. Unsupervised clustering methods have been used for hardware Trojan detection without 

the need for a benchmark chip [67]. Similarly, application of Kalman filters on the difference 

matrices of IR thermal images at two different time periods has been used for hardware Trojan 

detection [68,69]. Most of this past work pertains to traditional, planar chips. In contrast, detection 

on a 3D IC – which refers to a stack of multiple die that are electrically interconnected with each 

other – have not been investigated much. 

This project presents measurement of temperature field of the transistor plane of a two-die 

3D IC thermal test chip through infrared imaging from the backside of the top chip. Due to the 

infrared-transparent nature of bulk Silicon and infrared-opaque nature of insulation layers above 

transistors, this facilitates direct thermal imaging of the transistor plane. The occurrence of unusual 

thermal activities mimicked through Joule heating in embedded metal resistors is detected through 

image analysis. The performance of a number of image analysis algorithms is benchmarked and 

compared. While past work is available on temperature-based detection in traditional, planar chips, 

the present work specifically investigates a two-die 3D IC and suggests possible mechanisms for 



32 
 

improved Trojan detection in a 3D IC. Results from this work can be utilized to develop 

improvised real time algorithms for quick and effective Trojan detection techniques.  

3-2. Experimental Setup 

 Experiments are carried out to investigate the use of backside infrared thermal imaging to 

predict the onset of Trojan-related unusual activity on the chip. For these experiments, a two-die, 

three-dimensional integrated circuit (3D IC) is used [70]. Figures 12(a) and 12(b) show top view 

and cross-section view schematics of the 3D IC. This 3D IC has two unequally sized die bonded 

face-to-face to each other. Each chip has two embedded metal resistors of around 500 Ω each on 

the M7 layer. Figure 12 shows schematic top and cross-section views of the 3D IC used in this 

work. The 3D IC is bonded on to a leadless chip carrier substrate such that the backside of the top 

die is optically accessible. I/O pads on the periphery of the larger-sized, bottom chip are wire 

bonded to bond pads on the substrate. The substrate is, in turn, mounted on a ceramic socket. This 

enables electrical access to various features on both die of the 3D IC. A Keithley 2602B power 

source is used for passing current through the metal resistors on each die.  

Figure 13(a) shows a picture of the experimental setup, including the two-die 3D IC 

packaged in a chip carrier and socket. Figure 13(b) shows a close-up view of the 3D IC. A FLIR 

A6703sc IR camera with 640 × 512 pixel resolution and 15µm pixel pitch is used. Infrared 

emission is measured at 100 Hz frequency and converted to temperature field. The camera is 

mounted to focus on the bare backside of the top chip of the 3D IC. Infrared data are acquired 

using ResearchIR software and analyzed using MATLAB. Temperature maps obtained from 

emissivity field measurements are stored in the form of matrices An, where n depicts the time step. 

The backside of the top chip is not coated with graphite, because in this case, the interest is in 
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imaging temperature distribution on the transistor plane, and not the chip backside. By not having 

an IR-opaque graphite layer on the backside – as is customary for surface IR thermography – the 

IR camera in this case is able to directly measure the temperature field on the transistor plane 

instead of the backside temperature. The impact of a graphite layer on the die backside is discussed 

in more details in Section 4.4.  

 
Figure 12. Schematic picture of the two-die 3D IC used in this work. (a) and (b) show top and cross-

section views, respectively. 

 The thermal effect of Trojan activity is mimicked through Joule heating in independently 

addressable top and bottom die resistors in the thermal test chip, as shown in Figure 12. The use 

of Joule heating that mimics a hardware Trojan on either the top or bottom die of the 3D IC 

facilitates analysis of different possible Trojan activity levels. Experiments are carried out to 

investigate a variety of Trojan activity scenarios, which includes variations in heating current from 

0.1mA to 25 mA for the resistors in the top and bottom die. In each case, the capability of detection, 

including speed, accuracy and occurrence of false positives and negatives is investigated.  
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Figure 13. Picture of the experimental setup. (a) shows the packaged 3D IC under the infrared camera and 

connected to an external power source; (b) shows a close-up view of the 3D IC – the two unequally-sized 

die and wire bonds from the bottom die to the chip carrier are visible. In this configuration, the top-most 

surface of the 3D IC is the backside of the top die, through which, infrared thermography is carried out. 

3-3. Image Processing Techniques  

Figure 14 shows a schematic of the data acquisition and analysis framework used in this 

project. Following image acquisition as described in Section 2, the data at various times are 

analyzed using four image processing algorithms. Background subtraction, binary conversion and 

filtering is also carried out. The performance of a variety of image process algorithms for such 

detection is characterized and compared. The fundamental premise behind anomaly detection is to 

compare successive thermal images in time with the ultimate thermal image of the chip – also 

called the standard image – in response to a thermal load and determine the minimum time at 

which the degree of similarity between the two exceeds a certain threshold.  A comparison of the 

performance of these algorithms is carried out in terms of minimum detection time, occurrence of 

false positives and false negatives, etc. 
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A brief summary of the four image analysis algorithms used in this work is presented 

below:  

3.3.1. Binary comparison method  

In this method, the temperature field is converted into a binary signal based on comparison 

with a threshold value of the temperature. The threshold is chosen to be 0.55 times the average of 

ten highest temperature values. Image comparison is then carried out between the binary 

equivalents of the image matrix under consideration and the standard image matrix. The 

percentage similarity between the two is defined as the percentage of pixels with a binary one entry 

in the term-by-term product of the two matrices.  

3.3.2. Structural similarity (SSIM) index method [71] 

SSIM quantifies the similarity between two images by using three factors for comparison 

- luminance, contrast and structure [71]. The SSIM index is calculated to be [72] 

SSIM(𝐴𝐴,𝐵𝐵) =
(2𝜇𝜇𝐴𝐴𝜇𝜇𝐵𝐵 + 𝐶𝐶1)(2𝜎𝜎𝐴𝐴𝐴𝐴 + 𝐶𝐶2)

(𝜇𝜇𝐴𝐴2 + 𝜇𝜇𝐵𝐵2 + 𝐶𝐶1)(𝜎𝜎𝐴𝐴2 + 𝜎𝜎𝐵𝐵2 + 𝐶𝐶2)
 

(9) 

Where, A and B are the two images to be compared, and μA, μB, σA
2, σB

2, σAB are means for 

A and B, covariances for A and B, and the covariance between A and B, respectively. C1 and C2 are 

constants that are included to avoid instability [73]. A high value of SSIM calculated using 

equation (9) represents a large degree of similarity between the images being compared. 
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3.3.3. 2-D correlation coefficient method [74]   

The 2D correlation method compares the magnitudes and locations of peaks between the 

test and standard images. Specifically, the zero-normalized cross correlation is calculated as 

follows [74]  

corr2 =
∑ ∑ (𝑓𝑓𝑖𝑖 ,𝑗𝑗− 𝑓𝑓𝜇𝜇)(𝑔𝑔𝑖𝑖,𝑗𝑗− 𝑔𝑔𝜇𝜇)𝑗𝑗𝑖𝑖

�(∑ ∑ (𝑓𝑓𝑖𝑖,𝑗𝑗− 𝑓𝑓𝜇𝜇)2𝑗𝑗𝑖𝑖 (∑ ∑ (𝑔𝑔𝑖𝑖,𝑗𝑗− 𝑔𝑔𝜇𝜇)2𝑗𝑗𝑖𝑖 )
 

(10) 

 Where, fi,j and gi,j are the two datasets to be compared and fμ and gμ are the averages of 

corresponding datasets. Similar to SSIM, the 2-D correlation coefficient also represents a degree 

of similarity, although the specific values of the two parameters may differ. This correlation 

technique has been used in applications such as measurement of strain [74] and in-plane 

deformation [75] 

3.3.4. Histogram comparison method [76]  

In this method, a vector, or histogram, containing the distribution of discrete pixel 

intensities of the differential thermal image is computed and used as the basis for comparison 

between a reference and test differential image [76].  The degree of similarity, defined as the 

average pairwise distance between the histograms of the two images, is computed. This pairwise 

distance is the difference between the probability density at every normalized pixel intensity for 

the two histograms plotted. Higher the pairwise distance, lower is the degree of similarity of test 

image against reference image. This approach is illustrated in Figure 15, which plots the 

probability density as a function of normalized pixel intensity for a reference image (no heating in 

the circuit) and a test image (10 mA current passing through the top die resistor). This Figure plots 

the number of pixels that correspond to a specific pixel intensity value. Both are plotted in 



37 
 

normalized form. This figure shows, as expected, that the image for dead circuit has higher number 

of pixels with low intensity, i.e., less than 10% intensity, than the test image with active top die 

resistor. The histogram for test image appears to be normally distributed in the range of 0% to 35% 

of pixel intensity. Simulated hardware Trojan in active state produces heat due to joule effect and 

thus it will surely tweak with the pixel intensity configuration of infrared image of the circuit, 

which can be easily traced by this method. Thus, sudden change in intensity of successive images 

will trigger the similarity index which can be used to identify the Trojan activity.   

 

Figure 14 – Schematic of the computational 

framework used for data acquisition and analysis.  

 Figure 15 – Pixel probability density as a function 

of pixel intensity, as an illustration of the 

histogram comparison method 

 

3-4. Results and Discussion 

3.4.1. Temperature colormaps 

Figures 16(a) and 16(b) present representative temperature colorplots at different times 

obtained from infrared imaging for experiments with 15 mA and 5 mA heating current through the 

top die resistor. In each case, measured temperature map at t=0 s prior to passing the current is 

subtracted. In the 15 mA case shown in Figure 16(a), a distinct signal is clearly detected even at 
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0.1 s, with the signal becoming more and more distinct at larger times. For the lower, 5 mA current 

case shown in Figure 16(b), a similar detection is not visible as clearly at t=0.1 s but emerges much 

later due to the weaker heat generation. Figure 17 plots the average measured temperature rise as 

a function of time for multiple heating currents passing through the top die resistor. It is seen that 

the expected temperature rise for 5 mA and lower currents is quite low. While the distinction 

between the 15 mA and 5 mA cases can be seen visually in Figure 16, quantitative signal 

processing methods are clearly desirable for systematic, real-time data analysis and Trojan 

detection, particularly at low activity levels.  

 
Figure 16 – Measured temperature maps on the top die, in response to (a) 15 mA, and (b) 5 mA heating 

current in the top die resistor. Temperature maps are differential, after subtracting a baseline image prior 

to onset of heating. 
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3.4.2. Algorithm-based detection with top die resistor activated 

The four image analysis algorithms discussed in Section 3 are applied on the differential 

images acquired from experiments with different currents passing through the top die resistor. 

Figures 18(a) and 18(b) plot the degree of similarity as a function of time for the four image 

analysis algorithms at 15 mA and 5 mA heating currents, respectively.  

 
Figure 17 – Measured average temperature rise as a function of time for a number of heating currents in 

the top die resistor. 

 
Figure 18 – Degree of similarity predicted by four different image processing algorithms as a function of 

time when the top die resistor is activated with (a) 15 mA, and (b) 5 mA current. 
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In the case of 15 mA case, each method exhibits sharp rise in the degree of similarity just 

after current activation. The histogram comparison approach reports the most rapid change in 

degree of similarity. On the other hand, the degree of similarity reported by SSIM method is 

relatively high even prior to current activation, due to which, the relative change in signal may be 

low.  

Detection of a 5 mA signal – corresponding to only 12.5 mW power – is more challenging 

due to the lower heating rate. This case is shown in Figure 18(b). In this case, the binary 

comparison and 2-D correlation coefficient method fail to detect the onset of the heating activity 

– the predicted degree of similarity does not change appreciably following the onset of heating. 

On the other hand, the SSIM index and histogram comparison method work much better and show 

a sharp increase in the degree of similarity. A key trade-off between the two is that while the SSIM 

method jumps to 100% similarity faster, it does exhibit a high degree of similarity even prior to 

the onset of heating activity. This might cause SSIM to report more false negatives. On the other 

hand, histogram comparison method is much slower to report 100% similarity, but provides a 

greater contrast compared to the pre-heating measurement. As a result, the histogram comparison 

method may take longer and may report more false negatives, especially if the time window 

available for detection is short, but may be more immune to false positives. The final choice 

between the two algorithms may depend on the relative importance of fast detection and avoiding 

false positives/negatives in the specific application. It is possible that a hybrid evaluation that 

combines both methods could be employed to meet detection needs across this spectrum of 

requirements.  
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For further comparison of the four algorithms, experiments are repeated at a number of 

currents, up to 25 mA in the top die resistor. Figure 19 compares performance of the image analysis 

algorithms as a function of heating current. Figure 19 plots the mean difference in degree of 

similarity before and after starting the heating current in the top die. This allows comparison of 

the algorithms on a scale with same starting point. Higher mean difference in degree of similarity 

confirms a strong signal for identifying unusual thermal activities for a particular technique at a 

specific input current. Figure 19 shows that the use of binary comparison and 2D correlation 

coefficient method may not be effective for the detection of unusual thermal activities at lower 

signal. On the other hand, SSIM index and histogram comparison methods work well for small 

signals. The histogram comparison method exhibits a high difference in degree of similarity over 

the entire range of thermal signals, whereas the SSIM index method does saturate after a certain 

amount of current. 

It is instructive to compare how the degree of similarity and average temperature rise 

change as functions of time. This is plotted in Figure 20 for 5 mA heating in the top die resistor, 

i.e., carrying as less as 12.5 mW power. Data on degree of similarity are plotted only for SSIM 

and histogram comparison methods, since these appear to be more effective than the other two 

methods. The vertical dashed line represents the time at which the top die resistor is triggered. 

Figure 20 shows the even though the temperature rise may be very small (less than 0.1 oC), SSIM 

and histogram comparison methods are able to detect the thermal activity very quickly.  



42 
 

  

Figure 19 – Mean difference in degree of 

similarity before and after heating event for a 

number of heating current. Data are shown for 

four different image process algorithms. 

Figure 20 – Measured average temperature rise 

and degree of similarity plotted as functions of 

time for 5 mA heating current through the top die 

resistor. Data are shown for SSIM index and 

histogram comparison methods. 

3.4.3. Algorithm-based detection of heating pulse with background thermal activity 

The set of experiments discussed is section 4.2 imposed a heating current on the top die 

resistor representative of Trojan activity, while the remaining chip is inactive. Also, the heating 

current stayed on throughout the experiment. In realistic conditions, Trojan activity must be 

detected in the presence of background thermal activity due to legitimate processes, and, in 

addition, the Trojan activity may last only a short time. To investigate the impact of these realistic 

considerations on detection accuracy, experiments are carried out where a single pulse of 10 mA 

current and 1 s duration is passed through the top die resistor to represent Trojan activity, while 

the bottom die resistor is either kept inactive, or is active with 10 mA current. Figure 21 (a) and 

(b) plot the degree of similarity using SSIM index and histogram comparison methods as well as 

average temperature rise for these two scenarios. The location of the current pulse is shown using 

dashed line.  Figures 21(a) and 21(b) show that the histogram comparison method accurately 

detects heating in the top die resistor, even in the presence of background thermal activity. The 
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SSIM index method shows much greater noise, which may be an additional disadvantage. It is also 

interesting to note that the degree of similarity predicted by the SSIM index method decays very 

slowly following the end of the heating pulse, whereas the histogram method returns to the baseline 

level quite rapidly. Since there is more heat generated in active circuit case, the average 

temperature rise in Figure 21 (b) is slightly higher than in Figure 21(a). Note that Figure 21 

captures the thermal interactions between the two die in the stack, which is unique to the 3D IC 

architecture. 

 
Figure 21 – Measured average temperature rise and degree of similarity plotted as functions of time for 5 

mA pulsed heating current through the top die resistor. Data are shown for SSIM index and histogram 

comparison methods. (a) shows data without background heating, and (b) shows data with background 

heating produced by 10 mA heating current through the bottom die resistor. 

In order to demonstrate that additional data filtering can further facilitate Trojan detection, 

thermal noise reduction is carried out on the data shown in Figure 21(b). Figure 22 presents these 

data in binary format, which helps understands the importance of thermal noise reduction. Figure 

22(a) shows the thermal map before the heating current is passed, whereas Figure 22(b) shows the 

thermal map at 2.1 s after both top die and bottom die resistors are heated with 10 mA current. The 

use of a median filter for noise reduction is demonstrated in Figure 22(c).  The median filter is a 
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commonly used image processing tool which reduces ‘salt and pepper’ noise [77], such as the 

thermal noise observed in Figure 22(b). The median filter replaces each pixel with the median 

value of a 3×3 matrix surrounding the pixel. As shown in Figure 22(c), this significantly helps in 

noise reduction, thereby making it easier to detect unusual thermal activities. Specifically, with the 

use of median filter, the occurrence of false negatives that may be caused by thermal noise shown 

in Figure 22(b) can be reduced significantly.  

 
Figure 22 – Temperature maps after thermal noise reduction for the case of 5 mA heating pulse through 

the top die resistor, with background heating produced by 10 mA heating current through the bottom die 

resistor. (a) shows baseline state before the onset of current; (b) shows state 2.1 s after the onset of 

current; (c) shows state after the onset of current, with the application of median filter. 

 
Figure 23 – Effect of change in the value of emissivity used in infrared thermography. (a) and (b) show 

the degree of similarity as a function of time for the case of 5 mA heating current through the top die 

resistor. Data are shown for (a) binary comparison method, and (b) 2D correlation coefficient method. 
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Finally, it is shown that the poor performance of binary comparison and 2D correlation 

coefficient methods at small current inputs can be improved by changing the emissivity value used 

to acquire temperature data from infrared images in ResearchIR software. Figure 23(a) and (b) plot 

the degree of similarity as a function of time for 5 mA heating current through the top die resistor 

predicted by these two methods. In each case, plots with emissivity values of 0.92 and 0.50 are 

both shown. Figures 23(a) and 23(b) show that lowering the emissivity significantly improves the 

performance of both methods. The degree of similarity remains flat despite the heating signal when 

the emissivity is 0.92, but there is a greater deviation when using a lower value of emissivity. Even 

though changing the emissivity value may result in inaccurate prediction of temperature, that may 

not be important, since the goal here is to detect a thermal activity rather than accurately measure 

the temperature. It is interesting to note that there is little effect of emissivity on the accuracy of 

SSIM index or histogram comparison methods. 

3.4.4. Validity of backside infrared imaging 

A key component of this work is the imaging of the chip from the backside in order to 

optically access the transistor plane. Backside imaging is more practical than frontside imaging, 

since the frontside is usually occupied by electrical interconnection, as is the case in the chip used 

in this work. IR imaging of the backside of the chip still allows measurement of temperature field 

on the transistor plane because of the IR-transparent nature of Silicon [63]. In order to 

independently confirm this, a separate experiment is carried out on a single-die Silicon chip 

comprising MOSCap circuits fabricated on the frontside. A thin graphite film is sprayed on the 

backside of one half of the chip, while the other half is left bare. The chip is placed upside down 

on a hot plate maintained at 50 °C. Figure 24(a) shows a regular picture of the chip, whereas Figure 

24(b) shows an infrared image. Chip orientation is the same in both images. As shown in Figure 



46 
 

24(a), the top half of the chip is sprayed with graphite. IR imaging of the corresponding region is 

quite uniform, whereas, IR imaging of the bottom half of the chip that is not sprayed with graphite 

reveals circuit features from the frontside. This shows that backside infrared imaging – without 

graphite coating – is able to access the transistor plane of the chip due to the infrared-transparent 

nature of Silicon. This feature is a key enabler for IR-based Trojan detection because in most cases, 

only the backside of the chip is available for imaging. Note that the absolute temperature measured 

here is not as critical as the ability to detect frontside features, leading to detection of Trojan 

activity.  

 
Figure 24 – Demonstration of the impact of graphite layer on the backside of a MOSCap imprinted 

Silicon die. Graphite is sprayed on the top half of the die. (a) and (b) show white light and infrared images 

of the die backside, respectively, when the chip is placed upside down on a hot plate maintained at 50 °C. 
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4-1. Introduction 

Li-ion batteries play a key role in energy storage and conversion in electric vehicles (EVs) 

and several other engineering systems. Improving the energy density and discharge rates in battery 

packs is of critical importance for maximizing the performance and driving range of EVs. A key 

technical challenge here is the strong temperature sensitivity of Li-ion cells, including rapid 

performance degradation at both low and high temperatures [78,79]. Moreover, serious safety 

concerns related to thermal runaway and fire occur when the battery temperature exceeds a certain 

threshold [80]. Therefore, a well-designed thermal management system for the automotive battery 

pack is critical [81]. Since experimental measurements may often be time-consuming and 

expensive, development of robust theoretical models and numerical simulations is essential for 

scientific understanding and engineering optimization [82].  

A vast amount of past work on modeling and simulations for battery thermal management 

is already available, for both steady state [83] and transient [84] conditions. A conjugate analytical 

model for flow cooling of a battery pack has been proposed [85]. Thermal resistance network-

based modeling has been carried out to predict the performance of an air-cooling system coupled 

with a micro heat pipe array for cooling a prismatic battery pack [86]. Multiscale multidomain 

modeling has been carried out for a liquid-cooled Li-ion battery pack of 24 prismatic cells, which 

claims to maintain the peak temperature in the battery pack under 40 ℃ and maximum temperature 

difference across the whole battery pack around 5 ℃ even at a discharge rate of 5C [87]. Another 

study using COMSOL Multiphysics has been carried out to compare forced air convection, heat 

pipe and heat pipe with copper sheets, for which, an improvement in temperature uniformity of 

39%, 67% and 73%, respectively, has been reported [88]. Analytical models have also been used 

to predict the internal temperature of a Li-ion cell, which is an important parameter that is difficult 

to measure directly [89–92]. A few thermal simulation models that account for the dynamics of 



49 
 

electrochemical heat generation have also been reported [13–15]. Several studies have modeled 

thermal effects using resistance network techniques [96–102]. The sub-modeling technique has 

been used for resolving the large variation in length scales in thermal simulation of a large battery 

pack comprising thousands of cells [103].  

Key battery thermal management techniques include cooling based on air [104,105], liquid 

[106,107], heat pipe [108,109], thermoelectric [110,111] and phase change materials [112,113]. 

Hybrid approaches that combine multiple techniques have also been reported [114–116]. Among 

these techniques, immersed liquid cooling offers very high efficiency due to high heat capacity 

and heat transfer coefficient, reduced equipment cost, and lower thermal expansion compared to 

PCMs [112]. Unlike cooling by liquid flow in serpentine tubes between cells, immersion cooling 

enables direct cell-coolant contact, leading to greater heat dissipation, and thus reduced thermal 

runaway propagation [117,118]. Experimental investigation of immersion liquid cooling for a 

battery pack and comparison with thermal management system based on serpentine tubes between 

rows of cells has been presented previously [117]. In another work, a 47% reduction in battery 

pack peak temperature at 3C discharge rate was reported for immersion cooling with a dielectric 

fluid compared to natural convective cooling [118]. A study of preheating of the battery pack in 

cold ambient using a hot fluid flowing around the battery in an immersed arrangement has been 

reported. It was found that preheating resulted in very good temperature uniformity, within 4 ℃ 

throughout the battery pack [119]. A numerical study of fast-charging of a Li-ion battery pack 

based on direct immersion cooling using hydrofluoroether coolant showed improved mass energy 

density and lower coolant pump power consumption [120]. Despite the clear benefits of immersion 

cooling, however, there remains a lack of work that investigates the impact of immersion cooling 

on electrochemical performance of the battery pack. Such concerns may arise, for example, due to 



50 
 

prolonged exposure to the dielectric fluid and the possibility of non-uniform cooling of cells during 

immersion cooling. 

This paper presents experimental and simulations-based investigation of the thermal and 

electrochemical impact of immersion cooling during fast charging of a Lithium-ion cell module. 

The module is subjected to a fast charge duty cycle comprising fast charge profiles interspersed 

with rest periods and nominal discharge for up to five weeks. A Reference Performance Test (RPT) 

is carried out each week to characterize aging effects by measuring discharge capacity fade, power 

fade and resistance growth. Electrochemical Impedance Spectroscopy (EIS) measurements are 

carried out to identify possible lithium plating effects. Analytical and numerical simulation models 

are developed to identify the dominant thermal and electrochemical effects of immersion cooling. 

A comparison between measurements and models is carried out in order to help understand the 

impact of immersion cooling on cell aging, and possible underlying mechanisms.   

The rest of this paper is organized as follows: Section 2 describes the experimental setup 

and measurements carried out in this work. Section 3 presents a theoretical heat transfer model 

and simulations carried out to model the system-level thermal dynamics during immersion cooling 

and to estimate cell internal temperature. Key results are discussed in Section 4, followed by 

conclusions in Section 5. 

4-2. Experimental apparatus 

Despite the significant potential for effective cooling of Li-ion cells using immersion 

coolants, particularly for Li-ion cells, there are no standards available for evaluating the 

performance of immersion coolants. This section describes an experimental test bed for 
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investigating the immersion cooling of a battery pack. Key experimental details, including cells, 

coolants, measurement setup and process are described below.  

4.2.1 Experimental setup 

A seven-cell module shown in Figure 25(a) is constructed using LG Chem M50T 21700 

cylindrical cells with lithium nickel manganese cobalt oxide (NCM) cathode and graphitic anode. 

The nominal cell capacity and impedance are 18.2 Wh and 30 mΩ, respectively. As shown in 

Figure 25(a), the cells are interconnected in a 7PS1 configuration using spot welding on nickel 

metal bus bars to form a flower-shaped cross section. The cell-to-cell gap is approximately 0.5 

mm. Omega K-type thermocouples are glued using thermal paste and taped on the cylindrical 

surface of each cell. The SBT-2050 Power Cycler from PEC Corp is used for implementing a fast 

charge current profile. Data acquisition from all thermocouples is carried out using an NI Compact-

RIO based data acquisition system. 

 

Figure 25. Pictures of experimental setup for immersion cooling of a seven-cell battery pack: (a) Module 

of seven 21700 cells tabbed together in 7PS1 arrangement, (b) Central cell instrumented with 

thermocouples in the core at locations as shown. 
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Figure 26. Thermocouple locations for (a) surface and (b) core temperature measurement (thermocouples 

1-3 as shown). The schematics are drawn as viewed from the positive terminal end of the cells. 

In addition, for experiments involving internal temperature measurements, the central cell 

in the flower configuration of 7PS1 module is drilled axially from the negative tap side (Figure 

25(b)). The drill bit is handled carefully to avoid damage to the jelly roll inside the cell. Once the 

thermocouples are inserted inside the cell, the opening is quickly sealed with marine epoxy 

[121,122]. The locations of thermocouples for testing during baseline and immersion cooling cases 

are shown in Figure 26(a). For the experiment with internal temperature monitoring, 

thermocouples are also placed in the core cavity of cell’s jelly roll as indicated by locations 1, 2 

and 3 in Figure 25(b) and Figure 26(b).  

Figure 27 presents pictures of the overall experimental set up and the specific test rig that 

houses the battery pack. Figure 28 shows a schematic of the fluid flow circuit and related 

instrumentation. The module is positioned centrally in test rig, which is customized to allow 

coolant flow around the cells. The test rig is large enough to accommodate the module with a 

clearance of around 5 mm between cells and test rig walls. This avoids direct electrical contact and 
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offers sufficient space for essential wirings from module to the cell cycler and thermocouples. At 

a flowrate of 1.5 liters per minute (LPM), the liquid sweeps out the entire coolant volume in the 

test rig every 10-20 seconds. The test rig is designed with only 38% excess fluid volume compared 

to the volume of seven cells, resulting in a compact configuration with minimum add-on weight 

to remain conducive for practical applications. Coolant flowrate and temperature are controlled 

using a flow control valve and a 3-way mixer valve respectively, as shown in Figure 28. The mixer 

valve mixes cold fluid from a heat exchanger leg and a hot fluid from heater leg to achieve the 

target temperature. As shown in Figure 29, the fluid inlet and outlet are on one of the side faces 

and the top face, respectively. Both are instrumented with thermocouples to measure inlet and 

outlet coolant temperatures. In addition to baseline measurements without any immersion cooling, 

fast charge aging tests are also conducted for two different coolant liquids – Novec 7000, a well-

known dielectric fluid [123] and a test liquid referred to as ‘Fluid X’. Thermal transport properties 

of the two coolants are listed in Table 4.  

 

Figure 27. (a) Test enclosure with coolant setup, (b) instrumented test rig along with the module. 
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Figure 28. Schematic of the test setup showing the fluid flow circuit and associated instrumentation. 

 

Figure 29. Schematic showing the experimental setup for immersion cooling of seven-cell battery pack. 

Table 4 Thermal properties of the immersion coolant fluids used in this work 

 Boiling 
Temperature 

(℃) 

Thermal 
Conductivity 
(Wm-1K-1) 

Latent heat of 
vaporization 

(kJkg-1) 
 

Specific Heat 
(kJkg-1K-1) 

Fluid X 330 0.143 - 2.1 
Novec 7000 34 0.075 142 1.3 

 



55 
 

4.2.2 Experimental procedure 

 Measurements are carried out with two key goals – to evaluate cell performance and 

capacity fade due to multi-week cycle aging, and to monitor the internal temperature of the cell 

for a few cycles carried out in a 24-hour period. Performance with immersion cooling using either 

Novec7000 or Fluid X at 1.5 LPM flowrate and 25 °C inlet temperature is compared with the 

baseline case with no immersion cooling.  

 As shown in Figure 30, the module undergoes charge-discharge cycling for five days, 

followed by a Reference Performance Test (RPT) on the fifth and sixth days. Charge-discharge 

cycling comprises one hour of rest period, followed by constant current constant voltage (CCCV) 

charging at 0.7C, which is the maximum continuous current specification, then one hour rest and 

finally constant current (CC) discharge at 0.2C, corresponding to the nominal current. The cells 

are cycled between 4.2 V and 2.5 V.  

 

Figure 30. (a) Typical current profile used for testing. The corresponding temperature curve is also 

shown. (b) A typical Reference Performance Test (RPT) profile.  
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 Electrochemical Impedance Spectroscopy (EIS) is a non-invasive frequency response 

technique to highlight patterns of lithium plating in the cell or module. A Gamry 1010 EIS analyzer 

is used to stimulate the cell with sinusoidal currents of amplitude 20 mA with frequencies from 

0.1 Hz to 5 kHz. The resulting frequency response Nyquist plot in the complex domain helps 

understand the lithium plating process and other internal cell dynamics [124]. For example, Figure 

31 shows a typical Nyquist plot showing different frequency regimes that may be used to 

understand different transport processes that occur within the cell. Specifically, the minima noted 

in Figure 31 provides information about the nature of Lithium plating in the cell. Since this method 

is ex-situ, an impulse response based pseudo-EIS procedure [125] is also carried out. This 

procedure can be carried out real time or in-situ during life testing or in an actual BMS in a vehicle 

or grid storage. The real impedance value is extracted from both types of EIS tests and may be 

plotted as a function of SOC. These electrochemical measurements help understand the dynamics 

of lithium plating that may occur in the cell, especially at large C-rates.  

 

Figure 31. A representative Nyquist plot from EIS measurements, with the minima associated with 

lithium plate phenomenon shown [124]. 
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4-3. Theoretical modeling 

Theoretical and simulations-based analysis is carried out for an improved understanding 

and interpretation of experimental data, particularly towards understanding the impact of 

immersion cooling on cell aging. For the immersion cooling method, radiative heat dissipation is 

likely to be negligible due to continuous flow of a dense liquid, such as the ones used here, around 

the cells. This analysis first focuses on showing that radiation effects are negligible and 

investigating the likelihood of large temperature differentials between the core and surface of the 

cell. For the baseline case, the module is assumed to be surrounded by stagnant air at room 

temperature, with heat transfer occurring due to natural convection alone. In contrast, in cases 

where immersion coolant due to liquid flow around the module occurs, the dominant heat transfer 

is assumed to be forced convection. The central cell of the module experiences the most severe 

cooling conditions compared to other cells on the periphery of the module. Measured surface 

temperatures of all the seven cells in the module support this assumption. Hence, the thermal 

behavior of only the central cell is analyzed for simplicity. Finally, analysis carried out in this 

paper focuses only on the charging region, due to much higher temperatures observed during fast 

charging than the rest of the cycle. 

4.3.1 Analytical modeling 

In this sub-section, analytical modeling for the baseline case as well as immersion cooling 

case is described.  

4.3.1.1 Surface temperature of the cell 
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 A thermal resistance network based analysis is carried out in order to estimate the surface 

and core temperatures of each cell, as shown in Figure 32. Radiation is considered only for the 

baseline case. Energy balance equation for an individual cell can be defined as follows: 

 
𝑚𝑚𝐶𝐶𝑃𝑃

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑄𝑄𝐺𝐺𝐺𝐺𝐺𝐺− 𝑄𝑄𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 −  𝑄𝑄𝑅𝑅𝑅𝑅𝑅𝑅 
(1) 

where QConv = (TCell - Tf)/RConv and QRad = (TCell - Tf)/RRad are the convective and radiative heat 

losses. RConv = 1/(hA) and RRad = 1/(ACellεσ(Tf+TCell)(Tf
2+TCell

2)) are the convective and radiative 

thermal resistances. Numerical values of various parameters used here are summarized in Table 5. 

 On the other hand, heat generation rate for a single cell can be calculated by [126]: 

 
𝑄𝑄𝐺𝐺𝐺𝐺𝐺𝐺 = 𝐼𝐼(𝑈𝑈𝑂𝑂𝑂𝑂 − 𝑉𝑉) + 𝐼𝐼 �𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑑𝑑𝑈𝑈𝑂𝑂𝑂𝑂
𝑑𝑑𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

� = 𝐼𝐼2𝑅𝑅𝑒𝑒 + 𝐼𝐼 �𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
𝑑𝑑𝑈𝑈𝑂𝑂𝑂𝑂
𝑑𝑑𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

� 
(2) 

The first term in equation (2) represents irreversible heat whereas the second term shows the 

reversible entropic heat. Finally, from eqs. (1) and (2), a detailed energy balance equation for an 

individual cell can be derived: 

 
𝑚𝑚𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑑𝑑𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
𝑑𝑑𝑑𝑑

= 𝐼𝐼2𝑅𝑅𝑒𝑒 + 𝐼𝐼 �𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
𝑑𝑑𝑈𝑈𝑂𝑂𝑂𝑂
𝑑𝑑𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

� − �
𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 − 𝑇𝑇𝑓𝑓
𝑅𝑅𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

� − �
𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 − 𝑇𝑇𝑓𝑓
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

� 
(3) 

The gradient of open circuit voltage as a function of cell temperature is calculated from 

experimental plots of open circuit voltage as a function of the state of charge and then relating 

state of charge with cell temperature.  

4.3.1.2 Surface and core temperature of the cell 
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 As shown in Figure 32, the thermal resistance network in this problem comprises a 

convective and a conductive resistance in series between the fluid, cell surface and cell core 

temperatures, with heat generation being supplied to the cell temperature nodes. The outcome of 

previous model explained in 4.3.1.1 conveys that the radiation must be ignored – this has been 

justified in Section 3 and is discussed in more detail in Section 4. Detailed energy balance for an 

individual cell considering both the surface as well as core temperatures can be written as a set of 

two coupled differential equations which can be solved simultaneously: 

 
𝑚𝑚𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑑𝑑𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
𝑑𝑑𝑑𝑑

= 𝐼𝐼2𝑅𝑅𝑒𝑒 + 𝐼𝐼 �𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
𝑑𝑑𝑈𝑈𝑂𝑂𝑂𝑂
𝑑𝑑𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

� − �
𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 − 𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

𝑅𝑅𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
� 

(4) 
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� 
(5) 

Where, CPCore [127] and CPSurf  are heat capacities of jelly roll and metal shell, respectively, and 

TCore and TSurf  are cell surface and core temperatures, respectively. Finally, 𝑅𝑅𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 is the conductive 

thermal resistance of the jelly roll, taken from the literature to be 3.3 KW-1 [128]. Numerical values 

of these parameters are listed in Table 5.  

Equations (3)-(5) are numerically solved using Simulink software, in order to determine TCell, TSurf 

and TCore as functions of time. 

Table 5. Numerical values of various parameters used in the simulation model 

Parameter Numerical Value 
 

CP 715 Jkg-1K-1 [50] 
σ 5.67×10-8 Wm-2K-4 
M 0.068 kg 

mcore 0.06 kg 
mSurf 0.008 kg 

 



60 
 

4.3.2 Simulink modeling 

Equations (3), (4) and (5) are ordinary differential equations (ODEs) that govern the cell 

temperature distribution as a function of time. These equations are converted to a block diagram 

in the Simulink workspace using integrator, algebraic and functional blocks from various libraries. 

ODE45 solver is used for numerical integration of the ODEs. Temperature, heat estimates and 

other state data are collected into the workspace for post-processing. 

 

Figure 32. (a) Schematic description for problem definition, (b) Thermal resistance network (considering 

effective radiation), (c) Thermal resistance network (considering core temperature along with cell surface 

temperature). 

4.3.3 Numerical modeling 

A finite volume model is developed in ANSYS Fluent in order to visualize the nature of 

fluid flow in the experimental setup. The geometry of the experimental setup is created in ANSYS 

SpaceClaim. Enclosure and battery module are modeled according to the description in section 

2.1. Suitable fluid domains are created to simulate fluid flow around the cells inside the enclosure. 

Grid independence is verified, resulting in a mesh comprising around 1.5 million nodes and 9 

million elements. Only the momentum equations are solved in these simulations, since the focus 

is to visualize the flow fields to verify and support the assumptions used in analytical modeling. 
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Values of convective heat transfer coefficients are obtained from these simulations, for use in 

Simulink models described in section 4.3.2. 

4-4. Results and Discussion  

4.4.1 Hypotheses for Capacity Fade 

Figure 33 plots the measured percentage discharge capacity fade as a function of the 

number of RPTs, where an RPT is carried out at the end of every week of cycling. Each RPT in 

Figure 33 represents roughly one week of calendar time and 20 fast charge cycles. It can be 

observed that after four RPTs, the total capacity fade for Fluid X immersion cooling case is around 

5%, compared to 4.2% for the baseline case. The more rapid deterioration of battery capacity in 

the case of immersion cooling may be somewhat counter-intuitive. Based on aging data on these 

cells at various temperatures measured in the past, Figure 34 shows that an average rise of 

temperature of 2 ºC for the Fluid X immersion cooled cells is needed to explain the increased 

capacity fade.  

The following hypotheses are tested as possible explanations for this phenomenon: 

1. (Hypothesis A) Reduced radiation heat transfer due to lower emissivity due to fluid occlusion:  

It has been reported [129] that certain coatings on cylindrical cells may result in high surface 

emissivity and thus enhanced radiation heat transfer. This may result in faster heat dissipation 

in the baseline case compared to the immersion cooling case. 

2. (Hypothesis B) Greater non-linear heat transfer gradient inside the jelly roll due to aggressive 

surface cooling: It has been shown [130,131] that a non-uniform thermal gradient developed 

inside the cell directly affects the performance and eventually deteriorates the life of the cell. 

The temperature gradient may result in simply a higher core temperature or an intermediate 
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maximum inside the jelly roll if the core temperature is not significantly high. Using estimates 

of convective heat transfer coefficient for the baseline and immersion cooling cases in the 

present work, the value of the Biot number for these cases are estimated to be around 0.02 and 

0.57, respectively. This indicates that there may be a temperature maximum inside the jelly 

rollin the immersion cooling case. Further, analytical modeling of surface-cooled and tab-

cooled Li-ion battery arrangement [130,131] has shown that the tab-cooled cell has better 

performance despite greater operational temperature, compared to a surface-cooled cell, which 

has a much more non-homogeneous temperature distribution. This finding provides a 

justification to consider this hypothesis. 

3. (Hypothesis C) It is well-known that Li-ion cells exhibit lithium plating at low temperature 

and high charge rate [79]. The aggressive cooling in the immersion cooling case may result in 

the surface temperature being close to ambient even while the battery is being fast charged. 

This may result in further lithium plating and higher capacity fade. EIS measurements are 

carried out to explore this hypothesis further. 

 

Figure 33. Capacity fade as a function of number of RPTs (reference performance tests). Data are shown 

for baseline (no cooling) as well as cooling with two different coolant fluids. 
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Figure 34. (a) Actual capacity fade and (b) Modeled capacity fade assuming average temperature offsets 

due to gradients to explain aging. 

4.4.2 Baseline Case Results Discussion 

For baseline case experiments, the surrounding medium is stagnant air and thus the 

dominant heat transfer mechanism is natural convection around the cells, with convective heat 

transfer coefficient h varying as a function of air temperature [132,133]. To explore Hypothesis A 

discussed in the previous section, a radiative heat transfer term is considered. A suitable value for 

emissivity of the outer cell surface, ε = 0.7 [129] is used. Surface temperature of the cell can be 

calculated by solving eq. (3) in Simulink, initially considering the effect of radiative heat transfer. 

Referring to Figure 35(a), a transient thermal distribution for surface temperature of cell over 

multiple charge-discharge cycles shows that the theoretical model that includes radiation does not 

match well with the experimental results. Due to consideration of radiative heat dissipation along 

with convective heat dissipation, the surface temperature is underestimated. On the other hand, 

referring to Figure 35(b), without consideration of radiative heat dissipation, i.e., ε = 0, there is 

much better agreement, with rise in surface temperature of approximately 25 ℃. This shows that 

radiation is not likely to be a dominant heat transfer mechanism in the immersion cooling 

conditions considered here. Based on this analysis, Hypothesis A is ruled out. 
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Figure 35. (a) Temperature vs time for baseline case (Surface temperature model) considering (a) 

convective as well as radiative heat dissipation, (b) only convective heat dissipation. 

4.4.3 Fluid-X Immersion Cooled Case Results Discussion 

A comparison of experimental measurements of immersion cooling case and the analytical 

model based on eq. (3) presented in Figure 36 shows very good agreement between the two. Due 

to aggressive forced convective cooling, the surface temperature of the cell rises only by 1-2 ℃, 

compared to 30 ºC rise for the baseline case. Only convective heat transfer terms are considered 

in the model. From the ANSYS Fluent model, which considered the mixed (annular and 

peripheral) flow effects and previous literature [132,134],  a value of h = 90 Wm-2K-1 is extracted 

for the lumped convective heat transfer coefficient) for use in the Simulink model above.  

For a set of parameter values consistent with experimental conditions, visualization of the 

flow field from the Fluent model is shown in Figure 37. The flow fields are as anticipated and low 

flow resistance regions are clearly delineated. There is no significant flow between the cells, 

indicating that the center cell has the least direct exposure to fluid. This also shows that location 

of the ports can cause significant stagnant regions, leading to asymmetric cell cooling in larger 

battery packs. It can be observed that the flow field is a combination of annular as well as 

circumferential flow, i.e., an axial flow along the cell length and a radial flow around the cell 
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radius, respectively. The 0.5 mm gap among the cells offers a much greater flow resistance 

compared to the 5 mm gap between cells and enclosure walls, which, in turn, promotes annular 

flow even if the inlet and outlet are designed to achieve circumferential flow. These results support 

the assumption related to convective heat transfer coefficient to be around 90 W/m2K.  

 

Figure 36. Temperature vs time for Fluid X case (Surface temperature model) considering only 

convective heat dissipation. 

 

Figure 37. Finite-element simulation results for a set of parameter values consistent with experimental 

conditions: (a) 2D Velocity vectors (top view), (b) 3D Velocity vectors, (c) Velocity streamlines. 
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4.4.4 Cell Core Temperature Measurement Discussion 

Internal temperature measurements are carried out in one of the cells in the immersed 

module to understand whether the core temperatures become too high during aggressive surface 

cooling.  The goal of this experiment and analysis is mainly to explore Hypothesis B presented in 

the previous section. Eqs. (4) and (5) are solved simultaneously using Simulink to calculate the 

surface and core temperature of the cell, respectively. A comparison of measured and theoretically 

predicted internal and surface temperature is shown in Figure 38 and 39 for baseline and immersion 

coolant cases, respectively. In both cases, there is good agreement for surface and core 

temperatures in the fast-charging region. The value of a thermal conductive resistance – RCond – is 

based on previously reported experimental studies [128], which matched core temperature 

measurements with an analytical model to extract this parameter. The temperature difference 

between core and surface temperatures of the cell in both the cases is found to be around 1 ℃, 

which eliminates the possibility of a higher temperature difference from the core to surface in case 

of immersion cooling method using Fluid X. As a direct result of this observation, Hypothesis B 

is ruled out. It is important to note, however, that this does not fully preclude the possibility of 

higher temperatures in the middle of jelly roll with low temperatures at the core and surface. 

To further understand other possible unobservable internal states, a sensitivity analysis is 

carried out to understand the sensitivity of the temperature gradient to varying properties such as 

internal conductivity, convection heat transfer coefficient and charge current. Results are presented 

in Figure 40. It can be observed that while the core-surface temperature difference is directly 

influenced by the conduction resistance, it is largely insensitive to the value of the convective heat 

transfer coefficient. However, smaller values of convective heat transfer slow down the rate of 

transient rise of the temperature difference, thus increasing the average temperature of the jelly 

roll. Charging current also has a prominent effect on the core-surface temperature difference, since 
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the heat generation in the cell directly depends on current. When interpreted in the context of fast 

charge rates for immersed battery packs, this result indicates that without proper thermal 

management, increasing charge current is detrimental to life due to higher internal temperatures. 

A key takeaway from the sensitivity analysis is related to distribution of internal thermal 

conductivity of the jelly roll.  The jelly roll can be considered as layers of cells in series and as 

such the thermal conductivity of each layer can change with internal temperature distribution and 

resistance inhomogeneity. If the thermal conductivity is thus lower in the middle of the jelly roll 

compared to the outer layers, this may lead to excessive internal temperature peak. Unfortunately, 

a direct measurement is difficult since sensors are not usually embedded inside the jelly roll during 

manufacturing. The Tesla-Panasonic 4680 cell design with dedicated tabs for inner layers is a 

testament to the need to dissipate this inner heat more effectively. 

 

Figure 38. Temperature vs time for Baseline case (Core and surface temperature model) – focusing on 

difference between core and surface temperatures and comparison with experimental core and surface 

temperature. 
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Figure 39. Temperature vs time for Fluid X case (Core and surface temperature model) – focusing on 

difference between core and surface temperatures and comparison with experimental core and surface 

temperature 

4.4.5 EIS Results and Lithium Plating Discussion  

EIS results and analysis of beginning of life and aged baseline/immersion cooled modules 

are shown in Figure 41. These plots clearly show a shift of mean resistance level, indicating ageing 

and SEI growth. Moreover, the valley and peak in the middle of the ZTR plots for the Fluid X 

immersion cooling case are shifted to the left compared to baseline and fresh cells. However, this 

shift seems to be very mild, indicating that even though Li plating occurs, it may not be the most 

dominant aging phenomenon. 

 

Figure 40. Sensitivity analysis for temperature difference between core and surface to (a) varying 

conductive resistance, (b) varying convective heat transfer coefficient, and (c) varying source current 
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Figure 41. ZTR as a function of cumulative charge from Pseudo-EIS measurements for (a) Fresh cell, (b) 

cell aged in air for 60 cycles, (c) cell aged with Fluid X immersion cooling for 60 cycles [124]. 

4-5. Nomenclature 

A surface area (m2) 
C specific heat (Jkg-1K-1) 
f frequency (Hz) 
h convective heat transfer coefficient (Wm-2K-1) 
I current (A) 
m mass of cell (kg) 
Q heat transfer (W) 
R thermal resistance (KW-1)  
Re electrical resistance (Ω) 
T temperature (K) 
t time (s) 
U  open circuit voltage (V)   
V voltage (V) 
ZTR impendence at transition frequency (Ω) 
ɛ emissivity  
σ Stefan-Boltzmann constant, (5.67×10-8 Wm-2K-4) 
 

Subscripts 
Cell cell 
Cond conduction  
Conv convection  
Core core of the cell 
f surrounding fluid 
Gen generation 
OC open circuit 
P constant pressure  
Rad radiation 
Surf surface 
tr transition 
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Chapter 5 

Conclusion 

5-1. Conclusion 

Chapter 2 directly addresses an important thermal metrology need for thermal 

characterization of thin wires that are used in a variety of engineering applications. The size of 

such wires often makes them unsuitable for both macroscale and microscale thermal conductivity 

measurement techniques. Using the well-known fin effect, this work develops a novel technique 

for determining thermal conductivity of a thin wire through a comparative measurement with a 

standard wire. Due to the small value of the radial Biot number, this method directly measures the 

axial thermal conductivity of the wire. Further, note that the method relies on a constant heat 

transfer coefficient around the wire, which is a reasonable assumption for the small temperature 

rise in the present experiments, but may break down due to non-linear radiative heat transfer at 

larger temperature differences. Results are shown to be in good agreement with independent 

measurements. The technique discussed here offers key advantages over traditional techniques 

such as laser flash and transient plane source methods, which are not applicable for direct 

measurements on wires. Further, the method is non-invasive and is unaffected by thermal contact 

resistances since temperature measurement is carried out using an infrared camera. The method 

may be applicable for several applications where thermal performance of wires is important to 

understand and optimize. 

Chapter 3 presents measurement of temperature field of the transistor plane of a two-die 

3D IC thermal test chip through backside infrared imaging to detect unusual activities simulated 

to induce the behavior of hardware trojans. Chips that are fabricated and assembled globally, 
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including by external manufacturers are inherently prone to the insertion of malicious hardware. 

Detection of such hardware Trojans is an ongoing security concern. This work contributes towards 

this important technological need by examining the use of temperature signals to detect Trojans 

specifically for a 3D IC. Similar to any detection process, the time to detect and occurrence of false 

positives/negatives are important considerations, which are addressed in this project. Four 

candidate image processing algorithms are compared, and strategies for improved performance are 

identified. The proposed techniques can detect the hardware Trojan effectively and can possibly 

be improved even further by a synergistic combination of multiple methods. Results presented in 

this work may help ensure the security of present and future semiconductor chips from hardware 

Trojans. 

Chapter 4 presents the analysis carried out to study the accelerated aging for specified 

lithium-ion cells. Despite the promising nature of immersion cooling for Li-ion battery packs, 

several open questions remain, especially about the impact of immersion cooling on ageing of 

cells. The present work contributes towards addressing one of these through experimental and 

theoretical investigation of capacity fade caused by immersion cooling. Through a hypothesis-

driven comparison of experimental measurements and theoretical modeling, a comprehensive 

understanding of this interesting and important phenomenon is developed. All the expected 

hypotheses in this study, targeting accelerated aging of cells, are examined one by one, viz., 

absence of radiative heat dissipation, non-uniform temperature distribution in radial direction and 

lithium plating. Experimental data, analytical models as well as non-intrusive electrochemical 

measurements are utilized to complete the study. The theoretical model for surface temperature 

measurements matches fairly well with the experimental measurements carried out, in both, 

baseline as well as Fluid X cases. From the findings of core and surface temperature model, it can 

be observed that for the baseline as well as Fluid X case with thermocouples inserted at the core 
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of the cell gives experimental measurements matching with the discussed coupled equation model. 

It can be concluded that these theoretical models are accurate enough to predict the core as well as 

surface temperatures of the cells under immersed cooling. EIS results approve the ageing and SEI 

growth; however, it cannot be denied that that the lithium plating might be marginally responsible 

for the accelerated ageing. It is expected that the analysis in this work may contribute towards 

further development and eventual implementation of immersion cooling for Li-ion battery packs 

in a manner that provides effective thermal management with minimal potential risks to 

electrochemical performance. 
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