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ABSTRACT
Facial recognition and identification which play an important role
in human-computer interaction, secure authentication and crim-
inal face recognition, are impeded by the advent of face masks
due to COVID-19 pandemic. This is a challenging problem due
to the following reasons: (i) masks cover quite a large part of the
face even below the chin, (ii) it is not possible to collect and pre-
pare a real paired-face images with and without mask object, (iii)
face alterations and the presence of different masks is even more
challenging. In this work, we propose a general framework that
can be used to reconstruct the hidden part of face concealed by
mask. We have employed GAN-based unpaired domain transla-
tion technique to translate masked face images from the source
to the unmasked images in the destination domain. To this end,
we also create a paired datasets of real face images and synthe-
sized correspondence’s with face-masks and use it towards training
of our proposed GAN-based facial reconstruction system which
can be used for facial identification and secure authentication in
human-computer interaction. The obtained results demonstrate
that our model outperforms other representative state-of-the-art
face completion approaches both qualitatively and quantitatively.

CCS CONCEPTS
• Computer systems organization→ Embedded systems; Re-
dundancy; Robotics; • Networks→ Network reliability.
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1 INTRODUCTION
In modern technology, face recognition is becoming a new trend for
the security authentication systems and human-computer interac-
tion (HCI)[8, 11]. However, with the recent world-wide COVID-19
pandemic, the use of these face masks has raised a serious ques-
tion on the accuracy of the facial recognition system. Many HCI
applications based on face recognition techniques, such as face
access control, and face authentication based mobile payment, have
nearly failed to effectively recognize the masked faces. Moreover,
touch-less verification which allows individuals to perform photo
ID checks with their mask on has become extremely important in
public places due to the impact of the coronavirus.

Despite the rapid growth in the amount of research works in
face identification, the problem of occluded face images, including
masks, has not been completely addressed due to the lack of the
masked face dataset, large size and complex nature of the mask,
and variation in face.

Therefore, recognizing and authenticating people wearing masks
will be a long-established research area, and more efficient methods
are needed for real-time face recognition. In this work, we are going
to attempt to tackle the problem of getting rid of face-masks in
facial image by using Generative Adversarial Networks (GANs).
The problem we are trying to solve can be viewed as image-to-
image translation, which is generally considered to be the process of
translation of images from the source to the destination domain. In
other words, given a masked face image, we apply unpaired image-
to-image translation [23], to remove the mask and synthesizes
the affected region with fine details while retaining the global
coherency of face structure. More details of the proposed model
are discussed in the section 3.

The main contributions of this work are:

• Leveraged by GANs, we propose a novel approach that au-
tomatically removes mask object from face and reconstruct
the affected region with delicate details.

• To overcome the data scarcity problem, we have collected a
10249 real face images of 12 people and add synthetic mask
on the real faces in order to create a paired dataset of with
and without mask faces.

The rest of this paper is organized as follows. Section 2 presents
related studies. The proposedmodel is detailed in Section 3. Sections
4 and 5 describe experimental setup and results, respectively.
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Figure 1: Overview of our proposed model.

2 RELATEDWORK
In order to remove undesired object in the images two main prob-
lem should be tackled: a) object detection and removal, b) image
completion. There has been a considerable amount of learning
and non-learning based object removal algorithm to tackle object
removal in an image.

Recently, due to the GAN’s nature of unsupervised learning,
ability to generate high-quality, natural and realistic images, and the
power of adversarial training, deep learning GAN-based approaches
have merged as a promising paradigm for variety of application
such as data augmentation [22], pose estimation [7], and image
inpainting [16]. However, due to the plethora of related literature,
we only review some representative works related to undesired
object such as sunglasses, microphone, hand, and face masks.

Non-learning based object removal algorithms tried to solve the
problem by removing the undesired object such as sunglasses, and
random objects and synthesize the missing content by matching
similar patches from other part of the image [3, 4]. In [17], they
introduced a regularized factor to adjust the path priority function
in computing function to remove eyeglasses from facial images.
However, these methods can only handle relatively small holes,
where the color and texture variance are small.

On the other hand, learning-based method mainly describe im-
age inpainting with the main application of object removal and
outperform the traditional methods both quantitatively and qual-
itatively. In [10], Iizuka et al. proposed a GAN-based model, that
removes an object and reconstruct the damage part. Their proposed
method, leveraged two discriminators (global and local) to ensure
local and global realism of the reconstructed image. They also apply
Poisson blending as a post-processing. Poisson blending technique
is an image processing operator that allows the user to insert one
image into another, without introducing any visually unappealing

seams. Despite the ability to complete the random damaged part,
this meth, is not capable to complete high resolutions images and
it is resulting artifacts when damaged part is around the margin
of the image. Yu et al. [21], presented a two-stage image inpaint-
ing network. First, stage includes a dilated convolutional network
which is trained with reconstruction loss to rough out the missing
parts. The contextual attention is integrated in the second stage to
encourage spatial coherency of attention. In another study by Khan
et al., [14], a coarse-to-fine GAN-based approach to remove object
from facial images was introduced. For mask removal, Boutros et
al. [2] introduced an embedding unmasking model which takes a
feature embedding extracted from the masked face as input and
generates a new feature embedding similar to an embedding of
the unmasked face. Moreover, Din et al. [5, 6] used GAN-based
image inpainting for image completion through an image-to-image
translation approach to automatically remove face masks.

Due to the great success of learning methods to recover miss-
ing part of facial image, we proposed a novel framework which
aims to automatically reconstruct hidden part of the masked-face
through Image-to-Image translation, and it is able to remove masks
regardless of facial angle or underlying facial expression.

3 PROPOSED METHOD
In this section, we provide the details of our proposed GAN-based
framework that automatically removes mask and completes the
missing hole through image-to-image translation so that the com-
pleted face not only looks natural and realistic but also has con-
sistency with the rest of the image. The overall structure of our
framework is illustrated in Figure 1.
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Figure 2: Dataset preparation: To create paired-face dataset with and without mask, "MaskTheFace" [1], tool warps the mask
template based on the key face landmark positions of the face.

3.1 Translation using a Cycle-consistency
Constraint

Unsupervised Image-to-Image Translation (UI2I) [23], composed
of 2 GANs which uses two large but unpaired sets of training im-
ages to convert images from one representation to another and
vice versa. The data distributions are denoted as a ∼ pdata(a) and
b ∼ pdata(b). More specifically, given an input masked face image,
the unpaired image-to-image translation model aims to generate
a complete image without the mask using unpaired collections of
facial images with and without mask. CycleGAN loss primarily con-
sists of adversarial loss [9] and cycle-consistency loss. Adversarial
loss, in GAN, enforce the generated image to be indistinguishable
from real photos. While generator, G, tries to find the mapping
G : A → B, its discriminator’s Db objective function is defined as:

LGAN (G,DB ,A,B) = Eb∼pdata(b)[loдDB (b)]

+ Ea∼pdata(a)[loд(1 − DB (G(a))],
(1)

where, G generates imagesG(a) that appears like images from
field B and Db observes between translated samplesG(a) and origi-
nal samples b. A similar adversarial loss is postulated for the second
generator, F : B → A and its discriminator Da .

However, the adversarial loss alone is not sufficient to produce
good images, as it leaves the model under-constrained. Adversarial
loss, enforces the generated output be of the appropriate domain
but does not enforce that the input and output are recognizably the
same. The cycle consistency loss addresses this issue. It relies on
the expectation that if you convert an image to the other domain
and back again, by successively feeding it through both generators,
you should get back something similar to what you put in. In other
words, it compares the reconstructed image and input image using
L1-norm distance and enforces that F

(
G(a)

)
≈ a and G

(
F (b)

)
≈ b.

Lcyc (G, F ) = Ea∼pdata (a) [| |F (G (a)) − a | |1]+

Eb∼pdata (b) [| |G (F (b)) − b | |1]
(2)

The full loss with cycling parameter lambda is:
L = LGAN (G,DB ,A,B) + LGAN (F ,DA,B,A) + λLcyc (G, F )

which is used for training the model with an Adam optimizer [15].
lambda controls the relative importance of the two objectives.

4 EXPERIMENTAL DETAILS
4.1 Data Preparation
To address the lack of the masked face dataset, this paper firstly con-
tributes a new dataset of high-quality, paired face images with and
without mask simultaneously which in real world is not possible.
To this end, we propose to superimpose artificial face masks onto
real face images based on key face landmarks position, through an
open-source masking tool “MaskTheFace” [1], as shown in Figure
2. To this end, first, we collected 10249 high quality face images
from 12 people (10 user for training and 2 users for testing) and all
faces in the images were detected by YOLO algorithm[18]. Then,
we used the dlib library-based face landmarks detector to identify
the face tilt and six key features (eyes, nose, lips, face edges etc.,) of
the face necessary for applying mask. The template mask is then
transformed based on the six key features to fit perfectly on the face.
This results in creation of a large, paired dataset of face images with
and without masks which can be used as real world masked-face
test data and the ground truth data without mask.

4.2 Implementation Details
A CycleGAN model was trained to unmask the masked-face. We
adapt the architecture for our generative networks from [23], it
utilizes two parts Generators and Discriminators. Each generator
composed of three initial convolutional, nine 64-channel convo-
lutional ResNET block, two fractionally strided convolutions, and
a final convolution to reduce the output’s channel. Furthermore,
each discriminator is a 70x70 Patch GAN which penalizes images at
the level of individual patches as opposed to per-pixel or per-image
basis. We trained the model for 150 epochs with 8131 unpaired
facial images of size 256x256 with and without mask with learning
rate of 0.0002 and lambda value of 10 to calculate cycle loss. Once
the model is trained, we evaluate it using 2118 masked face test
images of from our created dataset.

4.3 Evaluation Metric
We compared the results between our method and the other method
using the Structural SIMilarity (SSIM) quantitative metrics [19].
However, as reported by many other works [12] and [20], we argue
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that quantitative analysis may not be the most effective measure of
the image editing task.

Figure 3: Output examples generated by our model for
test samples of our created dataset. First column, masked
face image in source domain, second column, generated un-
masked face in target domain and, third column, ground
truth unmasked face in target domain.

5 COMPLETION RESULTS
We now discuss the qualitative and quantitative performance of
our method and its comparison with other previous state-of-the-art
image manipulation methods on real world images with mask.

5.1 Qualitative comparison
Figure 3 shows the sample generated by our model for masked face
test images. We also present a qualitative comparison with Iizuka et
al. [10] and Yu et al. [21] on real world test images as can be seen in
Figure 4. Although, proposed model by Iizuka et al. [10], completes
the image for random damaged region in facial images, it is limited
to relatively low resolutions (178x218) and produces artifacts when
damaged part is at the margins of an image. Moreover, Yu et al.
[21] reduces the artifacts at margins but is unable to recover a
complex face structure. Moreover, although in each test image,
almost half of key facial semantics are covered by face mask, our
model offers significantly improved results for real world data than
the other previous state-of-the-art image manipulation methods
and successfully removes the mask object and generates natural
looking outputs with structural consistency.

Table 1: Performance comparison in term of Structural SIM-
ilarity (SSIM).

Methods SSIM

Yu et al.[21] 0.86
Ours 0.89

5.2 Quantitative comparison
To have a fair comparison, we have created a synthetic dataset of
6446 images using the publicly available, CelebA-HQ [13], celebrity
face dataset and trained Yu et al. [21] and our model. Then, we eval-
uate model performance and training effectiveness by Structural

Figure 4: Visual comparison of our proposed method with
representative image completion methods on real world im-
ages. From left to right: Input image, [10], [21], and ours.
Note: There is no ground truth since all samples are real
world images collected from the Internet.

SIMilarity (SSIM) [19]. It is a full reference metric that requires two
images from the same image capture and it measures the percep-
tual difference between two similar images. Since real images with
mask do not have corresponding ground truth without mask object,
we have evaluated SSIM on 2459 Synthetic test data created using
CelebA-HQ. Table 1 provides a quantitative comparison with Yu et
al. [21].

6 CONCLUSION
Partially concealed faces by mask in situation like pandemics, or
air pollution has exerted dramatic influences and reduce the perfor-
mance of existing security and authentication systems due to the
absence of large-scale training data and the presence of large intra-
class variation between masked faces and full faces. This imposes
the demand to tackle such authentication concerns using more ro-
bust and reliable facial recognition systems under different settings.
To this end, we proposed a novel method for interaction-free mask
removal from facial images. The hidden parts of the face are re-
generated in the most realistic way by GAN-based image-to-image
translation. Our proposed pipeline could be involved in various
areas such as criminal face recognition, and secure authentication.
Moreover, due to the lack of public datasets containing real masked
face images, we create a high-quality paired dataset of real faces
along with their simulated masked one by placing synthetic masks
over the real face images for training. To the best of our knowl-
edge, this is the first effort to create high-quality, well-established
face benchmarks paired dataset of face images with and without
masks. The proposed dataset is part of an ongoing effort to gather
a larger scale database with realistic variations of masks and will
be available upon request. Moreover, both qualitative and quan-
titative comparison show that our model demonstrates superior
performance for large facial object (face mask) as compared to the
state-of-the art.
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Several future steps could be taken to improve the results as
well as put the trained model into practical usage. First, we plan
to collect and expand our masked-face dataset to improve our face
reconstruction model. We also plan to develop a user-friendly inter-
face for unmasking the masked-face. Furthermore, future research
will continue to leverage these reconstructed face images in state-
of-the-art face recognition models in automobile security, secure
authentication, and access control.
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