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Abstract<br>Asymptotic Properties of the Deconvolution Kernel Density Estimate<br>based on 2-Dependent Error Structure with Applications to Remaining Useful Life Problems in Reliability Theory<br>Geoffrey H Schuette, Ph.D.<br>The University of Texas at Arlington, 2018<br>Supervising Professor: Shan Sun-Mitchell

This thesis is motivated from an engineering question, which led us to the deconvolution problem with a dependent error structure. We establish a deconvolution kernel density estimator by adapting the methods of kernel density estimates and Fourier Transforms. In this approach, the contaminated data with additive random errors are assumed dependent and satisfying smooth or super smooth conditions. Under both smooth and supper smooth conditions, we derived:

1. optimal rates of convergence in terms of mean integrated squared error for deconvolution kernel density estimator;
2. the limiting distribution of the estimator.

## Table of Contents

Acknowledgments ..... iv
Abstract ..... v
Chapter Page

1. Motivation ..... 1
1.1 Introduction ..... 1
1.2 Engineering Motivation ..... 2
1.3 Density Estimation ..... 5
1.3.1 Kernel Density Estimator ..... 6
1.3.2 Sampling ..... 7
2. Deconvolution Estimator ..... 8
3. Optimal Rates of Convergence for the Deconvolution Kernel Desnity Esti- mator with 2-Dependent Error Structure ..... 13
3.1 MISE Upper Bound ..... 13
3.2 Cases of MISE for Smooth and Supersmooth Assumptions ..... 20
3.2.1 Case 1: Ordinary Smooth Distribution ..... 21
3.2.2 Case 2: Supersmooth Distribution ..... 23
3.3 Theorems and Corollaries ..... 26
4. Limiting Distrubtion of the Deconvolution Kernel Density Estimator ..... 27
4.1 Preliminaries ..... 27
4.2 Limiting Distribution for Deconvolution Kernel Density Estimator ..... 30
4.2.1 Case 1: Smooth Error Distribution ..... 30
4.2.2 Case 2: Super Smooth Error Distribution ..... 32
4.2.3 Sample Variance . . . . . . . . . . . . . . . . . . . . . . . . . 35

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Biographical Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

## Chapter 1

Motivation

### 1.1 Introduction

As systems in engineering continue to become larger and more complex in nature, real time condition monitoring of such systems continues to be an important area of study in engineering and for the long term health of the systems. Real time condition monitoring is the process of collecting real-time sensor information from a functioning device in order to infer or reason about the health of the device. Some examples included:

- Vibration analysis and Diagnostics
- Model-based voltage and current systems
- Ultrasound testing (Material Thickness/Flaw Testing)
- Infrared thermography

Degradation models are often used to model condition monitoring of the systems. In the Bayesian approach, prior distributions are assumed, and posterior distributions are then found from the assumptions of the prior and the model. After the posterior distribution is found, we can find the probability via the appropriate threshold failure time and access the health of the system. However, when the assumption of the prior distribution is not accurate, then it is important to be able to estimate the distribution from the samples generated by the signal time. Therefore, the focus of this research proposal is to fit the unknown distribution with a smooth empirical distribution function based on kernel function and sequence of bandwidths.

An improved model will lead to a more accurate distribution and a truer probability to the failure threshold.

### 1.2 Engineering Motivation

A common technique in engineering to estimate when a device will fail is to use a Bayesian approach with a stochastic model. The researchers will assume the parameters in the model follow known distributions and use the bayesian approach to find the probability of when the device will reach a failure thresehold. Below is some problem defintions common to this area:

## Definition 1.1. Problem Definitions

- Degradation Signal is the real condition of the device as detected through conditioning monitoring.
- Residual Life is the remaining wait time till the device fails.
- Residual Life Distribution: For a nonnegative random variable, $X$, the residual life distribution, denoted by $R_{X}(t)$, is defined by:

$$
R_{X}(t)=P(X>x+t \mid X>x)
$$

For the purpose of this dissertation, we will assume the degradation model is

$$
\begin{equation*}
S\left(t_{i}\right)=\Theta t_{i}+\epsilon\left(t_{i}\right) \quad \text { for } i=1,2, \ldots . \tag{1.1}
\end{equation*}
$$

Let $D$ denote the failure threshold, and let the vector $\vec{S}=\left(S\left(t_{1}\right)=s_{1}, S\left(t_{2}\right)=\right.$ $s_{2}, \ldots, S\left(t_{n}\right)=s_{n}$ ) be the observed degradations signals up to time $t_{n}$. We want to find $R_{S}(t)$ given that degradation signal follows the model above, i.e.:

$$
\begin{aligned}
R_{S}(t) & =\mathrm{P}\left(S\left(t+t_{n}\right) \geq D \mid \vec{S}\right) \\
& =\mathrm{P}\left(\Theta\left(t+t_{n}\right)+\epsilon\left(t+t_{n}\right) \geq D \mid \vec{S}\right)
\end{aligned}
$$

To calculate this probability, we need the conditional probability density function(pdf) of $\Theta \mid \vec{S}$. To find this pdf, the following relationship is commonly used:

$$
\begin{equation*}
p(\theta \mid \vec{S}) \propto \pi(\theta) f(\vec{S} \mid \theta) \tag{1.2}
\end{equation*}
$$

In the Bayesian framework, $p$ is called the posterior distribution, $\pi$ is called the prior distribution of $\Theta$, and $f$ is the likelihood fucntion. The two sides of the equations are proportional because the left hand side doesn't have the normalizing constant needed to make the right hand side a probability density functions.

In [18], Gabraeel, et. al. explore a degradation models with symmetric priors. They proposed the following degradation model for $i=1,2, \ldots$ :

$$
\begin{equation*}
S\left(t_{i}\right)=\phi+\theta \exp \left(\beta t_{i}+\epsilon\left(t_{i}\right)-\frac{\sigma^{2}}{2}\right) \tag{1.3}
\end{equation*}
$$

where $\phi$ is a known constant, $\theta$ is a lognormal random variable, where $\ln \theta$ has mean $\mu_{0}$ and variance $\sigma_{0}^{2}$, and $\beta$ is a normal random variable with mean $\mu_{1}$ and variance $\sigma_{1}^{2}$.

First, the authors assume the term $\epsilon\left(t_{i}\right)$ is a random error term that follows a normal distribution with mean zero and variance $\sigma^{2}$. This model describes how the devices being monitored degrade over time. For convenience, they took the natural $\log$ of both sides to introduce the logged signal at time $t_{i}$, denoted $L_{i}$, which yielded the following model:

$$
\begin{equation*}
L_{i}=\ln \left(S\left(t_{i}\right)-\phi\right)=\theta^{\prime}+\beta t_{i}+\epsilon\left(t_{i}\right) \tag{1.4}
\end{equation*}
$$

where $\theta^{\prime}=\ln \theta-\frac{\sigma^{2}}{2}$ is a random variable with mean $\mu_{0}-\frac{\sigma^{2}}{2}$ and variance $\sigma_{0}^{2}$. Using a Bayesian approach, the authors found that the posterior distribution given the observed data $L_{1}, \ldots, L_{k}$ with the prior distribution of $\theta^{\prime}$ and $\beta$ assumed to be normal is a bivariate normal distribution containing the parameters related to equation (1.3).

Using this posterior distribution, they find an approximation for the residual life c.d.f. for time $T \in(-\infty, \infty)$. Then the truncated conditional c.d.f. for failure time, T , with the constraint $T \geq 0$ can be derived easily.

Then in [5], Chakraborty et. al. explore a model that will allow for a skewed prior distribution, as the method developed above was for a normal distribution and symmetric priors. Hence, a linear degradation model is given by the following with signal time $S\left(t_{i}\right)=S_{i}$ :

$$
\begin{equation*}
S_{i}=\theta t_{i}+\epsilon\left(t_{i}\right), \quad i=1, \ldots k \tag{1.5}
\end{equation*}
$$

where $\theta \sim \Gamma(\alpha, \beta)$ and iid $\epsilon\left(t_{i}\right) \sim N\left(0, \sigma^{2}\right)$. They find that the posterior distribution of $\theta$ given the signal times is:

$$
\begin{equation*}
f\left(\theta \mid S_{1}, S_{2}, \ldots, S_{k}\right)=\frac{\theta^{\alpha-1}}{c} \exp \left[-\frac{1}{2 \sigma_{1}^{2}}\left(\theta-\mu_{1}\right)^{2}\right], \quad \theta \in \mathbb{R}^{+} \tag{1.6}
\end{equation*}
$$

where

$$
\begin{gathered}
c=\int_{0}^{\infty} \theta^{\alpha-1} \exp \left[-\frac{1}{2 \sigma_{1}^{2}}\left(\theta-\mu_{1}\right)^{2}\right] d \theta \\
\text { where } \mu_{1}=\frac{b}{2 a}, \sigma_{1}^{2}=\frac{1}{2 a}, a=\frac{1}{2 \sigma^{2}} \sum_{i=1}^{k} t_{i}^{2}, b=\frac{1}{\sigma^{2}} \sum_{i=1}^{k} S_{i} t_{i}-\frac{1}{\beta}
\end{gathered}
$$

With the posterior distribution known, Chakraborty et al., found the distribution of the residual life, $L_{r}$, of the signal, which is given by:

$$
\begin{equation*}
\mathrm{P}\left(L_{r} \leq t \mid S_{1}, \ldots, S_{k}\right)=1-\int_{0}^{\infty} \frac{y^{\alpha-1}}{c} \exp \left[\frac{1}{2 \sigma_{1}^{2}}\left(\frac{y}{t+t_{k}}-\mu_{1}\right)^{2}\right] \Phi\left(\frac{T-y}{\sigma}\right) d y \tag{1.7}
\end{equation*}
$$ This residual life distribution requires numerical integration to calculate at any time $t$. The authors then give an alternative method using a simulation based approach to compute an empirical residual life distribution. They conducted the simulations of both the methods in [5] and [18] to compare the two methods with prior signals being both skewed and symmetric. They conclude that the method in the [5] is better suited to handle both the skewed prior as well as the symmetric priors.

### 1.3 Density Estimation

To our knowledge, the methods and models available in literature of real time condition monitoring of devices using degradation stochastic models all follow the Bayesian framework. The focus of this thesis started by stepping away from the Bayesian framework and assume the distribution of $\Theta$ is unknown and develop an asymptotic estimation of the unknown distribution from random samples. We begin by giving a definiton of density estiamtion, and a breif summary of common techniques used in density estimation.

Definition 1.2. Density Estimation, as defined in [25] by Silverman
Given a set of observed data points sampled from an unknown probability density function, density estimation is the construction of an estimate of a probability density function from the observed data.

There are many methods of density estimation ranging from parametric to nonparametric. In the parametric approach, one would assume a known distribution and estimate the parameters which distinguishes said distribution. An example would be to assume a distribution follows a normal density with parameters $\mu$ and $\sigma^{2}$, and then use the observed data to estimate $\mu$ and $\sigma^{2}$. In this thesis, we will be using the nonparametric approach, more specifically the kernel density estimator. Other density estiamtors include: histogram, naive estimator, nearest neighborhood method, variable kernel method, orthogonal series estimators, maximum penalized likelihood estimators, and general weight function estimators.

### 1.3.1 Kernel Density Estimator

Definition 1.3. Kernel Density Estimator
With observed values $X_{1}, \ldots, X_{n}$ from unknown pdf $f$, let $K(x)$ be a function which satisfies the following property:

$$
\int_{-\infty}^{\infty} K(x) d x=1
$$

Then the kernel density estimator $\hat{f}$ of $f$ based on kernel $K$ is given by:

$$
\hat{f}\left(x ; \lambda_{n}\right)=\frac{1}{n \lambda_{n}} \sum_{j=1}^{n} K\left(\frac{x-X_{i}}{\lambda_{n}}\right),
$$

where $\lambda_{n}$ is the bandwidth such that $\lambda_{n} \rightarrow 0$ as $n \rightarrow \infty$.
The function $K$ is called a kernel function and $\lambda_{n}$ is also called the window width or smoothing parameter. For more information on this standard kernel density estimator, you can find more details in [25] and [29], by Silverman and Wand and Jones respectively. In statistics, we want the mean squared error and the mean integrated square error of any estimator to tend to zero as our sample size gets large. To prove that this kernel density estimator is a good estimator in terms of mean square error, we need to restrict the type of kernel functions we consider. To do this, assume that $K$ is a symmetric function which satisfies the following additional properties to the definition:

$$
\int_{-\infty}^{\infty} t K(t) d t=0 \quad \text { and } \quad \int_{-\infty}^{\infty} t^{2} K(t) d t=c \neq 0
$$

Some common examples of Kernel functions that satisfy these properties are: Normal, Epanechnikov, and Tri-Cube Kernels functions.

### 1.3.2 Sampling

As a reminder, we are modeling the degradation signals using the following stochastic model:

$$
S\left(t_{i}\right)=\Theta t_{i}+\epsilon\left(t_{i}\right) \quad \text { for } i=1,2, \ldots
$$

Our focus is to create a kernel density estimator for the distrubtion of $\Theta$. From the model, we can see $\Theta$ represents the slope of the stochastic signal. Thus it is reasonable to assume the point-slope formula would be an appropriate estimate for $\Theta$. Assume we have the following observations from the degradtion model: $\left(t_{i}, S\left(t_{i}\right)\right)$ $i=1,2, \ldots, n$. Now we define the following estiamtor:

$$
\begin{equation*}
\tilde{\theta}_{i}=\frac{S\left(t_{i+1}\right)-S\left(t_{i}\right)}{t_{i+1}-t_{i}} \quad \text { for } i=1,2 \ldots, n-1 \tag{1.8}
\end{equation*}
$$

Using the assumption that the signals $S\left(t_{i}\right)$ follow the model above, we see that

$$
\begin{aligned}
\widetilde{\theta}_{i} & =\frac{S\left(t_{i+1}\right)-S\left(t_{i}\right)}{t_{i+1}-t_{i}} \quad i=0, \ldots, n \\
& =\frac{\theta t_{i+1}+\epsilon\left(t_{i+1}\right)-\theta t_{i}-\epsilon\left(t_{i}\right)}{t_{i+1}-t_{i}} \\
& =\theta+\frac{\epsilon\left(t_{i+1}\right)-\epsilon\left(t_{i}\right)}{t_{i+1}-t_{i}} \\
& =\theta+X_{i}, \text { where }
\end{aligned}
$$

$X_{i}=\frac{\epsilon\left(t_{i+1}\right)-\epsilon\left(t_{i}\right)}{t_{i+1}-t_{i}}$. Without loss of generality, let $t_{i+1}-t_{i}=1$ for all $i$. Our model now how the following form: $\widetilde{\Theta}=\theta+X$. We can see the density function of $\widetilde{\Theta}$ is a convolution of the density function of $\Theta$ and the density function of $X$. To create a density estimiation for $\Theta$ from the distribution of $\widetilde{\Theta}$, we will explore the idea of deconvolution in the next chapter.

## Chapter 2

## Deconvolution Estimator

We wish to estimate the distribution of $\Theta$, when $\widetilde{\Theta}=\Theta+X$. From the observed signals $\vec{S}$, we can find the associated $\widetilde{\theta}_{i}$ 's. As is standard in engineering models, we will assume $\epsilon\left(t_{i}\right)$ 's are independent and identically distributed for all $i$ and assume that $\Theta$ is independent of all $\epsilon\left(t_{i}\right)$ 's. We can see that $\tilde{\theta}_{i}$ 's are identically distributed but not independent since the observations are dependent of the errors from previous signals. Since $\Theta$ and $X$ are independent, we know that the density of $\widetilde{\Theta}$ is a convolution of the density of $\Theta$ and the density of $X$, which we can write as:

$$
f_{\widetilde{\Theta}}(y)=\int \pi(z) f_{X}(z-y) d z
$$

where $f_{\widetilde{\Theta}}(x), \pi(x)$, and $f_{X}(x)$ denote the distribution of $\widetilde{\Theta}, \Theta$ and $X$ respectively. Using properties of Fourier Transforms, we get $\phi_{\overparen{\Theta}}(u)=\phi_{\pi}(u) \phi_{X}(u)$. As long as $\left|\phi_{X}(u)\right|>0$ for all $u$, we have $\phi_{\pi}(u)=\frac{\phi_{\widetilde{\Theta}}(u)}{\phi_{X}(u)}$, and assuming the inverse characteristic equation exists, we can write

$$
\begin{equation*}
\pi(x)=\phi^{-1}\left(\frac{\phi_{\widetilde{\Theta}(u)}}{\phi_{X}(u)}\right)=\frac{1}{2 \pi} \int e^{-i u x} \frac{\phi_{\widetilde{\Theta}(u)}}{\phi_{X}(u)} d u \tag{2.1}
\end{equation*}
$$

We wish to estimate $\pi(x)$. Using eqaution (2.1), we can create a kernel estimator of $f_{\widetilde{\Theta}}$ and find the corresponding characteristic equation to create an estimate of $\pi(x)$. Let $K(x)$ be a bounded even probability density as proposed in Stefanski and Carroll (1990), and let $\hat{f}$ be an ordinary kernel density estimator of $f_{\tilde{\Theta}}$ based on kernel $K$, i.e.,

$$
\hat{f}\left(x ; \lambda_{n}\right)=\frac{1}{n \lambda_{n}} \sum_{j=1}^{n} K\left(\frac{x-\widetilde{\theta}_{j}}{\lambda_{n}}\right)
$$

where $\lambda_{n}$ is the bandwidth. Then the characteristic equation of $\hat{f}$ is:

$$
\begin{aligned}
\phi_{\hat{f}}(u) & =\mathrm{E}\left[e^{i u X^{*}}\right] \\
& =\int e^{i u \tilde{x}} \hat{f}\left(\tilde{x} ; \lambda_{n}\right) d \tilde{x} \\
& =\int e^{i u \tilde{x}} \frac{1}{n \lambda_{n}} \sum_{j=1}^{n} K\left(\frac{\tilde{x}-\tilde{\theta}_{j}}{\lambda_{n}}\right) d \tilde{x} \\
& =\frac{1}{n \lambda_{n}} \sum_{j=1}^{n} \int e^{i u \tilde{x}} K\left(\frac{\tilde{x}-\tilde{\theta}_{j}}{\lambda_{n}}\right) d \tilde{x}
\end{aligned}
$$

Now, we will do a change of variables. Let $v=\frac{\tilde{x}-\widetilde{\theta}_{j}}{\lambda_{n}}$, which means $\tilde{x}=\widetilde{\theta}_{j}+\lambda_{n} v$ and $d v=\frac{d \tilde{x}}{\lambda_{n}}$. So,

$$
\begin{aligned}
\phi_{\hat{f}}(u) & =\frac{1}{n \lambda_{n}} \sum_{j=1}^{n} \int e^{i u\left(\widetilde{\theta_{j}}+\lambda_{n} v\right)} K(v) \lambda_{n} d v \\
& =\frac{1}{n} \sum_{j=1}^{n} \int e^{i u \tilde{\theta}_{j}} e^{i u \lambda_{n} v} K(v) d v \\
& =\frac{1}{n} \sum_{j=1}^{n} e^{i u \tilde{\theta}_{j}} \int e^{i u \lambda_{n} v} K(v) d v \\
& =\frac{1}{n} \sum_{j=1}^{n} e^{i u \tilde{\theta}_{j}} \phi_{K}\left(u \lambda_{n}\right)
\end{aligned}
$$

Let $\widehat{\phi}(u)=\frac{1}{n} \sum_{j=1}^{n} e^{i u \tilde{\theta}_{j}}$. Then $\phi_{\hat{f}}(u)=\widehat{\phi}(u) \phi_{K}\left(u \lambda_{n}\right)$. So an appropriate estimator of $\pi(x)$, denoted by $\widehat{\pi}\left(x ; \lambda_{n}\right)$, is

$$
\begin{aligned}
\widehat{\pi}\left(x ; \lambda_{n}\right) & =\phi^{-1}\left(\frac{\phi_{\hat{f}}(u)}{\phi_{X}(u)}\right) \\
& =\frac{1}{2 \pi} \int e^{-i u x} \frac{\phi_{\hat{f}}(u)}{\phi_{X}(u)} d u \\
& =\frac{1}{2 \pi} \int e^{-i u x} \frac{\widehat{\phi}(u) \phi_{K}\left(u \lambda_{n}\right)}{\phi_{X}(u)} d u \\
& =\frac{1}{2 \pi} \int e^{-i u x} \frac{\frac{1}{n} \sum_{j=1}^{n} e^{i u \tilde{\theta}_{j}} \phi_{K}\left(u \lambda_{n}\right)}{\phi_{X}(u)} d u \\
& =\frac{1}{2 n \pi} \int \sum_{j=1}^{n} e^{i u \tilde{\theta}_{j}} e^{-i u x} \frac{\phi_{K}\left(u \lambda_{n}\right)}{\phi_{X}(u)} d u \\
& =\frac{1}{2 n \pi} \sum_{j=1}^{n} \int e^{-i u\left(x-\tilde{\theta}_{j}\right)} \frac{\phi_{K}\left(u \lambda_{n}\right)}{\phi_{X}(u)} d u
\end{aligned}
$$

Now with the change of variable: $y=u \lambda_{n}$. We have:

$$
\begin{aligned}
\widehat{\pi}\left(x ; \lambda_{n}\right) & =\frac{1}{2 n \pi} \sum_{j=1}^{n} \int e^{-i y\left(\frac{x-\widetilde{\theta_{j}}}{\lambda_{n}}\right)} \frac{\phi_{K}(y)}{\phi_{X}\left(\frac{y}{\lambda_{n}}\right)} \frac{d y}{\lambda_{n}} \\
& =\frac{1}{n \lambda_{n}} \sum_{j=1}^{n} \frac{1}{2 \pi} \int e^{-i y\left(\frac{x-\widetilde{\theta_{j}}}{\lambda_{n}}\right)} \frac{\phi_{K}(y)}{\phi_{X}\left(\frac{y}{\lambda_{n}}\right)} d y
\end{aligned}
$$

Let

$$
\begin{equation*}
K^{*}(t)=\frac{1}{2 \pi} \int e^{-i y t} \frac{\phi_{K}(y)}{\phi_{X}\left(\frac{y}{\lambda_{n}}\right)} d y \tag{2.2}
\end{equation*}
$$

Then

$$
\begin{equation*}
\widehat{\pi}\left(x ; \lambda_{n}\right)=\frac{1}{n \lambda_{n}} \sum_{j=1}^{n} K^{*}\left(\frac{x-\widetilde{\theta}_{j}}{\lambda_{n}}\right) \tag{2.3}
\end{equation*}
$$

Equation (2.3) is called the Deconvolution kernel density estimator. This approach uses fourier transforms and are predominatly used for statistical inference in errors-in-variables problems. At this point, we will give a brief history of work that
has been done with this approach. Carroll and Hall [3] and Stefanski and Carroll [27] constructed a consistent deconvolution kernel desnity estimator. Stefanski [26] and Fan [15] \& [17] derived the general asympototic properties of the deconvolution kernel density estimator. In [16], Fan shows the limiting distribution of this estimator is asmyptotically normal.

Li and Vuong [21], Lin and Carrol [22], Hall and Ma [19], Delaigle et al. [7], and Stefanski and McIntrye [28] explore measurement error problems and replicated data. Diggle and Hall [14] and Neumann [24] study the deconvolution problem when samples of error data are available. Butucea and Matias [1], Butucea et al. [2], and Kneip et al. [20] focused on problems where the error term in the model follows a supersmooth distribution known up to a scale parameter, and Meister [23] assumed the error term follows a normal distribution. In Carroll et al. [4], the authors provided an account of the general methodology for the deconvolution problem. Delaigle and Hall [12] explore choices for the smoothing parameters choice in error-in-variables problems using SIMEX, and in [13], they remove the assumption of the distribution of the error term is known and prove properties of the deconvolution estimator in such scenario. Delaigle and Gijbels in [9], [10], and [11] explore different bandwidth selections for the deconvolution problem.

For the remainder of this thesis, we will follow the frame work Fan used in [15] and [16]. We will need the following defintions:

## Definition 2.1.

- A random variable, $X$, is said to have an ordinary smooth distribution of order $\beta$ if the characteristic function of $X$, denoted $\phi_{X}(t)$, satisfies:

$$
d_{0}|t|^{-\beta} \leq\left|\phi_{X}(t)\right| \leq d_{1}|t|^{-\beta} \quad \text { as } t \rightarrow \infty
$$

for some positive constants $d_{0}, d_{1}$, and $\beta$. Examples include gamma, double exponential and symmetric gamma distributions.

- A random variable, $X$, is said to have a supersmooth distribution of order $\beta$ if the characteristic function of $X$, denoted $\phi_{X}(t)$, satisfies:

$$
d_{0}|t|^{-\beta_{0}} \exp \left(\frac{-|t|^{\beta}}{\gamma}\right) \leq\left|\phi_{X}(t)\right| \leq d_{1}|t|^{-\beta_{1}} \exp \left(\frac{-|t|^{\beta}}{\gamma}\right) \quad \text { as } t \rightarrow \infty
$$

for some positive constants $d_{0}, d_{1}, \gamma$ and $\beta$ and constants $\beta_{0}$ and $\beta_{1}$. Examples include normal, mixture normal, and Cauchy.

As we know the convergence of the estimators are directly related to the smoothness of the error term, it is appropriate to consider both cases in our deconvolution kernel density estimator. The final tool we will need before we move onto the next chapter is Plancherel's Theorem:

## Theorem 2.2.

$$
\int_{-\infty}^{\infty}|E(t)|^{2} d t=\int_{-\infty}^{\infty}\left|E_{v}\right|^{2} d v
$$

where $E(t)=\int_{-\infty}^{\infty} E_{v} e^{-2 \pi i v t} d v$, i.e. the integral of the squared modulus of a function is equal to the integral of the squared modulus of its spectrum.

Note: $\mathrm{E}(t)$ and $\mathrm{E}_{v}$ are Fourier transform pairs.

## Chapter 3

Optimal Rates of Convergence for the Deconvolution Kernel Desnity Estimator with 2-Dependent Error Structure

### 3.1 MISE Upper Bound

In this chapter, we will create an upper bound of the mean integrated square error of the deconvolution estimator constructed in chapter 2, and find optimal rates of $\lambda_{n}$ which in the worst case scenario will ensure us the mean integrated square error of the deconvolution estimator will go to zero as $n$ goes to infinity. The mean squared error of an arbitary estimator $\hat{\theta}$ is defined by $\operatorname{MSE}(\hat{\theta})=\operatorname{Var}(\hat{\theta})+(\mathrm{E}[\hat{\theta}]-\theta)^{2}$. So,

$$
\begin{align*}
\operatorname{MISE}\left\{\widehat{\pi}\left(\cdot ; \lambda_{n}\right)\right\} & =\int_{0}^{T} \operatorname{MSE}\left\{\widehat{\pi}\left(x, \lambda_{n}\right)\right\} d x \\
& =\int_{0}^{T} \operatorname{Var}\left\{\widehat{\pi}\left(x ; \lambda_{n}\right)\right\}+\left(\operatorname{bias}\left(\widehat{\pi}\left(x ; \lambda_{n}\right)\right)\right)^{2} d x \tag{3.1}
\end{align*}
$$

where $\operatorname{bias}\left(\hat{f}\left(x ; \lambda_{n}\right)\right)=\mathrm{E}\left[\hat{f}\left(x: \lambda_{n}\right)\right]-f(x)$. First, we will find $\mathrm{E}\left[\widehat{\pi}\left(x ; \lambda_{n}\right)\right]$ by using the property of expectation, $\mathrm{E}[X]=\mathrm{E}[\mathrm{E}[X \mid Y]]$. So,

$$
\begin{aligned}
\mathrm{E}\left[\widehat{\pi}\left(x ; \lambda_{n}\right) \mid \Theta=z\right] & =\mathrm{E}\left[\left.\frac{1}{n \lambda_{n}} \sum_{j=1}^{n} K^{*}\left(\frac{x-\tilde{\theta}_{j}}{\lambda_{n}}\right) \right\rvert\, \Theta=z\right] \\
& =\frac{1}{n \lambda_{n}} \sum_{j=1}^{n} \mathrm{E}\left[\left.K^{*}\left(\frac{x-\widetilde{\theta}_{j}}{\lambda_{n}}\right) \right\rvert\, \Theta=z\right]
\end{aligned}
$$

since $\tilde{\theta}_{j}$ 's are identically distributed, the equation above becomes:

$$
\begin{aligned}
& =\frac{1}{\lambda_{n}} \mathrm{E}\left[\left.K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right) \right\rvert\, \theta=z\right] \\
& =\frac{1}{\lambda_{n}} \int K^{*}\left(\frac{x-w}{\lambda_{n}}\right) f_{\widetilde{\Theta} \mid \Theta}(w \mid z) d w \\
& =\frac{1}{\lambda_{n}} \int\left(\frac{1}{2 \pi} \int e^{-i y\left(\frac{x-w}{\lambda_{n}}\right)} \frac{\phi_{K}(y)}{\phi_{X_{1}}\left(\frac{y}{\lambda_{n}}\right)} d y\right) f_{\widetilde{\Theta} \mid \Theta}(w \mid z) d w \\
& =\frac{1}{2 \pi \lambda_{n}} \iint e^{-i y\left(\frac{x-w}{\lambda_{n}}\right)} \frac{\phi_{K}(y)}{\phi_{X_{1}}\left(\frac{y}{\lambda_{n}}\right)} f_{\widetilde{\Theta} \mid \Theta}(w \mid z) d y d w
\end{aligned}
$$

using Fubini's Theorem, we now get:

$$
\begin{aligned}
& =\frac{1}{2 \pi \lambda_{n}} \int e^{-\frac{i y x}{\lambda_{n}}} \frac{\phi_{K}(y)}{\phi_{X_{1}}\left(\frac{y}{\lambda_{n}}\right)} \int e^{i w\left(\frac{y}{\lambda_{n}}\right)} f_{\tilde{\theta_{1}} \mid \theta}(w \mid z) d w d y \\
& =\frac{1}{2 \pi \lambda_{n}} \int e^{-\frac{i y x}{\lambda_{n}}} \frac{\phi_{K}(y)}{\phi_{X_{1}}\left(\frac{y}{\lambda_{n}}\right)} \phi_{\tilde{\Theta} \mid \Theta}\left(\left.\frac{y}{\lambda_{n}} \right\rvert\, z\right) d y
\end{aligned}
$$

Since $\widetilde{\Theta}=\Theta+X_{1}$ and $\Theta=z$, we know that $\phi_{\tilde{\Theta} \mid \Theta}(u \mid z)=\phi_{X_{1}}(u) e^{i u z}$. Thus, we have:

$$
\begin{align*}
\mathrm{E}\left[\widehat{\pi}\left(x ; \lambda_{n}\right) \mid \Theta=z\right] & =\frac{1}{2 \pi \lambda_{n}} \int e^{\frac{-i y x}{\lambda_{n}}} \frac{\phi_{K}(y)}{\phi_{X_{1}}\left(\frac{y}{\lambda_{n}}\right)} \phi_{X_{1}}\left(\frac{y}{\lambda_{n}}\right) e^{i z\left(\frac{y}{\lambda_{n}}\right)} d y \\
& =\frac{1}{2 \pi \lambda_{n}} \int e^{i y\left(\frac{z-x}{\lambda_{n}}\right)} \phi_{K}(y) d y \\
& =\frac{1}{2 \pi \lambda_{n}} \int e^{-i y\left(\frac{x-z}{\lambda_{n}}\right)} \phi_{K}(y) d y \\
& =\frac{1}{\lambda_{n}} K\left(\frac{x-z}{\lambda_{n}}\right) \tag{3.2}
\end{align*}
$$

Since $\mathrm{E}\left[\mathrm{E}\left[\widehat{\pi}\left(x ; \lambda_{n}\right) \mid \Theta\right]\right]=\frac{1}{\lambda_{n}} \mathrm{E}\left[K\left(\frac{x-\Theta}{\lambda_{n}}\right)\right]$, we know $\mathrm{E}\left[\widehat{\pi}\left(x ; \lambda_{n}\right)\right]=\frac{1}{\lambda_{n}} \mathrm{E}\left[K\left(\frac{x-\Theta}{\lambda_{n}}\right)\right]$. Thus, we know that the expected value of $\widehat{\pi}(x)$ is the same as the ordinary kernel density.

With this result, we are now ready to investigate the bias term. Using a result from [29] by Wand and Jones, we can show:

$$
\begin{aligned}
\operatorname{bias}\left(\widehat{\pi}\left(x ; \lambda_{n}\right)\right) & =\frac{\lambda_{n}^{2}}{2} \pi^{\prime \prime}(x) \int y^{2} K(y) d y+\mathcal{O}\left(\lambda_{n}^{2}\right) \\
\left(\operatorname{bias}\left(\widehat{\pi}\left(x ; \lambda_{n}\right)\right)\right)^{2} & =\frac{\lambda_{n}^{4}}{4}\left(\pi^{\prime \prime}(x)\right)^{2}\left(\int y^{2} K(y) d y\right)^{2}+\frac{\lambda_{n}^{2}}{2} \pi^{\prime \prime}(x)\left(\mathcal{O}\left(\lambda_{n}^{2}\right)\right) \int y^{2} K(y) d y+\mathcal{O}\left(\lambda_{n}^{4}\right) \\
& =\frac{\lambda_{n}^{4}}{4}\left(\pi^{\prime \prime}(x)\right)^{2}\left(\int y^{2} K(y) d y\right)^{2}+\mathcal{O}\left(\lambda_{n}^{4}\right) \\
\int\left(\operatorname{bias}\left(\widehat{\pi}\left(x ; \lambda_{n}\right)\right)\right)^{2} d x & =\int\left(\frac{\lambda_{n}^{4}}{4}\left(\pi^{\prime \prime}(x)\right)^{2}\left(\int y^{2} K(y) d y\right)^{2}+\mathcal{O}\left(\lambda_{n}^{4}\right)\right) d x \\
& =\frac{\lambda_{n}^{4}}{4}\left(\int y^{2} K(y) d y\right)^{2} \int\left(\pi^{\prime \prime}(x)\right)^{2} d x+\int \mathcal{O}\left(\lambda_{n}^{4}\right) d x
\end{aligned}
$$

Thus, we have:

$$
\begin{equation*}
\int\left(\operatorname{bias}\left(\widehat{\pi}\left(x ; \lambda_{n}\right)\right)\right)^{2} d x=\frac{\lambda_{n}^{4}}{4}\left(\int y^{2} K(x) d x\right)^{2} \int\left(\pi^{\prime \prime}(x)\right)^{2} d x+\int \mathcal{O}\left(\lambda_{n}^{4}\right) d x=\mathcal{O}\left(\lambda_{n}^{4}\right) \tag{3.3}
\end{equation*}
$$

Next, we need to find $\operatorname{Var}\left\{\widehat{\pi}\left(x ; \lambda_{n}\right)\right\}$ and integrate.

$$
\begin{aligned}
\operatorname{Var}\left\{\widehat{\pi}\left(x ; \lambda_{n}\right)\right\} & =\operatorname{Var}\left\{\frac{1}{n \lambda_{n}} \sum_{j=1}^{n} K^{*}\left(\frac{x-\tilde{\theta}_{j}}{\lambda_{n}}\right)\right\} \\
& =\frac{1}{n^{2} \lambda_{n}^{2}} \operatorname{Var}\left\{\sum_{j=1}^{n} K^{*}\left(\frac{x-\widetilde{\theta_{j}}}{\lambda_{n}}\right)\right\} \\
& =\frac{1}{n^{2} \lambda_{n}^{2}}\left[\sum_{j=1}^{n} \operatorname{Var}\left\{K^{*}\left(\frac{x-\widetilde{\theta}_{j}}{\lambda_{n}}\right)\right\}+2 \sum_{j<k} \operatorname{Cov}\left\{K^{*}\left(\frac{x-\widetilde{\theta}_{j}}{\lambda_{n}}\right), K^{*}\left(\frac{x-\widetilde{\theta_{k}}}{\lambda_{n}}\right)\right\}\right] \\
& =\frac{1}{n \lambda_{n}^{2}} \operatorname{Var}\left\{K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right\}+\frac{2}{n \lambda_{n}^{2}} \operatorname{Cov}\left\{K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right), K^{*}\left(\frac{x-\widetilde{\theta_{2}}}{\lambda_{n}}\right)\right\},
\end{aligned}
$$

since $\widetilde{\theta_{j}}$ 's are identically distributed, and for $j$ and $k$ satisfying $|k-j|>1$, we know $\widetilde{\theta_{j}}$ is independent of $\widetilde{\theta_{k}}$. Thus, we have

$$
\operatorname{Cov}\left\{K^{*}\left(\frac{x-\widetilde{\theta}_{j}}{\lambda_{n}}\right), K^{*}\left(\frac{x-\widetilde{\theta_{k}}}{\lambda_{n}}\right)\right\}=0 \quad \text { for } j \text { and } k \text { satisfying }|k-j|>1
$$

Now, we will explore the integral $\frac{1}{n \lambda_{n}^{2}} \operatorname{Var}\left\{K^{*}\left(\frac{x-\tilde{\theta}_{1}}{\lambda_{n}}\right)\right\}$ in equation (3.4):

$$
\begin{align*}
\int \frac{1}{n \lambda_{n}^{2}} \operatorname{Var}\left\{K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right\} d x & =\int \frac{1}{n \lambda_{n}^{2}} \mathrm{E}\left[\left(K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right)^{2}\right]-\frac{1}{n \lambda_{n}^{2}}\left(\mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right]\right)^{2} d x \\
& =\frac{1}{n \lambda_{n}^{2}} \mathrm{E}\left[\int\left(K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right)^{2} d x\right]-\frac{1}{n \lambda_{n}^{2}} \int\left(\mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right]\right)^{2} d x \tag{3.5}
\end{align*}
$$

Next, we will show the second term in equation (3.5) is as follows:

$$
\frac{1}{n \lambda_{n}^{2}} \int\left(\mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta}_{1}}{\lambda_{n}}\right)\right]\right)^{2} d x=\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t
$$

Proof.

$$
\begin{aligned}
\frac{1}{n \lambda_{n}^{2}} \int\left(\mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right]\right)^{2} d x & =\frac{1}{n \lambda_{n}^{2}} \int\left(\mathrm{E}\left[K^{*}\left(\frac{x-\left(\Theta+X_{1}\right)}{\lambda_{n}}\right)\right]\right)^{2} d x \\
& =\frac{1}{n \lambda_{n}^{2}} \int\left(\iint K^{*}\left(\frac{x-(u+v)}{\lambda_{n}}\right) f_{\theta ; X_{1}}(u, v) d u d v\right)^{2} d x
\end{aligned}
$$

Using $\theta$ independent of $X_{1}$

$$
\begin{aligned}
& =\frac{1}{n \lambda_{n}^{2}} \int\left(\iint K^{*}\left(\frac{x-(u+v)}{\lambda_{n}}\right) \pi(u) f_{X_{1}}(v) d u d v\right)^{2} d x \\
& =\frac{1}{n \lambda_{n}^{2}} \int\left(\iint \frac{1}{2 \pi} \int e^{-i y\left(\frac{x-(u+v)}{\lambda_{n}}\right)} \frac{\phi_{K}(y)}{\phi_{X_{1}}\left(\frac{y}{\lambda_{n}}\right)} d y \pi(u) f_{X_{1}}(v) d u d v\right)^{2} d x \\
& =\frac{1}{n \lambda_{n}^{2}} \int\left(\iint \frac{1}{2 \pi} \int e^{i y\left(\frac{u+v-x}{\lambda_{n}}\right)} \frac{\phi_{K}(y)}{\phi_{X_{1}}\left(\frac{y}{\lambda_{n}}\right)} \pi(u) f_{X_{1}}(v) d y d u d v\right)^{2} d x \\
& =\frac{1}{n \lambda_{n}^{2}} \int\left(\iint \frac{1}{2 \pi} \int e^{i y\left(\frac{u+v-x}{\lambda_{n}}\right)} \frac{\phi_{K}(y)}{\phi_{X_{1}}\left(\frac{y}{\lambda_{n}}\right)} \pi(u) f_{X_{1}}(v) d u d v d y\right)^{2} d x \\
& =\frac{1}{n \lambda_{n}^{2}} \int\left(\int \frac{1}{2 \pi} e^{i y\left(\frac{-x}{\lambda_{n}}\right)} \frac{\phi_{K}(y)}{\phi_{X_{1}}\left(\frac{y}{\lambda_{n}}\right)} \int e^{i y\left(\frac{u}{\lambda_{n}}\right)} \pi(u) d u \int e^{i y\left(\frac{v}{\lambda_{n}}\right)} f_{X_{1}}(v) d v d y\right)^{2} d x \\
& =\frac{1}{n \lambda_{n}^{2}} \int\left(\int \frac{1}{2 \pi} e^{i y\left(\frac{-x}{\lambda_{n}}\right)} \frac{\phi_{K}(y)}{\phi_{X_{1}}\left(\frac{y}{\lambda_{n}}\right)} \phi_{\theta}\left(\frac{y}{\lambda_{n}}\right) \phi_{X_{1}}\left(\frac{y}{\lambda_{n}}\right) d y\right)^{2} d x \\
& =\frac{1}{n \lambda_{n}^{2}} \int\left(\int \frac{1}{2 \pi} e^{i y\left(\frac{-x}{\lambda_{n}}\right)} \phi_{\phi_{K}(y) \phi_{\theta}}\left(\frac{y}{\lambda_{n}}\right) d y\right)^{2} d x
\end{aligned}
$$

Let $t=\frac{y}{\lambda_{n}}$ and $w=\frac{x}{2 \pi}$, then $d t=\frac{1}{\lambda_{n}} d y$ and $d w=\frac{1}{2 \pi} d x$, and we get:

$$
\begin{aligned}
\frac{1}{n \lambda_{n}^{2}} \int\left(\mathrm{E}\left[K^{*}\left(\frac{x-\tilde{\theta}_{1}}{\lambda_{n}}\right)\right]\right)^{2} d x & =\frac{1}{n \lambda_{n}^{2}} \int\left(\int \frac{1}{2 \pi} e^{-2 \pi w t i} \phi_{K}\left(t \lambda_{n}\right) \phi_{\theta}(t) \lambda_{n} d t\right)^{2} 2 \pi d w \\
& =\frac{1}{2 \pi n} \int\left(\int e^{-2 \pi w t i} \phi_{K}\left(t \lambda_{n}\right) \phi_{\theta}(t) d t\right)^{2} d w
\end{aligned}
$$

Using Plancherel's Theorem:

Thus,

$$
\begin{aligned}
& =\frac{1}{2 \pi n} \int\left|\phi_{K}\left(t \lambda_{n}\right) \phi_{\theta}(t)\right|^{2} d t \\
& =\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(t \lambda_{n}\right)\left|\phi_{\theta}(t)\right|^{2} d t
\end{aligned}
$$

$$
\frac{1}{n \lambda_{n}^{2}} \int\left(\mathrm{E}\left[K^{*}\left(\frac{x-\tilde{\theta}_{1}}{\lambda_{n}}\right)\right]\right)^{2} d x=\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t
$$

Similarly, one can show using Plancherel's Theorem and the substitution $t=\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}$ :

$$
\begin{equation*}
\frac{1}{n \lambda_{n}^{2}} \int\left(K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right)^{2} d x=\frac{1}{2 \pi \lambda_{n} n} \int \frac{\phi_{K}^{2}(t)}{\left|\phi_{X_{1}}\left(\frac{t}{\lambda_{n}}\right)\right|^{2}} d t \tag{3.6}
\end{equation*}
$$

Notice that the right hand side does not depend on $\widetilde{\theta_{1}}$. So equation (3.5) now becomes:

$$
\int \frac{1}{n \lambda_{n}^{2}} \operatorname{Var}\left\{K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right\} d x=\frac{1}{2 \pi \lambda_{n} n} \int \frac{\phi_{K}^{2}(t)}{\left|\phi_{X_{1}}\left(\frac{t}{\lambda_{n}}\right)\right|^{2}} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t
$$

One can show by definition of $X_{1}$ that $\phi_{X_{1}}(u)=\phi_{\epsilon_{1}}(u) \phi_{\epsilon_{0}}(-u)$ which gives us:

$$
=\frac{1}{2 \pi \lambda_{n} n} \int \frac{\phi_{K}^{2}(t)}{\left|\phi_{\epsilon_{1}}\left(\frac{t}{\lambda_{n}}\right) \phi_{\epsilon_{0}}\left(\frac{-t}{\lambda_{n}}\right)\right|^{2}} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t
$$

Now, we will work on the integral of the covariate term of equation (3.4):

$$
\begin{aligned}
\operatorname{Cov}\left\{K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right), K^{*}\left(\frac{x-\widetilde{\theta_{2}}}{\lambda_{n}}\right)\right\} & =\mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right) K^{*}\left(\frac{x-\widetilde{\theta_{2}}}{\lambda_{n}}\right)\right]-\mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right] \mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{2}}}{\lambda_{n}}\right)\right] \\
& =\mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right) K^{*}\left(\frac{x-\widetilde{\theta_{2}}}{\lambda_{n}}\right)\right]-\left(\mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right]\right)^{2}
\end{aligned}
$$

since $\widetilde{\theta}_{i}$ are identically distributed.

$$
\leq \mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right) K^{*}\left(\frac{x-\widetilde{\theta_{2}}}{\lambda_{n}}\right)\right]
$$

First we will define the following notation: let $d \vec{z}=d z d a d b d c$. So,

$$
\begin{aligned}
& \frac{2}{n \lambda_{n}^{2}} \int \mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right) K^{*}\left(\frac{x-\widetilde{\theta_{2}}}{\lambda_{n}}\right)\right] d x=\frac{2}{n \lambda_{n}^{2}} \int \mathrm{E}\left[K^{*}\left(\frac{x-\left(\theta+\epsilon_{1}-\epsilon_{0}\right)}{\lambda_{n}}\right) K^{*}\left(\frac{x-\left(\theta+\epsilon_{2}-\epsilon_{1}\right)}{\lambda_{n}}\right)\right] d x \\
& =\frac{2}{n \lambda_{n}^{2}} \int \cdots \int K^{*}\left(\frac{x-(z+b-a)}{\lambda_{n}}\right) K^{*}\left(\frac{x-(z+c-b)}{\lambda_{n}}\right) f_{\Theta ; \epsilon_{0} ; \epsilon_{1} ; \epsilon_{2}\left(z_{1}, z_{2}, z_{3}, z_{4}\right) d \vec{z} d x}=\frac{2}{n \lambda_{n}^{2}} \int \cdots \int K^{*}\left(\frac{x-(z+b-a)}{\lambda_{n}}\right) K^{*}\left(\frac{x-(z+c-b)}{\lambda_{n}}\right) \pi(z) f_{\epsilon_{0}}(a) f_{\epsilon_{1}}(b) f_{\epsilon_{2}}(c) d \vec{z} d x \\
& =\frac{2}{n \lambda_{n}^{2}} \int \cdots \int \frac{1}{2 \pi} \int e^{-i y_{1}\left(\frac{x-(z+b-a)}{\lambda_{n}}\right)} \frac{\phi_{K}\left(y_{1}\right)}{\phi_{X_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right)} d y_{1} \frac{1}{2 \pi} \int e^{-i y_{2}\left(\frac{x-(z+c-b)}{\lambda_{n}}\right)} \frac{\phi_{K}\left(y_{2}\right)}{\phi_{X_{1}}\left(\frac{y_{2}}{\lambda_{n}}\right)} d y_{2} \pi(z) f_{\epsilon_{0}}(a) f_{\epsilon_{1}}(b) f_{\epsilon_{2}}(c) d \vec{z} d x \\
& =\frac{1}{2 \pi^{2} n \lambda_{n}^{2}} \int \cdots \int e^{i y_{1}\left(\frac{z+b-a-x}{\lambda_{n}}\right)} \frac{\phi_{K}\left(y_{1}\right)}{\phi_{X_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right)} e^{i y_{2}\left(\frac{z+c-b-x}{\lambda_{n}}\right)} \frac{\phi_{K}\left(y_{2}\right)}{\left.\phi_{X_{1}} \frac{y_{2}}{\lambda_{n}}\right)} \pi(z) f_{\epsilon_{0}}(a) f_{\epsilon_{1}}(b) f_{\epsilon_{2}}(c) d y_{1} d y_{2} d \vec{z} d x \\
& =\frac{1}{2 \pi^{2} n \lambda_{n}^{2}} \int \cdots \int e^{i y_{1}\left(\frac{z+b-a-x}{\lambda_{n}}\right)} \frac{\phi_{K}\left(y_{1}\right)}{\phi_{X_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right)} e^{i y_{2}\left(\frac{z+c-b-x}{\lambda_{n}}\right)} \frac{\phi_{K}\left(y_{2}\right)}{\phi_{X_{1}}\left(\frac{y_{2}}{\lambda_{n}}\right)} \pi(z) f_{\epsilon_{0}}(a) f_{\epsilon_{1}}(b) f_{\epsilon_{2}}(c) d \vec{z} d y_{2} d x
\end{aligned}
$$

Now we can seperate the different integrals of $a, b, c$, and $z$ and write them as characteristic equations:

$$
=\frac{1}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{X_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{X_{1}}\left(\frac{y_{2}}{\lambda_{n}}\right)} \phi_{\Theta}\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) \phi_{\epsilon_{0}}\left(\frac{-y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{y_{1}-y_{2}}{\lambda_{n}}\right) \phi_{\epsilon_{2}}\left(\frac{y_{2}}{\lambda_{n}}\right) e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x
$$

Usine $\phi_{X_{1}}(u)=\phi_{\epsilon_{1}}(u) \phi_{\epsilon_{0}}(-u)$ we have,

$$
\begin{aligned}
& =\frac{1}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{0}}\left(\frac{-y_{1}}{\lambda_{n}}\right) \phi_{X_{1}}\left(\frac{y_{2}}{\lambda_{n}}\right)} \phi_{\Theta}\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) \phi_{\epsilon_{0}}\left(\frac{-y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{y_{1}-y_{2}}{\lambda_{n}}\right) \phi_{\epsilon_{2}}\left(\frac{y_{2}}{\lambda_{n}}\right) e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) d y_{1} d y_{2} d x} \\
& =\frac{1}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{y_{2}}{\lambda_{n}}\right) \phi_{\epsilon_{0}}\left(\frac{-y_{2}}{\lambda_{n}}\right)} \phi_{\Theta}\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{y_{1}-y_{2}}{\lambda_{n}}\right) \phi_{\epsilon_{2}}\left(\frac{y_{2}}{\lambda_{n}}\right) e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) d y_{1} d y_{2} d x}
\end{aligned}
$$

But the characteristic equations of the $\epsilon_{i}$ 's are the same since they are i.i.d. So,

$$
=\frac{1}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)} \phi_{\Theta}\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{y_{1}-y_{2}}{\lambda_{n}}\right) e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x
$$

Thus, we have:

$$
\frac{2}{n \lambda_{n}^{2}} \int \mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right) K^{*}\left(\frac{x-\widetilde{\theta_{2}}}{\lambda_{n}}\right)\right] d x=
$$

$$
\begin{equation*}
\frac{1}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)} \phi_{\Theta}\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{y_{1}-y_{2}}{\lambda_{n}}\right) e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x \tag{3.7}
\end{equation*}
$$

Now let $Y_{1}=e^{i \epsilon_{1}\left(\frac{y_{1}}{\lambda_{n}}\right)}$ and $Y_{2}=e^{i \epsilon_{1}\left(\frac{-y_{2}}{\lambda_{n}}\right)}$, then:

$$
\phi_{\epsilon_{1}}\left(\frac{y_{1}-y_{2}}{\lambda_{n}}\right)=\mathrm{E}\left[e^{i \epsilon_{1}\left(\frac{y_{1}-y_{2}}{\lambda_{n}}\right)}\right]=\mathrm{E}\left[Y_{1} Y_{2}\right]
$$

using definition of covariance, we get:

$$
\begin{aligned}
\mathrm{E}\left[Y_{1} Y_{2}\right] & =\rho_{Y_{1}, Y_{2}} \sigma_{Y_{1}} \sigma_{Y_{2}}+\mathrm{E}\left[Y_{1}\right] \mathrm{E}\left[Y_{2}\right] \\
& =\sigma_{Y_{1}} \sigma_{Y_{2}}+\mathrm{E}\left[Y_{1}\right] \mathrm{E}\left[Y_{2}\right]
\end{aligned}
$$

since $Y_{1}$ and $Y_{2}$ are functions of $\epsilon_{1}$, we know by definition:

$$
=\sigma_{Y_{1}} \sigma_{Y_{2}}+\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)
$$

Using this in equation (3.7), we get:

$$
\begin{aligned}
& \frac{1}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)} \phi_{\Theta}\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{y_{1}-y_{2}}{\lambda_{n}}\right) e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x= \\
& =\frac{1}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)} \phi_{\Theta}\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)\left[\sigma_{Y_{1}} \sigma_{Y_{2}}+\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)\right] e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) d y_{1} d y_{2} d x} \\
& =\frac{1}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)} \phi_{\Theta}\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) \sigma_{Y_{1}} \sigma_{Y_{2}} e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x \\
& \quad+\frac{1}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)} \phi_{\Theta}\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right) e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) d y_{1} d y_{2} d x} \\
& =\frac{\sigma_{Y_{1}} \sigma_{Y_{2}}^{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)} \phi_{\Theta}\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x}{\quad+\frac{1}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right) \phi_{\Theta}\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x}
\end{aligned}
$$

But since $\pi(x)$ is bounded, there exists a $c$ such that $\phi_{\Theta} \leq c$
$\leq \frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)} e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right) e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x$
$=\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)} e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int\left(\int \phi_{K}\left(y_{1}\right) e^{i x\left(\frac{y_{1}}{\lambda_{n}}\right)} d y_{1}\right)^{2} d x$
Using Plancherel's Theorem,
$=\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)} e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1}$
So we have established the following bound on the variance term of the MISE for $\widehat{\pi}\left(x ; \lambda_{n}\right)$ :
$\int \operatorname{Var}\left\{\widehat{\pi}\left(x ; \lambda_{n}\right)\right\} d x \leq \frac{1}{2 \pi \lambda_{n} n} \int \frac{\phi_{K}^{2}(t)}{\left|\phi_{\epsilon_{1}}\left(\frac{t}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-t}{\lambda_{n}}\right)\right|^{2}} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t$

$$
\begin{equation*}
+\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\phi_{\epsilon_{1}}\left(\frac{y_{1}}{\lambda_{n}}\right) \phi_{\epsilon_{1}}\left(\frac{-y_{2}}{\lambda_{n}}\right)} e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1} \tag{3.8}
\end{equation*}
$$

With equation (3.3) and (3.8), we have established an upper bound for the MISE given in equation (3.1).

### 3.2 Cases of MISE for Smooth and Supersmooth Assumptions

In this section, we will consider two different cases: $\epsilon_{1}$ follows an ordinary smooth distribution and a super smooth distribution. We will show the upper bound given in equation (3.8) converges to zero with the appropriate selection of bandwidth. This will show the MISE given in equation (3.1) of our deconvolution kernel denstiy estimator goes to zero as $n$ gets large.

### 3.2.1 Case 1: Ordinary Smooth Distribution

We will assume that $\epsilon_{1}$ follows an ordinary smooth distribution. This means $\phi_{\epsilon_{1}}(t)$ satisfies:

$$
\begin{equation*}
d_{0}|t|^{-\beta} \leq\left|\phi_{\epsilon_{1}}(t)\right| \leq d_{1}|t|^{-\beta} \quad \text { as } t \rightarrow \infty \tag{3.9}
\end{equation*}
$$

for some positive constants $d_{0}, d_{1}$, and $\beta$. Using this assumption, we will find the upper bound of the variance term of the MISE for $\widehat{\pi}\left(x ; \lambda_{n}\right)$ with the assumption that $\epsilon_{1}$ follows an ordinary smooth distribution and get:

$$
\begin{aligned}
\int \operatorname{Var}\left\{\widehat{\pi}\left(x ; \lambda_{n}\right)\right\} d x \leq & \frac{1}{2 \pi \lambda_{n} n} \int \frac{\phi_{K}^{2}(t)}{\left.\left.\left|d_{0}\right| \frac{t}{\lambda_{n}}\right|^{-\beta} d_{0}\left|\frac{-t}{\lambda_{n}}\right|^{-\beta}\right|^{2}} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t \\
& +\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{d_{0}\left|\frac{y_{1}}{\lambda_{n}}\right|^{-\beta} d_{0}\left|\frac{-y_{2}}{\lambda_{n}}\right|^{-\beta}} e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1} \\
= & \frac{1}{2 d_{0}^{2} \pi \lambda_{n} n} \int \frac{\phi_{K}^{2}(t)}{\left|\frac{t}{\lambda_{n}}\right|^{-4 \beta}} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t \\
& +\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 d_{0}^{2} \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{\left|\frac{y_{1}}{\lambda_{n}}\right|^{-\beta}\left|\frac{y_{2}}{\lambda_{n}}\right|^{-\beta}} e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right)} d y_{1} d y_{2} d x+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1} \\
= & \frac{1}{2 d_{0}^{2} \pi \lambda_{n} n} \int \frac{\phi_{K}^{2}(t)}{\left|\frac{t}{\lambda_{n}}\right|^{-4 \beta}} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t \\
= & \frac{1}{2 d_{0}^{2} \pi \lambda_{n} n} \int \frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 d_{0}^{2} \pi^{2} n \lambda_{n}^{2}} \int\left(\int \frac{\phi_{K}\left(y_{1}\right)}{\left.\left|\frac{y_{1}}{\lambda_{n}}\right|^{-\beta} e^{i x\left(\frac{y_{1}}{\lambda_{n}}\right)} d y_{1}\right)^{2} d x+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1}} \left\lvert\, \begin{array}{rl}
\left|\frac{t}{\lambda_{n}}\right|^{-4 \beta} \\
& +\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}^{2}}{2 d_{0}^{2} \pi^{2} n \lambda_{n}^{2}} \int \frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t \\
\left|\frac{t}{\lambda_{n}}\right|^{-2 \beta}
\end{array} d x+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1}\right.\right.
\end{aligned}
$$

the line above is a result of using Plancherel's Theorm. Therefore, we now have:

$$
\begin{align*}
& \int \operatorname{Var}\left\{\widehat{\pi}\left(x ; \lambda_{n}\right)\right\} d x \leq \frac{1}{2 d_{0}^{2} \pi \lambda_{n} n} \int \frac{\phi_{K}^{2}(t)}{\left|\frac{t}{\lambda_{n}}\right|^{-4 \beta}} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t \\
& +\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 d_{0}^{2} \pi^{2} n \lambda_{n}^{2}} \int \frac{\phi_{K}^{2}(t)}{\left|\frac{t}{\lambda_{n}}\right|^{-2 \beta}} d x+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1} \\
& =\frac{1}{2 d_{0}^{2} \pi \lambda_{n}^{1+4 \beta} n} \int \phi_{K}^{2}(t) t^{4 \beta} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t \\
& +\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 d_{0}^{2} \pi^{2} n \lambda_{n}^{2(1+\beta)}} \int \phi_{K}^{2}(t) t^{2 \beta} d t+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1} \\
& =\frac{1}{n \lambda_{n}^{1+4 \beta}} \mathcal{O}(1)-\frac{1}{n} \mathcal{O}(1)+\frac{1}{n \lambda_{n}^{2(1+\beta)}} \mathcal{O}(1)+\frac{1}{n \lambda_{n}^{2}} \mathcal{O}(1) \\
& \leq\left\{\begin{array}{cl}
{\left[\frac{2}{n \lambda_{n}^{1+4 \beta}}-\frac{1}{n}+\frac{1}{n \lambda_{n}^{2}}\right] \mathcal{O}(1)} & \text { for } \beta \leq \frac{1}{2} \\
{\left[\frac{2}{n \lambda_{n}^{2(1+\beta)}}-\frac{1}{n}+\frac{1}{n \lambda_{n}^{2}}\right] \mathcal{O}(1)} & \text { for } \beta>\frac{1}{2}
\end{array}\right. \tag{3.10}
\end{align*}
$$

We want equation (3.10) to go to zero for all values of $\beta$. We will let $\lambda_{n}=n^{-\frac{a}{2}} \mathbb{1}_{\left(0, \frac{1}{2}\right]}(\beta)+n^{-b} \mathbb{1}_{\left[\frac{1}{2}, \infty\right)}(\beta)$, where $a$ and $b$ are chosen so that $0<a<\frac{1}{1+4 \beta}$ and $0<b<\frac{1}{2(1+\beta)}$, and we will focus on both the first and third terms in equation (3.10), for thier respective values of $\beta$. We will show they go to zero with the choice of $a$ and $b$. For $\beta \in\left(0, \frac{1}{2}\right]$, we have:

$$
\begin{aligned}
\frac{2}{n \lambda_{n}^{1+4 \beta}} & =\frac{2}{n\left(n^{-\frac{a}{2}}\right)^{1+4 \beta}} & \text { and } & \frac{1}{n \lambda_{n}^{2}}
\end{aligned}=\frac{1}{n\left(n^{-\frac{a}{2}}\right)^{2}}
$$

It is easy to see by the choice of $a$ that $1-\frac{a(1+4 \beta)}{2}>0$ and $1-a>0$. Let $\omega_{1}=1-\frac{a(1+4 \beta)}{2}$ and $\omega_{2}=1-a$. Then:

$$
\begin{aligned}
\int \operatorname{Var}\left\{\widehat{\pi}\left(x ; \lambda_{n}\right)\right\} d x & \leq k\left[\frac{2}{n \lambda_{n}^{1+4 \beta}}-\frac{1}{n}+\frac{1}{n \lambda_{n}^{2}}\right] \\
& =o\left(n^{-\omega_{1}}\right)-\mathcal{O}\left(n^{-1}\right)+o\left(n^{-\omega_{2}}\right)=o\left(n^{-\omega_{a}}\right)
\end{aligned}
$$

where $-\omega_{a}=\max \left\{-\omega_{1},-1, \omega_{2}\right\}$.
Now to consider the case: $\beta \in\left[\frac{1}{2}, \infty\right)$ :

$$
\begin{aligned}
\frac{2}{n \lambda_{n}^{2(1+\beta)}} & =\frac{2}{n\left(n^{-b}\right)^{2(1+\beta)}} & \text { and } & \frac{1}{n \lambda_{n}^{2}}
\end{aligned}=\frac{1}{n\left(n^{-b}\right)^{2}}
$$

It is easy to see by the choice of $b$ that $1-2 b(1+\beta)>0$ and $1-2 b>0$. Let $\omega_{3}=1-2 b(1+\beta)$ and $\omega_{4}=1-2 b$. Then:

$$
\begin{aligned}
\int \operatorname{Var}\left\{\widehat{\pi}\left(x ; \lambda_{n}\right)\right\} d x & \leq k\left[\frac{2}{n \lambda_{n}^{2(1+\beta)}}-\frac{1}{n}+\frac{1}{n \lambda_{n}^{2}}\right] \\
& =o\left(n^{-\omega_{3}}\right)-O\left(n^{-1}\right)+o\left(n^{-\omega_{4}}\right)=o\left(n^{-\omega_{b}}\right)
\end{aligned}
$$

where $-\omega_{b}=\max \left\{-\omega_{3},-1, \omega_{4}\right\}$. If $\lambda_{n}=n^{-\frac{a}{2}} \mathbb{1}_{\left(0, \frac{1}{2}\right]}(\beta)+n^{-b} \mathbb{1}_{\left[\frac{1}{2}, \infty\right)}(\beta)$, where $a$ and $b$ are chosen so that $0<a<\frac{1}{1+4 \beta}$ and $0<b<\frac{1}{2(1+\beta)}$. Then we have that:

$$
\begin{equation*}
\int \operatorname{Var}\left\{\widehat{\pi}\left(x ; \lambda_{n}\right)\right\} d x \leq o\left(n^{-\omega_{a}}\right) \mathbb{1}_{\left(0, \frac{1}{2}\right]}(\beta)+o\left(n^{-\omega_{b}}\right) \mathbb{1}_{\left[\frac{1}{2}, \infty\right)}(\beta) \tag{3.11}
\end{equation*}
$$

Finally when $\epsilon_{1}$ follows a smooth distribution and for $\lambda_{n}=n^{-\frac{a}{2}} \mathbb{1}_{\left(0, \frac{1}{2}\right]}(\beta)+n^{-b} \mathbb{1}_{\left[\frac{1}{2}, \infty\right)}(\beta)$, where $a$ and $b$ are chosen so that $0<a<\frac{1}{1+4 \beta}$ and $0<b<\frac{1}{2(1+\beta)}$, we have from equation (3.3) and (3.11):

$$
\operatorname{MISE}\left\{\widehat{\pi}\left(\cdot ; \lambda_{n}\right)\right\}=o\left(n^{-\omega_{a}}\right) \mathbb{1}_{\left(0, \frac{1}{2}\right]}(\beta)+o\left(n^{-\omega_{b}}\right) \mathbb{1}_{\left[\frac{1}{2}, \infty\right)}(\beta)+o\left(\lambda_{n}^{4}\right)
$$

### 3.2.2 Case 2: Supersmooth Distribution

We will assume that $\epsilon_{1}$ follows a super smooth distribution. This means $\phi_{\epsilon_{1}}(t)$ satisfies:

$$
\begin{equation*}
d_{0}|t|^{\beta_{0}} \exp \left(\frac{-|t|^{\beta}}{\gamma}\right) \leq\left|\phi_{\epsilon_{1}}(t)\right| \leq d_{1}|t|^{\beta_{1}} \exp \left(\frac{-|t|^{\beta}}{\gamma}\right) \quad \text { as } t \rightarrow \infty \tag{3.12}
\end{equation*}
$$

for some positive constants $d_{0}, d_{1}, \gamma$ and $\beta$ and constants $\beta_{0}$ and $\beta_{1}$. Using this assumption, we will find the upper bound of the variance term of the MISE for $\widehat{\pi}\left(x ; \lambda_{n}\right)$ with the assumption that $\epsilon_{1}$ follows an supersmooth distribution and get:

$$
\begin{aligned}
& \int \operatorname{Var}\left\{\widehat{\pi}\left(x ; \lambda_{n}\right)\right\} d x \leq \frac{1}{2 \pi \lambda_{n} n} \int \frac{\phi_{K}^{2}(t)}{\left.\left.\left|d_{0}\right| \frac{t}{\lambda_{n}}\right|^{\beta_{0}} \exp \left(\frac{-\mid t t^{\beta}}{\gamma \lambda_{n}^{\beta}}\right) d_{0}\left|\frac{-t}{\lambda_{n}}\right|^{\beta_{0}} \exp \left(\frac{-|-t|^{\beta}}{\gamma \lambda_{n}^{\beta}}\right)\right|^{2}} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t \\
&+\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 \pi^{2} n \lambda_{n}^{2}} \iiint \frac{\phi_{K}\left(y_{1}\right) \phi_{K}\left(y_{2}\right)}{d_{0}\left|\frac{y_{1}}{\lambda_{n}}\right|^{\beta_{0}} \exp \left(\frac{-\mid y_{1} \beta^{\beta}}{\gamma \lambda_{n}^{\beta}}\right) d_{0}\left|\frac{-y_{2}}{\lambda_{n}}\right|^{\beta_{0}} \exp \left(\frac{-\left|-y_{2}\right|^{\beta}}{\gamma \lambda_{n}^{\beta}}\right)} e^{i x\left(\frac{y_{1}+y_{2}}{\lambda_{n}}\right) d y_{1} d y_{2} d x} \\
& \quad+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1} \\
&= \frac{1}{2 \pi \lambda_{n} n} \int \frac{\phi_{K}^{2}(t)}{\left.\left.\left|d_{0}^{2}\right| \frac{t}{\lambda_{n}}\right|^{2 \beta_{0}} \exp ^{2 \beta^{\prime}}\left(\frac{-2 \mid t \beta^{\beta}}{\gamma \lambda_{n}^{\beta}}\right)\right|^{2} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t} \\
&+\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 \pi^{2} n \lambda_{n}^{2}} \int\left(\int \frac{\phi_{K}\left(y_{1}\right)}{d_{0}\left|\frac{y_{1}}{\lambda_{n}}\right|^{\beta_{0}} \exp \left(\frac{-\left|y_{1}\right|^{\beta}}{\gamma \lambda_{n}^{\beta}}\right)} e^{i x\left(\frac{y_{1}}{\lambda_{n}}\right)} d y_{1}\right)^{2} d x+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1}
\end{aligned}
$$

Using Plancherel's Theorem, we have:

$$
\begin{aligned}
= & \frac{1}{2 \pi \lambda_{n} n} \int \frac{\phi_{K}^{2}(t)}{\left.\left.\left|d_{0}^{4}\right| \frac{t}{\lambda_{n}}\right|^{4 \beta_{0}} \exp \left(\frac{-4|t|^{\beta}}{\gamma \lambda_{n}^{\beta}}\right) \right\rvert\,} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t \\
& +\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 \pi^{2} n \lambda_{n}^{2}} \int \frac{\phi_{K}^{2}(t)}{d_{0}^{2}\left|\frac{t}{\lambda_{n}}\right|^{2 \beta_{0}} \exp \left(\frac{-2|t| \beta^{\beta}}{\gamma \lambda \lambda_{n}^{\beta}}\right)} d t+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1} \\
= & \frac{1}{2 d_{0}^{4} \pi \lambda_{n}^{1-4 \beta_{0}} n} \int \phi_{K}^{2}(t) \exp \left(\frac{4|t|^{\beta}}{\gamma \lambda_{n}^{\beta}}\right)|t|^{-4 \beta_{0}} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t \\
& \quad+\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 d_{0}^{2} \pi^{2} n \lambda_{n}^{2-2 \beta_{0}}} \int \phi_{K}^{2}(t) \exp \left(\frac{2|t|^{\beta}}{\gamma \lambda_{n}^{\beta}}\right)|t|^{-2 \beta_{0}} d t+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1}
\end{aligned}
$$

But we can bound $\exp \left(c|t|^{\beta}\right)$, where $c$ is considered a positive constant, by $\exp \left(c|T|^{\beta}\right)$. Thus we have that:

$$
\begin{aligned}
\int \operatorname{Var}\left\{\widehat{\pi}\left(x ; \lambda_{n}\right)\right\} d x \leq & \frac{1}{2 d_{0}^{4} \pi \lambda_{n}^{1-4 \beta_{0}} n} \exp \left(\frac{4|T|^{\beta}}{\gamma \lambda_{n}^{\beta}}\right) \int \phi_{K}^{2}(t)|t|^{-4 \beta_{0}} d t-\frac{1}{2 \pi n} \int \phi_{K}^{2}\left(\lambda_{n} t\right)\left|\phi_{\theta}(t)\right|^{2} d t \\
& \quad+\frac{c \sigma_{Y_{1}} \sigma_{Y_{2}}}{2 d_{0}^{2} \pi^{2} n \lambda_{n}^{2-2 \beta_{0}}} \exp \left(\frac{2|T|^{\beta}}{\gamma \lambda_{n}^{\beta}}\right) \int \phi_{K}^{2}(t)|t|^{-2 \beta_{0}} d t+\frac{c}{2 \pi^{2} n \lambda_{n}^{2}} \int \phi_{K}^{2}\left(y_{1}\right) d y_{1} \\
= & \frac{1}{\lambda_{n}^{a_{1} n}} \mathcal{O}\left(\exp \left(\frac{4|T|^{\beta}}{\gamma \lambda_{n}^{\beta}}\right)\right)-\frac{1}{n} \mathcal{O}(1) \\
& \quad+\frac{1}{n \lambda_{n}^{a_{2}}} \mathcal{O}\left(\exp \left(\frac{2|T|^{\beta}}{\gamma \lambda_{n}^{\beta}}\right)\right)+\frac{1}{n \lambda_{n}^{2}} \mathcal{O}(1)
\end{aligned} \quad \begin{array}{ll}
a_{1}=\left\{\begin{aligned}
1 & \text { if } \beta_{0} \geq 0 \\
1-4 \beta_{0} & \text { if } \beta_{0}<0
\end{aligned}\right. \\
\text { where } \\
\text { and } \quad a_{2}=\left\{\begin{aligned}
2 & \text { if } \beta_{0} \geq 0 \\
2-2 \beta_{0} & \text { if } \beta_{0}<0
\end{aligned}\right.
\end{array}
$$

Now, we will choose our bandwidth to be $\lambda_{n}=T\left(\frac{a_{0}}{\gamma}\right)^{\frac{1}{\beta}}(\log n)^{\frac{-1}{\beta}}$, where $a_{0}>4$ and is chosen to be fixed. So we can now change the big O notation to little o notation.

$$
\begin{aligned}
\frac{1}{\lambda_{n}^{a_{1}} n} \mathcal{O}\left(\exp \left(\frac{4|T|^{\beta}}{\gamma \lambda_{n}^{\beta}}\right)\right) & \left.=\frac{1}{n\left(T\left(\frac{a_{0}}{\gamma}\right)^{\frac{1}{\beta}}\right.}(\log n)^{\frac{-1}{\beta}}\right)^{a_{1}} \exp \left(\frac{4|T|^{\beta}}{\gamma\left(T\left(\frac{a_{0}}{\gamma}\right)^{\frac{1}{\beta}}(\log n)^{\frac{-1}{\beta}}\right)^{\beta}}\right) \\
& =\frac{k^{\prime}(\log n)^{\frac{a_{1}}{\beta}}}{n} \exp \left(\frac{4}{a_{0}} \log n\right) \\
& =\frac{k^{\prime}(\log n)^{\frac{a_{1}}{\beta}}}{n} \exp \left(\log n^{\frac{4}{a_{0}}}\right) \\
& =\frac{k^{\prime}(\log n)^{\frac{a_{1}}{\beta}}}{n^{1-\frac{4}{a_{0}}}} \\
& =o\left(n^{-\omega_{1}}\right), \quad \text { where } \omega_{1}<1-\frac{4}{a_{0}}
\end{aligned}
$$

Similarly, we can see that
$\frac{1}{n \lambda_{n}^{a_{2}}} \mathcal{O}\left(\exp \left(\frac{2|T|^{\beta}}{\gamma \lambda_{n}^{\beta}}\right)\right)=o\left(n^{-\omega_{2}}\right) \quad \& \quad \frac{1}{n \lambda_{n}^{2}} \mathcal{O}(1)=o\left(n^{-\omega_{3}}\right) \quad$ where $\omega_{2}<1-\frac{2}{a_{0}}$ and $\omega_{3}<1$

Thus we have that:

$$
\begin{align*}
\int \operatorname{Var}\left\{\widehat{\pi}\left(x ; \lambda_{n}\right)\right\} d x & \leq o\left(n^{-\omega_{1}}\right)-o\left(n^{-1}\right)+o\left(n^{-\omega_{2}}\right)+o\left(n^{-\omega_{3}}\right) \\
& =o\left(n^{-\omega_{1}}\right), \quad \text { since } \max _{i=1,2,3}\left\{\max \left\{-\omega_{i}\right\},-1\right\}=\max \left\{-\omega_{1}\right\} \tag{3.13}
\end{align*}
$$

Finally when $\epsilon_{1}$ follows a super smooth distribution and for $\lambda_{n}=T\left(\frac{a_{0}}{\gamma}\right)^{\frac{1}{\beta}}(\log n)^{\frac{-1}{\beta}}$, we have from equation (3.3) and (3.13):

$$
\operatorname{MISE}\left\{\widehat{\pi}\left(\cdot ; \lambda_{n}\right)\right\}=o\left(n^{-\omega_{1}}\right)+o\left(\lambda_{n}^{4}\right)=o\left(n^{-\omega_{1}}\right)
$$

### 3.3 Theorems and Corollaries

## Theorem 3.1.

If $\epsilon\left(t_{i}\right)$ are i.i.d. and follow a smooth distribution and $\lambda_{n}(a, b)=n^{-\frac{a}{2}} \mathbb{1}_{\left(0, \frac{1}{2}\right]}(\beta)+$ $n^{-b} \mathbb{1}_{\left[\frac{1}{2}, \infty\right)}(\beta)$, where $a$ and $b$ are chosen so that $0<a<\frac{1}{1+4 \beta}$ and $0<b<\frac{1}{2(1+\beta)}$, then

$$
\operatorname{MISE}\left\{\widehat{\pi}_{\Theta}\left(\cdot ; \lambda_{n}\right)\right\}=o\left(n^{-\omega_{a}}\right) \mathbb{1}_{\left(0, \frac{1}{2}\right]}(\beta)+o\left(n^{-\omega_{b}}\right) \mathbb{1}_{\left[\frac{1}{2}, \infty\right)}(\beta)+o\left(\lambda_{n}^{4}\right)
$$

where $\omega_{a}=\min \left\{1-\frac{a(1+4 \beta)}{2}, 1,1-a\right\}$ and $\omega_{b}=\min \{1-2 b(1+\beta), 1,1-2 b\}$

## Theorem 3.2.

If $\epsilon\left(t_{i}\right)$ are i.i.d. and follow a supersmooth distribution and $\lambda_{n}\left(a_{0}\right)=T\left(\frac{a_{0}}{\gamma}\right)^{\frac{1}{\beta}}(\log n)^{\frac{-1}{\beta}}$, where $a_{0}$ is chosen so that $a_{0}>4$, then

$$
\operatorname{MISE}\left\{\widehat{\pi}_{\Theta}\left(\cdot ; \lambda_{n}\right)\right\}=o\left(n^{-\omega_{1}}\right),
$$

where $\omega_{1}<1-\frac{4}{a_{0}}$

## Corollary 3.3.

If $\epsilon\left(t_{i}\right)$ follow a standard Brownian motion, then $X_{i}=\epsilon\left(t_{i+1}\right)-\epsilon\left(t_{i}\right)$ are independent and by Theorem 2

$$
\operatorname{MISE}\left\{\widehat{\pi}\left(\cdot ; \lambda_{n}\right)\right\}=o\left(n^{-\omega_{1}}\right), \quad \text { where } \omega_{1}<1-\frac{4}{a_{0}}
$$

when $\lambda_{n}\left(a_{0}\right)=T\left(\frac{a_{0}}{\gamma}\right)^{\frac{1}{\beta}}(\log n)^{\frac{-1}{\beta}}$, where $a_{0}>4$.

## Chapter 4

Limiting Distrubtion of the Deconvolution Kernel Density Estimator
We have shown the Deconvolution Kernel Density Estimator is a good estimator as the sample size gets large in terms of mean integrated squared error. Now we will now find the limiting distribution for the point wise evalution of the estimator. The standard technique for finding the limiting distribution is the Central Limit Theorem, but in our case, we cannot apply the Central Limit Theorem, since we do not have the independence assumption. In [16], Fan uses Lyapounov's condition and the triangular CLT on the standard deconvolution kernel density estimator to show the asymptotic normality of the estimator. As we cannot use the CLT, we will look to use a theorem that comes as a ramification of the CLT. In the following section, we provide the theorems and lemmas we will need for this section.

### 4.1 Preliminaries

The following theorem is found in [6] by Chung:

## Theorem 4.1.

Suppose that $\left\{X_{n}\right\}$ is a sequence of $m$-dependent, uniformly bounded random variables's and let
$S_{n}=\sum_{i=1}^{n} X_{i}$ such that

$$
\frac{\sigma\left(S_{n}\right)}{n^{1 / 3}} \rightarrow+\infty
$$

as $n \rightarrow \infty$. Then $\frac{S_{n}-E\left(S_{n}\right)}{\sigma\left(S_{n}\right)}$ converges to $N(0,1)$, where $\sigma$ denotes the standard deviation of the random variable $S_{n}$.

The sequence of $\left\{\tilde{\theta}_{n}\right\}$ are 2-dependent and uniformly bounded, and hence $\left\{K^{*}\left(\frac{\widetilde{\theta}_{n}-x}{\lambda_{n}}\right)\right\}$ are also 2-depenent and uniformly bounded. To prove the asymptotic normality of $\hat{\pi}_{\Theta}$, we need to show that

$$
\begin{equation*}
\frac{\sigma\left(\sum_{i=1}^{n} \frac{1}{\lambda_{n}} K^{*}\left(\frac{x-\widetilde{\theta}_{i}}{\lambda_{n}}\right)\right)}{n^{1 / 3}} \rightarrow+\infty \tag{4.1}
\end{equation*}
$$

Before we proceed with proofs of the two cases of error distributions, we will need the following lemmas from Fan [16]:

## Lemma 4.2.

Suppose that $\left\{g_{n}\right\}$ is a sequence of Borel functions satisfying

$$
g_{n}(y) \rightarrow g(y) \quad \text { and } \quad \sup _{n}\left\{\left|g_{n}(y)\right|\right\} \leq g^{*}(y)
$$

where $g^{*}(y)$ satisfies

$$
\int_{-\infty}^{\infty} g^{*}(y) d y<\infty \quad \text { and } \quad \lim _{n \rightarrow \infty}\left|y g^{*}(y)\right|=0
$$

If $x$ is a point of continuity of a density $f(\cdot)$, then for any sequence $h_{n} \rightarrow 0$, we have

$$
\lim _{n \rightarrow \infty} \frac{1}{h_{n}} \int_{-\infty}^{\infty} g_{n}\left(\frac{x-y}{h_{n}}\right) f(y) d y=f(x) \int_{-\infty}^{\infty} g(y) d y
$$

We will now use this lemma, and the following fact we proved earlier:
$\frac{1}{\lambda_{n}} \mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{j}}}{\lambda_{n}}\right)\right]=\frac{1}{\lambda_{n}} \mathrm{E}\left[K\left(\frac{x-\Theta}{\lambda_{n}}\right)\right]$ to show that
$\frac{1}{\lambda_{n}} \mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta}_{j}}{\lambda_{n}}\right)\right] \rightarrow \pi(x)$.
Proof.

$$
\begin{aligned}
\frac{1}{\lambda_{n}} \mathrm{E}\left[K^{*}\left(\frac{x-\tilde{\theta}_{j}}{\lambda_{n}}\right)\right] & =\frac{1}{\lambda_{n}} \mathrm{E}\left[K\left(\frac{x-\Theta}{\lambda_{n}}\right)\right] \\
& =\frac{1}{\lambda_{n}} \int_{-\infty}^{\infty} \pi(x) K\left(\frac{x-y}{\lambda_{n}}\right) d y
\end{aligned}
$$

using Lemma 4.2, we get as $n \rightarrow \infty$ :

$$
\begin{aligned}
& \rightarrow \pi(x) \int_{-\infty}^{\infty} K(y) d y \\
& =\pi(x)
\end{aligned}
$$

Hence, we have shown $\frac{1}{\lambda_{n}} \mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta}_{j}}{\lambda_{n}}\right)\right] \rightarrow \pi(x)$.
Since this limit exsists, we can say $\frac{1}{\lambda_{n}} \mathrm{E}\left[K^{*}\left(\frac{x-\tilde{\theta}_{j}}{\lambda_{n}}\right)\right]$ is bounded. This fact will be important for our proof. Next we will need another lemma for the super smooth case. We will write $\phi_{\epsilon}(t)=R_{\epsilon}(t)+i I_{\epsilon}(t)$, where $R_{\epsilon}(t)$ and $I_{\epsilon}(t)$ denote the real and imaginary parts of the characteristic function $\phi_{\epsilon}(t)$. From [16], Fan proves the following lemma:

## Lemma 4.3.

If $\epsilon_{i}, i=1,2, \ldots, n$ follows a super smooth distribution and $I_{\epsilon}(t)=o\left(R_{\epsilon}(t)\right)$ or $R_{\epsilon}(t)=o\left(I_{\epsilon}(t)\right)$ as $t \rightarrow \infty$, then as $n \rightarrow \infty$

$$
\left|K^{*}(y)\right| \geq c q(y) \exp \left(\frac{\left(1-b_{n}\right)^{\beta}}{\gamma h_{n}^{\beta}}\right) h_{n}^{\beta_{0}} b_{n}^{4}
$$

uniformly over $y \in\left[0, \frac{\pi}{2}\right]$, where $b_{n}=h_{n}^{\frac{\beta}{10}}$, $c$ is a positive constant, and

$$
q(y)= \begin{cases}\cos y, & \text { if } I_{\epsilon}(t)=o\left(R_{\epsilon}(t)\right) \\ \sin y, & \text { if } R_{\epsilon}(t)=o\left(I_{\epsilon}(t)\right)\end{cases}
$$

Finally, we will need two inequalities which will be written as lemmas:

## Lemma 4.4.

For every real number $0 \geq r \geq 1$ and $x \geq-1$, then $(1+x)^{r} \leq 1+r x$, which is a generalized version of Bernoulli's inequality.

## Lemma 4.5.

For $x>0$ and in a small neighborhood of zero and $\beta>0$, we have $(1-x)^{\beta} \geq$ $1-2 \beta x$.

The first inequality is fairly well known and can be proven either by induction or Taylors Formula. I will provide a proof of the second inequality. First we will write out Taylors formula for $(1-x)^{\beta}$ around the point $0:(1-x)^{\beta}=1-\beta x+R(x)$, where $R(x)=o(x)$. Since $x$ is in a small positive neighborhood of zero, $R(x)=o(x)$ and $\beta>0$, we know:

$$
\begin{aligned}
\beta x+R(x) & \geq 0 \\
1-\beta x+R(x) & \geq 1-2 \beta x \\
(1-x)^{\beta} & \geq 1-2 \beta x
\end{aligned}
$$

The above equation is a result of Taylors formula for $(1-x)^{\beta}$
Note: The second inequality is only true since $x$ is in a small positive neighborhood of zero. If it wasn't, then the $R(x)$ wouldn't go to zero faster than the $x$ term, and we wouldn't be able to write the first inequality. We are now ready to prove the two cases.

### 4.2 Limiting Distribution for Deconvolution Kernel Density Estimator

### 4.2.1 Case 1: Smooth Error Distribution

We will assume that $\epsilon_{i}, i=1,2, \ldots, n$ follows a smooth distribution with parameters: $\left(d_{0}, d_{1}, \beta\right)$. Then $X_{i}$ follows a super smooth distribution with parameters: $\left(d_{0}^{2}, d_{1}^{2}, 2 \beta\right)$. We wish to show equation 4.1 is true with $\epsilon_{i}$ follow a smooth distribution. So for n sufficiently large:

$$
\begin{aligned}
\frac{\sigma\left(\sum_{i=1}^{n} \frac{1}{\lambda_{n}} K^{*}\left(\frac{x-\widetilde{\theta}_{i}}{\lambda_{n}}\right)\right)}{n^{1 / 3}} & \geq n^{-\frac{1}{3}} \sigma\left(\frac{1}{\lambda_{n}} K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right) \\
& =n^{-\frac{1}{3}}\left[\mathrm{E}\left[\left(\frac{1}{\lambda_{n}} K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right)^{2}\right]-\left(\frac{1}{\lambda_{n}} \mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right]\right)^{2}\right]
\end{aligned}
$$

Since we have shown the second term is bounded, all we have to do is show the first term goes to $\infty$, and the proof is finished. We will focus on the first term.

$$
\begin{aligned}
n^{-\frac{1}{3}} \mathrm{E}\left[\left(\frac{1}{\lambda_{n}} K^{*}\left(\frac{x-\widetilde{\theta}_{j}}{\lambda_{n}}\right)\right)^{2}\right] & =\frac{1}{n^{\frac{1}{3}} \lambda_{n}^{2}} \int_{-\infty}^{\infty}\left[K^{*}\left(\frac{x-y}{\lambda_{n}}\right)\right]^{2} f_{\widetilde{\theta}_{j}}(y) d y \\
& =\frac{1}{n^{\frac{1}{3}} \lambda_{n}^{2}} \int_{-\infty}^{\infty}\left[K^{*}\left(\frac{x-y}{\lambda_{n}}\right)\right]^{2} f_{\widetilde{\theta}_{j}}(y) d y \\
& =\frac{f_{\widetilde{\theta}_{j}}(x)}{n^{\frac{1}{3}} \lambda_{n}^{2}} \int_{-\infty}^{\infty}\left[K^{*}\left(\frac{x-y}{\lambda_{n}}\right)\right]^{2} d y
\end{aligned}
$$

The equation above is derived by using Lemma 4.2 and now by using equation 3.6 we get:

$$
\begin{aligned}
& =\frac{f_{\widetilde{\theta}_{j}}(x)}{2 \pi \lambda_{n} n^{\frac{1}{3}}} \int \frac{\phi_{K}^{2}(t)}{\left|\phi_{X_{1}}\left(\frac{t}{\lambda_{n}}\right)\right|^{2}} d t \\
& \geq \frac{f_{\widetilde{\theta}_{j}}(x)}{2 \pi \lambda_{n} n^{\frac{1}{3}}} \int \frac{\phi_{K}^{2}(t)}{\left.\left.\left|d_{1}^{2}\right| \frac{t}{\lambda_{n}}\right|^{-2 \beta}\right|^{2}} d t \\
& =\frac{f_{\widetilde{\theta}_{j}}(x)}{2 d_{1}^{2} \pi \lambda_{n} n^{\frac{1}{3}}} \int \frac{\phi_{K}^{2}(t)}{\left|\frac{\lambda_{n}}{t}\right|^{4 \beta}} d t \\
& =\frac{f_{\widetilde{\theta}_{j}}(x)}{2 d_{1}^{2} \pi \lambda_{n}^{1+4 \beta} n^{\frac{1}{3}}} \int \phi_{K}^{2}(t) t^{4 \beta} d t \\
& =\frac{k f_{\widetilde{\theta}_{j}}(x)}{\lambda_{n}^{1+4 \beta} n^{\frac{1}{3}}},
\end{aligned}
$$

where $k$ is a positive constant. If we let $\lambda_{n}=a n^{-b}$ where $a, b$ are positive constants, then:

$$
\begin{aligned}
\lim _{n \rightarrow \infty} n^{-\frac{1}{3}} \mathrm{E}\left[\left(\frac{1}{\lambda_{n}} K^{*}\left(\frac{x-\widetilde{\theta}_{j}}{\lambda_{n}}\right)\right)^{2}\right] & \geq \lim _{n \rightarrow \infty} k f_{\widetilde{\theta}_{j}}(x)\left(a n^{-b}\right)^{-(1+4 \beta)} n^{-\frac{1}{3}} \\
& =\lim _{n \rightarrow \infty} k f_{\widetilde{\theta}_{j}}(x) a n^{b(1+4 \beta)-\frac{1}{3}}
\end{aligned}
$$

This last equation goes to infinity when $b(1+4 \beta)-\frac{1}{3}>0$. By choosing $b$ such that $b>\frac{1}{3(1+4 \beta)}$, we ensure the equation above tends to infinity as $n \rightarrow \infty$.

## Theorem 4.6.

Let $\epsilon_{i}, i=1,2, \ldots, n$ follows a smooth distribution and $X_{i}=\epsilon_{i+1}-\epsilon_{i}$. Then as $n \rightarrow \infty$, we have

$$
\frac{\widehat{\pi}\left(x ; \lambda_{n}\right)-E\left[\widehat{\pi}\left(x ; \lambda_{n}\right)\right]}{\sqrt{\operatorname{Var}\left[\widehat{\pi}\left(x ; \lambda_{n}\right)\right]}} \xrightarrow{D} N(0,1)
$$

provided $\lambda_{n}=a n^{-b}$ where $a, b$ are positive constants and $b>\frac{1}{3(1+4 \beta)}$.

### 4.2.2 Case 2: Super Smooth Error Distribution

We will assume that $\epsilon_{i}, i=1,2, \ldots, n$ follows a super smooth distribution with parameters: $\left(d_{0}, d_{1}, \beta_{0}, \beta_{1}, \beta, \gamma\right)$. Then $X_{i}$ follows a super smooth distribution with parameters: $\left(d_{0}^{2}, d_{1}^{2}, 2 \beta_{0}, 2 \beta_{1}, \beta, \frac{\gamma}{2}\right)$, and assume $I_{X_{i}}(t)=o\left(R_{X_{i}}(t)\right)$ or $R_{X_{i}}(t)=$ $o\left(I_{X_{i}}(t)\right)$ as $t \rightarrow \infty$. We wish to show equation 4.1 is true with $\epsilon_{i}$ follow a supersmooth distribution. So for $n$ sufficiently large:

$$
\begin{aligned}
\frac{\sigma\left(\sum_{i=1}^{n} \frac{1}{\lambda_{n}} K^{*}\left(\frac{x-\widetilde{\theta}_{i}}{\lambda_{n}}\right)\right)}{n^{1 / 3}} & \geq n^{-\frac{1}{3}} \sigma\left(\frac{1}{\lambda_{n}} K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right) \\
& =n^{-\frac{1}{3}}\left[\mathrm{E}\left[\left(\frac{1}{\lambda_{n}} K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right)^{2}\right]-\left(\frac{1}{\lambda_{n}} \mathrm{E}\left[K^{*}\left(\frac{x-\widetilde{\theta_{1}}}{\lambda_{n}}\right)\right]\right)^{2}\right]
\end{aligned}
$$

Since we have shown the second term is bounded, all we have to do is show the first term goes to $\infty$, and the proof is finished. Now we will focus on the first term.

$$
\begin{aligned}
n^{-\frac{1}{3}} \mathrm{E}\left[\left(\frac{1}{\lambda_{n}} K^{*}\left(\frac{x-\widetilde{\theta}_{j}}{\lambda_{n}}\right)\right)^{2}\right] & =\frac{1}{n^{\frac{1}{3}} \lambda_{n}^{2}} \int_{-\infty}^{\infty}\left[K^{*}\left(\frac{x-y}{\lambda_{n}}\right)\right]^{2} f_{\widetilde{\theta}_{j}}(y) d y \\
& =\frac{1}{n^{\frac{1}{3}} \lambda_{n}} \int_{-\infty}^{\infty}\left[K^{*}(y)\right]^{2} f_{\widetilde{\theta}_{j}}\left(x-\lambda_{n} y\right) d y \\
& \geq \frac{1}{n^{\frac{1}{3}} \lambda_{n}} \int_{0}^{\frac{\pi}{2}}\left[c q(y) \exp \left(\frac{\left(1-b_{n}\right)^{\beta}}{\gamma \lambda_{n}^{\beta}}\right) \lambda_{n}^{2 \beta_{0}} b_{n}^{4}\right]^{2} f_{\widetilde{\theta}_{j}}\left(x-\lambda_{n} y\right) d y
\end{aligned}
$$

The equaiton above is a result of using Lemma 4.3, and now by using the continuity of $f_{\widetilde{\theta}_{j}}$, we get:

$$
\begin{aligned}
& \geq \frac{c_{1} f_{\widetilde{\theta}_{j}}(x)}{n^{\frac{1}{3}} \lambda_{n}}\left[\exp \left(\frac{\left(1-b_{n}\right)^{\beta}}{\gamma \lambda_{n}^{\beta}}\right) \lambda_{n}^{2 \beta_{0}} b_{n}^{4}\right]^{2} \int_{0}^{\frac{\pi}{2}}[q(y)]^{2} d y \\
& \geq \frac{c_{2} f_{\widetilde{\theta}_{j}}(x)}{n^{\frac{1}{3}} \lambda_{n}}\left[\exp \left(\frac{2\left(1-b_{n}\right)^{\beta}}{\gamma \lambda_{n}^{\beta}}\right) \lambda_{n}^{4 \beta_{0}} b_{n}^{8}\right]
\end{aligned}
$$

now using Lemma 4.5, we get:

$$
\begin{aligned}
& \geq \frac{c_{2} f_{\widetilde{\theta}_{j}}(x)}{n^{\frac{1}{3}} \lambda_{n}}\left[\exp \left(\frac{2\left(1-2 \beta b_{n}\right)}{\gamma \lambda_{n}^{\beta}}\right) \lambda_{n}^{4 \beta_{0}} b_{n}^{8}\right] \\
& =\frac{c_{2} f_{\widetilde{\theta}_{j}}(x)}{n^{\frac{1}{3}} \lambda_{n}} \exp \left(\frac{2\left(1-2 \beta \lambda_{n}^{\frac{\beta}{10}}\right)}{\gamma \lambda_{n}^{\beta}}\right) \lambda_{n}^{4 \beta_{0}} \lambda_{n}^{\frac{8 \beta}{10}} \\
& =\frac{c_{2} f_{\widetilde{\theta}_{j}}(x) \lambda_{n}^{4 \beta_{0}+\frac{8 \beta}{10}-1}}{n^{\frac{1}{3}}} \exp \left(\frac{2\left(1-2 \beta \lambda_{n}^{\frac{\beta}{10}}\right)}{\gamma \lambda_{n}^{\beta}}\right)
\end{aligned}
$$

With this lower bound, we will choose $\lambda_{n}=a(\log n)^{\frac{-1}{\beta}}$ where $a$ is a positive constant chosen such that $a<\left(\frac{6}{\gamma}\right)^{\frac{1}{\beta}}$, and we get:

$$
\begin{aligned}
& \frac{c_{2} f_{\tilde{\theta}_{j}}(x) \lambda_{n}^{4 \beta_{0}+\frac{8 \beta}{10}-1}}{n^{\frac{1}{3}}} \exp \left(\frac{2\left(1-2 \beta \lambda_{n}^{\frac{\beta}{10}}\right)}{\gamma \lambda_{n}^{\beta}}\right)=\frac{c_{2} f_{\widetilde{f}_{j}}(x)\left(a(\log n)^{\frac{-1}{\beta}}\right)^{4 \beta_{0}+\frac{8 \beta}{10}-1}}{n^{\frac{1}{3}}} \exp \left(\frac{2\left(1-2 \beta\left(a(\log n)^{\frac{-1}{\beta}}\right)^{\frac{\beta}{10}}\right)}{\gamma\left(a(\log n)^{\frac{-1}{\beta}}\right)^{\beta}}\right) \\
& =\frac{c_{3} f_{\tilde{f}_{j}}(x)(\log n)^{\frac{-4 \beta_{0}}{\beta}}-\frac{8}{10}+\frac{1}{\beta}}{n^{\frac{1}{3}}} \exp \left(\frac{2\left(1-2 \beta a^{\left.\left.\frac{\beta}{10}(\log n)\right)^{-\frac{1}{10}}\right)}\right.}{\gamma a^{\beta}(\log n)^{-1}}\right) \\
& \left.=\frac{c_{3} f_{\tilde{\theta}_{j}}(x)(\log n)^{\frac{-4 \beta}{\beta}}-\frac{8}{10}+\frac{1}{\beta}}{n^{\frac{1}{3}}} \exp \left(\frac{2}{\gamma a^{\beta}}\left(1-2 \beta a^{\frac{\beta}{10}}(\log n)\right)^{-\frac{1}{10}}\right) \log n\right) \\
& \left.=\frac{c_{3} f_{\tilde{\theta}_{j}}(x)\left(\log n n^{\frac{-4 \beta_{0}}{\beta}-\frac{8}{10}+\frac{1}{\beta}}\right.}{n^{\frac{1}{3}}} \exp \left(\log n\left(\frac{2}{\gamma \alpha^{\beta}}\left(1-2 \beta a \frac{\beta}{10}(\log n)\right)^{-\frac{1}{10}}\right)\right)\right) \\
& =\frac{c_{3} f_{\tilde{\theta}_{j}}(x)(\log n)^{\frac{-4 \beta_{0}}{\beta}-\frac{8}{10}+\frac{1}{\beta}}}{n^{\frac{1}{3}}}\left(n^{\left.\left.\left(\frac{2}{\gamma \alpha^{\beta}}\left(1-2 \beta a \frac{\beta}{10}(\log n)\right)^{-\frac{1}{10}}\right)\right)\right)}\right. \\
& =c_{3} f_{\widetilde{\theta}_{j}}(x)(\log n)^{\frac{-4 \beta_{0}}{\beta}-\frac{8}{10}+\frac{1}{\beta}}\left(n^{\left.\left(\frac{2}{\gamma a^{\beta}}\left(1-2 \beta a \frac{\beta}{10}(\log n)\right)^{-\frac{1}{10}}\right)-\frac{1}{3}\right)}\right)
\end{aligned}
$$

Since we have chosen $a$ as we have, this leaves us with a limit of the form: $(\log n)^{q} n^{p-l(\log n)^{-k}}$ where $p, l, k$ are all positive constants. Note: the choice of $a$ above
ensures us that $p$ will be positive. So we have three cases to consider: when $q>0$, $q<0$, and $q=0$. The solutions for $q>0$ and $q=0$ are essentially the same, and hence, we will only be showing the two cases:

- Case 1: When $q \geq 0$, define the following transformation: $n=\exp (m)$ then:

$$
\begin{aligned}
\lim _{n \rightarrow \infty}(\log n)^{q} n^{p-l(\log n)^{-k}} & =\lim _{m \rightarrow \infty} m^{q} \exp \left(m\left(p-l m^{-k}\right)\right) \\
& =\lim _{m \rightarrow \infty} m^{q} \exp \left(m\left(\frac{p m^{k}-l}{m^{k}}\right)\right) \\
& =\lim _{m \rightarrow \infty} m^{q} \exp \left(\frac{p m^{k}-l}{m^{k-1}}\right)=\infty
\end{aligned}
$$

since $q \geq 0$

- Case 2: When $q<0$, define the following transformation: $n=\exp (m)$ then:

$$
\begin{aligned}
\lim _{n \rightarrow \infty}(\log n)^{q} n^{p-l(\log n)^{-k}} & =\lim _{m \rightarrow \infty} m^{q} \exp \left(m\left(p-l m^{-k}\right)\right) \\
& =\lim _{m \rightarrow \infty} \frac{\exp \left(m\left(p-l m^{-k}\right)\right)}{m^{-q}}
\end{aligned}
$$

Note: $-q>0$

$$
\begin{aligned}
& =\lim _{m \rightarrow \infty} \frac{\exp (m p) \exp \left(-l m^{-k+1}\right)}{m^{-q}} \\
& =\lim _{m \rightarrow \infty} \frac{\exp (m p)}{m^{-q} \exp \left(l m^{-k}\right)} \\
& >\lim _{m \rightarrow \infty} \frac{\exp (m p)}{3^{\left(l m^{-k}\right)} m^{-q}} \\
& =\lim _{m \rightarrow \infty} \frac{\exp (m p)}{(1+2)^{\left(l m^{-k}\right)} m^{-q}}
\end{aligned}
$$

Now by using Lemma 4.4, we get:

$$
\begin{aligned}
& \geq \lim _{m \rightarrow \infty} \frac{\exp (m p)}{\left(1+2\left(l m^{-k}\right)\right) m^{-q}} \\
& =\lim _{m \rightarrow \infty} \frac{\exp (m p)}{m^{-q}+2 l m^{-(k+q)}}=\infty
\end{aligned}
$$

since $-q>0$.

So we have shown that $(\log n)^{q} n^{p-l(\log n)^{-k}} \rightarrow \infty$ when $p, l, k$ are all positive constants and $q$ is a constant. With the choice of $\lambda_{n}$, we can now say:

$$
\left.\begin{array}{rl}
n^{-\frac{1}{3}} \mathrm{E}\left[\left(\frac{1}{\lambda_{n}} K^{*}\left(\frac{x-\widetilde{\theta}_{j}}{\lambda_{n}}\right)\right)^{2}\right] & \geq c_{3} f_{\widetilde{\theta}_{j}}(x)(\log n)^{\frac{-2 \beta_{0}}{\beta}-\frac{8}{10}+\frac{1}{\beta}}\left(n\left(\frac{2}{\gamma a^{\beta}}\left(1-2 \beta a \frac{\beta}{10}(\log n)\right)^{-\frac{1}{10}}\right)-\frac{1}{3}\right)
\end{array}\right)
$$

This shows

$$
\frac{\sigma\left(\sum_{i=1}^{n} \frac{1}{\lambda_{n}} K^{*}\left(\frac{x-\widetilde{\theta}_{i}}{\lambda_{n}}\right)\right)}{n^{1 / 3}} \rightarrow \infty \quad \text { as } n \rightarrow \infty
$$

and by the theorem above, we have shown that $\frac{\widehat{\pi}\left(x ; \lambda_{n}\right)-\mathrm{E}\left[\widehat{\pi}\left(x ; \lambda_{n}\right)\right]}{\sqrt{\operatorname{Var}\left[\widehat{\pi}\left(x ; \lambda_{n}\right)\right]}}$ converges in distribution to $N(0,1)$.

## Theorem 4.7.

Let $\epsilon_{i}, i=1,2, \ldots, n$ follows a super smooth distribution and $X_{i}=\epsilon_{i+1}-\epsilon_{i}$ and $I_{X_{i}}(t)=o\left(R_{X_{i}}(t)\right)$ or $R_{X_{i}}(t)=o\left(I_{X_{i}}(t)\right)$ as $t \rightarrow \infty$. Then as $n \rightarrow \infty$, we have $\frac{\widehat{\pi}\left(x ; \lambda_{n}\right)-E\left[\widehat{\pi}\left(x ; \lambda_{n}\right)\right]}{\sqrt{\operatorname{Var}\left[\widehat{\pi}\left(x ; \lambda_{n}\right)\right]}} \xrightarrow{D} N(0,1)$
provided $\lambda_{n}=a(\log n)^{\frac{-1}{\beta}}$, for some a such that $0<a<\left(\frac{6}{\gamma}\right)^{\frac{1}{\beta}}$.

### 4.2.3 Sample Variance

Ultimatley, the variance of the deconvolution estimator depends on the value of the unkown density function $\pi(x)$. We can use a consistent estimator to replace the value $\pi(x)$, but this requires extra computation. As is the case, we would rather use sample variance of this estimator for inferences. In order to use the sample variance, we must show the sample variance converges in probability to $\operatorname{Var}\left[\pi\left(x ; \lambda_{n}\right)\right]$. In [16], Fan shows the sample variance converges to the variance for both the smooth and supersmooth case. We provide his results for both cases for just the deconvolution estimator and not all the derivatives here:

## Corollary 4.8.

Under the assumptions the error term follows a smoot distribution, if $h_{n}=o\left(n^{-\frac{1}{2 \beta+1}}\right)$, then

$$
\begin{equation*}
\sqrt{n}\left(\frac{\hat{f}_{n}(x)-f_{X}(x)}{s_{n}}\right) \rightarrow N(0,1) \tag{4.2}
\end{equation*}
$$

where $s_{n}$ is given by either $s_{n}^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(\frac{1}{h_{n}} K^{*}\left(\frac{x-X_{i}}{h_{n}}\right)\right)^{2}$ or the sample variace defined by: $s_{n}^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(\frac{1}{h_{n}} K^{*}\left(\frac{x-X_{i}}{h_{n}}\right)-\frac{1}{n} \sum_{i=1}^{n} \frac{1}{h_{n}} K^{*}\left(\frac{x-X_{i}}{h_{n}}\right)\right)^{2}$ provided that $n h_{n}^{2 \beta+1} \rightarrow \infty$ and $\hat{f}$ is the standard deconvolution kernel density estimator.

## Corollary 4.9.

Under the assumptions the error term follows a super smoot distribution, if $h_{n} \sim$ $\left(\frac{a \gamma}{2} \log n\right)^{-\frac{1}{\beta}}$ for some $a>1$, then

$$
\begin{equation*}
\sqrt{n}\left(\frac{\hat{f}_{n}(x)-f_{X}(x)}{s_{n}}\right) \rightarrow N(0,1) \tag{4.3}
\end{equation*}
$$

where $s_{n}$ is defined in 2.1.
The difference between Fan's result and our result is again the added complexty of the variance term as a whole. As we have already shown the term $X_{i}$ follows smooth and supersmooth distribtutions in the appropriate cases, we can apply his result for the sums of the variances, and all that is left to handle is the covariance term.

By applying Chebysev's Inequaltiy, we know that the variance term goes to zero. So we just need to show the Covariance term does as well:

$$
\begin{aligned}
& \frac{2}{n \lambda_{n}^{2}} \operatorname{Cov}\left\{K^{*}\left(\frac{\widetilde{\theta_{1}}-x}{\lambda_{n}}\right), K^{*}\left(\frac{\widetilde{\theta_{2}}-x}{\lambda_{n}}\right)\right\} \leq \frac{2}{n \lambda_{n}^{2}} \mathrm{E}\left[K^{*}\left(\frac{\widetilde{\theta_{1}}-x}{\lambda_{n}}\right) K^{*}\left(\frac{\widetilde{\theta_{2}}-x}{\lambda_{n}}\right)\right] \\
& \quad=\frac{2}{n \lambda_{n}^{2}} \mathrm{E}\left[K^{*}\left(\frac{\theta+\epsilon_{1}-\epsilon_{0}-x}{\lambda_{n}}\right) K^{*}\left(\frac{\theta+\epsilon_{1}-\epsilon_{0}-x}{\lambda_{n}}\right)\right] \\
& \quad=\frac{2}{n \lambda_{n}^{2}} \int \cdots \int K^{*}\left(\frac{z+b-a-x}{\lambda_{n}}\right) K^{*}\left(\frac{z+c-b-x}{\lambda_{n}}\right) f_{\theta ; \epsilon_{0} ; \epsilon_{1} ; \epsilon_{2}}(z, a, b, c) d z d a d b d c d x \\
& \quad=\frac{2}{n \lambda_{n}^{2}} \int \cdots \int K^{*}\left(\frac{z+b-a-x}{\lambda_{n}}\right) K^{*}\left(\frac{z+c-b-x}{\lambda_{n}}\right) \pi(z) f_{\epsilon_{0}}(a) f_{\epsilon_{1}}(b) f_{\epsilon_{2}}(c) d z d a d b d c \\
& \quad=\frac{2}{n \lambda_{n}^{2}} \int \cdots \int K^{*}\left(\frac{z+b-a-x}{\lambda_{n}}\right) f_{\epsilon_{0}}(a) d a K^{*}\left(\frac{z+c-b-x}{\lambda_{n}}\right) f_{\epsilon_{1}}(b) f_{\epsilon_{2}}(c) d b d c \pi(z) d z
\end{aligned}
$$

using Lemma 4.2, we get:

$$
=\frac{2}{n \lambda_{n}} \iiint f_{\epsilon_{0}}(z+b-x) \int K^{*}(a) d a K^{*}\left(\frac{z+c-b-x}{\lambda_{n}}\right) f_{\epsilon_{1}}(b) f_{\epsilon_{2}}(c) d b d c \pi(z) d z
$$

We can bount the intgral of $K^{*}(a)$. Let $c_{1}$ denote such an upper bound.

$$
\leq \frac{2 c_{1}}{n \lambda_{n}} \iiint f_{\epsilon_{0}}(z+b-x) K^{*}\left(\frac{z+c-b-x}{\lambda_{n}}\right) f_{\epsilon_{1}}(b) d b f_{\epsilon_{2}}(c) d c \pi(z) d z
$$

using 4.2 again, we get:

$$
\leq \frac{2 c_{1}}{n} \iint f_{\epsilon_{1}}(z+c-x) \int f_{\epsilon_{0}}\left(b \lambda_{n}+2 b-c\right) K^{*}(b) d b f_{\epsilon_{2}}(c) d c \pi(z) d z
$$

as the integrals above can all be bounded. Let $c_{2}$ be such an upper bound

$$
\leq \frac{2 c_{2}}{n}
$$

So as $n \rightarrow \infty$, we see that $\frac{2 c_{2}}{n} \rightarrow 0$. This shows that the covariance term goes to zero. This proves that the sample variance still converges to the variance of our estimator in the dependent case. Hence, we can replace the variance term in Theorems (4.6) and (4.7) by the sample variance formula in the corollaries above.
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