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Abstract

Face Recognition (FR) is the task of identifying a person based on images of the face of the
identity. Systems for video-based face recognition in video surveillance seek to recognize
individuals of interest in real-time over a distributed network of surveillance cameras. These
systems are exposed to challenging unconstrained environments, where the appearance of
faces captured in videos varies according to pose, expression, illumination, occlusion, blur,
scale, etc. In addition, facial models for matching must be designed using a single reference
facial image per target individual captured from a high-quality still camera under controlled
conditions. Deep learning has shown great improvement in both low-level and high-level
computer vision tasks. More specifically, deep learning outperforms traditional machine
learning algorithms in FR applications. Unfortunately, such methods are not designed to
overcome the challenges in video-based FR such as difference in source and target domain,
single sample per person (SSPP) issue, low quality images, etc. Therefore, more sophisticated
algorithms should be designed to overcome these challenges. We propose to design different
deep learning architectures and compare their capabilities under such circumstances. Deep
learning can not only learn how to discriminate between faces, it can also learn how to extract
more distinctive features for FR applications. Thus, in each chapter we pursue a different
type of deep convolutional neural networks to extract meaningful face representations that
are similar for faces of the same person and different for faces of different persons. Chapter
2 provides a novel method for implementing cross-correlation in deep learning architectures
and benefits from transfer learning to overcome SSPP aspect of the problem. Later, chapter 3
improves the results by employing a triplet-loss training method. Chapter 4, uses a much
complex architecture for face embedding to achieve better accuracy. Chapter 5, employs a
convolutional autoencoder to frontalize faces and finally, chapter 6, shows another application
of cross-correlation in deep learning. Extensive experiments confirm that all of the proposed

methods outperform traditional computer vision systems.
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Chapter 1

Introduction

1.1 Motivation

Recognizing faces of the same subjects in unconstrained environments makes face recognition
(FR) challenging, due to variations in face appearances of the same identity. Such variations
are entitled to changes in ambient lighting, different poses, facial expressions, occlusions,
blurriness, etc. [33], [64]. Systems designed for video-based FR aim to identify a target
individual over a network of video cameras, where video face thumbnails are matched against

still face images such as mug-shots, passport or driver license photos [5], [24].

Still Images Still Images
(Gallery Set) (ProbeSet)

Video Sequence Video Images Video Sequence Video Sequence
(Probe Set) (Gallery Set) (Gallery Set) (Probe Set)

(a) (b) (@)

Fig. 1.1 Video-based face recognition scenarios. (a): Video-to-still scenario, (b): Still-to-
video scenario. (¢): Video-to-video scenario.



2 Introduction

Three different distinct scenarios including still-to-video, video-to-still, and video-to-
video scenarios defined in video-based FR [31] are illustrated in figure 1. The still-to-video
scenario compares a high-quality still face image captured by a still camera under controlled
conditions against a database of low-quality video sequences captured by video cameras
under uncontrolled conditions [5]. On the contrary, the video-to-still scenario matches
a video sequence against still face images stored in the gallery, while the video-to-video
scenario queries a given video sequence against a set of target video sequences recorded
from surveillance videos [80].

State-of-the-art video-based FR systems yet decline to perform accurately on video face
databases with real-world setting under limited data circumstances [5], [31], [6], [38]. For
example, unified subspace FR methods such as PCA, LDA, Bayesian face, and methods
based on metric learning models are failed to simultaneously reduce the complex intra-
class variations and enlarging the inter-class variations, due to their linear nature or shallow
structures [64], [67].

Recently, different techniques have shown to be successful to handle the problem of
limited reference samples in order to generate a representative facial model, specifically in
still-to-video and video-to-still FR [24], [31], [6], [16], [32]. These systems are typically
proposed to compensate the lack of adequate face samples through employing multiple face
representations, face synthesizing, and augmenting the target samples in order to enlarge the
training set [25].

In addition, sparse representation-based classification methods lately provide a promising
performance by taking the advantages of a generic auxiliary training set and dictionary
learning [80], [16], [84]. In spite of the improvements achieved through the aforementioned
methods, there still exists a significant gap compared to the human visual system [71].
Nevertheless, deep learning-based methods provide a robust and powerful tool to handle the
intra-class and inter-class variations, and tackle the existing challenges in video-based FR
[64], [19]. Such methods thus can learn an effective face representation directly from face
images through their deep architecture and hierarchical nonlinear mapping [67], [68], [11],
[28], [59].

To appropriately learn a face embedding that can reduce the intra-class variations, as well
as, increase the inter-class variations, a triplet-based loss has been utilized in FaceNet [59]
throughout a unit hyper-sphere space in order to disjoint the negative face thumbnail of other
identities from the positive pair of two faces belonging to the same identity. Similarly, a Trunk-
Branch Ensemble CNN (TBE-CNN) model has been proposed in [17] along with an improved
triplet loss function to learn blur-insensitive face representations using a composition of both

still face images and artificially blurred faces. This model is an end-to-end network that
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shares the early- and mid-layer convolutional layers between the trunk (to extract holistic
face features) and branch (to extract local face features) networks to efficiently extract
discriminative face representations. The main drawback of the TBE-CNN is that it requires
to detect the facial landmarks properly, where it can increase the complexity to perform in
real-time applications, as well as, it may fail due to occlusion.

The goal of this thesis is to advance robustness of video-based face recognition systems
using deep learning methods to empower surveillance networks for watch-list screening. We
mainly focus on feature extraction from face image thumbnails to embed more representative

information in face representations.

1.2 Research Thrusts

Thrust 1: Incorporate triplet-loss in face representation learning

As mentioned before, learning discriminative representation of face thumbnails is the
key to success in face recognition. The goal is to utilized the triplet-loss function during
the training process of the network to enhance the face representations and increase the
discriminative power of the face representations. In order to achieve high performance in

face recognition, we proposed to pursue the following steps:

* Design a more sophisticated network architecture to embed more informative knowl-

edge in the face representations.
* Enhance the triplet-loss in order to achieve higher discriminative power.
* Provide a training scheme to effectively train the network using triplet-loss function.

* Train the network over a big dataset containing preferably millions of images to achieve
higher level of accuracy and robustness.

Thrust 2: Design a network to frontalize face images

The most important challenge in video-based FR is changes in viewpoint, pose, and
facial expression. The most intuitive method is to generate a neutral and frontal image based
on the low-quality video image. In order to build such system we suggest to follow these

instructions:

* Design an autoencoder or generative adversarial network to learn how to transform

images.

* Design a novel training approach for SSPP problem.
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Thrust 3: Utilizing the proposed network in low-level computer vision

Our preliminary studies confirm that the proposed patch-based matching scheme can be
successfully applied to many low-level computer vision problems such as stereo reconstruc-
tion, optical flow and feature tracking. The goal of this research is to study the capability of
such network for more basic computer vision tasks and promote learning in these applications.

This proposed research roughly consists of two stages:

* Design and implementation of a similar network to address regression problems as

opposed to classification required for face recognition.

* Study the performance of learning-based methods in one of the low-level computer

vision applications.
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Paper I: Robust Video-Based Single
Sample Face Recognition Using a
Specialized CNN






Abstract

Video-based face recognition (FR) systems attempt to recognize individuals of interest
precisely over a distributed network of surveillance cameras throughout unconstrained
environments. These systems are subject to challenging operational conditions, where the
appearance of faces changes severely due to variations in pose, scale, expression, illumination,
occlusion, blur, and etc. In addition, still images are taken using a high-quality still camera
under controlled condition, whereas lower quality video cameras are typically used to
capture faces with a different view point and under uncontrolled conditions. However,
considering the assumption of single training sample per person turns FR into a more
complicated problem to design robust facial models. In order to perform video-based
FR accurately in real-time applications, this paper presents a deep learning architecture
to learn discriminative and consistent face representations. In particular, an specialized
deep convolutional neural network (DCNN) is exploited to effectively extract features from
the face thumbnails and compare the still face with the video face thumbnails. To that
end, still faces of the target individuals are matched against probe faces through a patch-
based template matching approach. In order to tackle the single training sample issue, the
proposed framework makes use of transfer learning to fine-tune the network considering our
assumptions. The proposed system is extensively evaluated on the challenging COX Face DB
and Chokepoint datasets, where the experimental results reveal that our method efficiently
outperforms the state-of-the-art video-based FR systems with much less design complexity.

2.1 Introduction

The aim of video-based FR systems is to recognize the target persons based on the facial
biometric traits over a network of surveillance cameras in unconstrained environments
[6, 34, 80]. To that end, faces captured from video cameras are concurrently matched against
facial models generated a priori for each target person [5, 24]. To generate a facial model,
different types of FR applications may be considered including still-to-video, video-to-still,

and video-to-video FR [31]. Specifically, high-quality still images captured from an still
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camera under controlled condition are exploited in still-to-video and video-to-still FR, while
only low-quality video sequences captured from video cameras under uncontrolled conditions
are employed in video-to-video FR applications [17]. In real-world still-to-video and video-
to-still FR scenarios as considered in this paper, the number of existing reference stills for
each target person is very limited. Therefore, constructing a discriminant and representative
facial model is complicated [19]. In addition, design a robust FR system is a challenging task,
due to nuisance factors occasionally observed in such environments, including variations in
ambient lighting, pose, scale, expression, blurriness, and occlusion [50].

When only a single reference still is available to design a facial model for each target
person, the problem is called single sample face recognition (SSFR) [19]. In this regard,
FR systems are typically declined to perform accurately due to lacking of different profile
views [5, 17]. To address the SSFR problems, several approaches have been proposed to
date w.r.t. the FR literature containing techniques used for augmenting the target samples,
extracting multiple representations, and using auxiliary data to enlarge the training set
[6, 16, 24, 31, 32]. To that end, face synthesizing through morphing or 3D reconstruction can
be employed to produce additional target samples and enhance the intra-class variations [25].
Different holistic and local appearance-based feature extraction techniques can be also used
to generate multiple face representations [5, 6]. Moreover, extended sparse representation-
based classification methods were also proposed to deal with the SSFR problems, where they
utilize a generic auxiliary training set and dictionary learning to discriminate between the
still and video faces [16, 80].

Although the aforementioned methods achieved convincing improvements to overcome
the SSFR challenges, yet the current FR systems suffer from the significant performance gap
in compare with the human visual system [71]. Recently, DCNNs yield to a higher level of
performance compared to other approaches [19]. In this paper, we proposed a patch-based
face matching framework by employing a DCNN to extract features from both still and video
face thumbnails. The extracted features are shown to be a robust facial model and thus, the
proposed framework achieves a higher accuracy. Moreover, the matching pipeline exploits a
matrix dot product followed by a fully connected layer that resembles the cross-correlation
in hand-crafted feature extraction techniques.

To the best of authors’ knowledge, the proposed framework is the first deep learning
method designed for patch-based face matching under single training sample condition. We
propose to incorporate transfer learning by generating simulated video images using the
existing still images to further fine-tune the DCNN. Thus, the network can learn the intra-
class variations and subsequently, improve the recognition accuracy by more than 15%. The

proposed method is extensively evaluated on two challenging datasets and the experimental
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results suggest an immense improvement after applying the fine-tuning stage. By employing
the aforementioned approaches, the proposed method achieves a high performance in both
face identification and verification over a network of surveillance cameras.

The rest of the paper is organized as follows. A brief review of the background of
techniques is outlined in Section 2. The proposed method is described in Section 3, where
the deep architecture and design strategies are explained. Section 4 provides the extensive
experimental results containing the datasets used for experiments, as well as, the experimental
protocols. Finally, the Section 5 concludes the results obtained in this paper and discusses

the future directions of the research.

2.2 Background of techniques

Learning effective feature representations directly from the face images through deep net-
works has been recently provided a successful tool for Video-based FR [11, 28, 59]. For
instance, a facial component-based CNN has been learned in [88] to transform frontal and
well-illuminated faces of target individuals in different poses and illuminations, where fea-
tures of the last hidden layer are employed as face representations. Furthermore, DeeplD,
DeeplID2, and DeepID2+ have been proposed in [65, 68, 69], respectively, to learn a set of
discriminative high-level feature representations. Thus, ensemble of CNN models was trained
in [68] using the holistic face image and several overlapping/non-overlapping face patches
to handle the pose and occlusion variations. Fusion of these models is typically carried
out by concatenation to construct over-complete and compact representations. Followed by
[68], dimension of the last hidden layer representations was increased in [65, 69], as well as,
exploiting supervision to the convolutional layers in order to learn hierarchical non-linear
feature representations. These representations thus enhance the inter-personal variations due
to extraction of features from different identities separately, and simultaneously reduce the
intra-personal variations through feature extraction from the same identity together.

In contrast to DeeplID series, a 3D accurate face alignment was incorporated in DeepFace
to derive a robust face representation through a nine-layer deep CNN [71]. In [67], the
high-level face similarity features were extracted jointly from a pair of faces instead of a
single face through multiple deep CNNss for face verification. Similarly, a triplet-based loss
has been lately exploited in [59] and [54] to learn a face embedding, where the loss aims
to split the positive pair of two matching face thumbnails from the negative non-matching
face thumbnail. Moreover, in the case of SSFR, a deep supervised auto-encoder neural
network has been recently proposed to learn a robust face representations [19]. To that end,

non-frontal faces with different perturbation factors are mapped with the canonical face
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(frontal face with normal illumination and neutral expression) of the same person in order to

extract insensitive features.

2.3 Proposed method

In the case of SSFR, we can reduce the problem to patch matching between the still image
and the face thumbnail extracted from the video. However, achieving a high accuracy
under this scheme requires careful selection of features and matching method. On the other
hand, DCNNs are proven to achieve higher accuracy and robustness than the traditional
computer vision patch-based matching algorithms [3, 40, 86]. This superiority is even shown
in low-level feature extraction and patch-matching applications such as Optical Flow, Stereo
Matching, and etc. [24, 46, 76]. In order to perform SSFR using a patch-based DCNN
algorithm, the problem should be redefined as a patch matching problem and then a suitable
network should be designed to take advantage of this re-definition.

Given two images in the patch-based matching single image FR problem, one high-quality
frontal still image and one face thumbnail extracted from a low-quality video, the problem is
to assign a likelihood for these two images being the same person. Based on this definition,
the face recognition problem is reduced to matching two image patches. Thus, the face
recognition framework iterates over still images and compares them to the given image to
detect which person it belongs to.

The block diagram for the proposed framework is shown in Figure 2.1. As shown in this
diagram, the method utilizes a database of still images (gallery set) which are high-quality
frontal still images taken from the subjects of interest. The framework consists of two major

components including feature extraction and patch matching.

Still Image
‘_.- Feature o
- Extraction i
- Similarity
Probe Score

Buiysiey ysieqd

Y

Gallery set
(Still Images) Feature
Extraction

Fig. 2.1 The block diagram of the deep learning-based face recognition framework.

Feature extraction pipeline is responsible for extracting distinctive features from each face
thumbnail such that these features are similar for two different images from the same person.

The patch matching component takes features extracted from the images and computes the
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likelihood of the faces belong to the same person. Each of these components is described in
the following sections.

2.3.1 Feature Extraction Pipeline

The feature extraction pipeline is inspired by the DCNN proposed in [46]. In this paper,
the goal is to extract features from two patches and localize the left patch in the right patch.
Despite the difference in the domain, this pipeline is able to effectively extract complex
features from a local patch. Therefore, in this paper we adopted a similar pipeline with minor
modifications to extract good features for face matching. The block diagram of the feature
extraction is presented in Figure 2.2.

Face Image

Conv | _ylDropout| ,f Max | | Conv [y Dropout| | Conv [ y|Dropout| 4| Conv [ ,fDropout
Layer RelLU Pooling Layer RelLU Layer RelLU Layer RelLU

\_, Conv | _ylDropout| | Conv | fDropout| | Conv | fDropout| | Conv [ |Dropout
Layer ReLU Layer RelU Layer RelLU Layer RelLU
\_, Conv |_,|64x24x12
Layer Feature

Fig. 2.2 The block diagram of feature extraction convolutional neural network.

Feature extraction is carried out by 9 convolutional layers each followed by a spatial
batch normalization, drop-out, and RELU layers except the last convolutional layer which is
not followed by a RELU in order to maintain the final feature representing the face thumbnail
intact and avoid losing informative data for the classification. Moreover, similar to [71], a
single max pooling layer is added after the first convolution layer. The purpose of the max
pooling layer is increasing the robustness to small translation of faces in the patch. Most
of the state-of-the-art methods for SSFR such as [31] heavily rely on accurately detecting
and cropping the face thumbnail and do not consider any possible displacement which
highly affects the matching score. However, the pooling layer would avoid such discrepancy
between still and video face thumbnails.

It Is worth mentioning that the two feature extraction pipelines shown in Figure 2.1 share
the same parameters. This makes sure that the features extracted from the two images are
consistent and comparable. Each convolutional layer in Figure 2.2 has 64 filters of size 5x5
without applying any padding. Thus, given the input size of 120x96, the output will be of
size 64x24x2.
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2.3.2 Patch Matching

After extracting features from the still and the video thumbnails, a matching method should be
employed to effectively compare these features and measure the similarity. The comparison
in our proposed framework has three stages: matrix dot product, fully connected neural
network, and finally a softmax. There are several approaches to join the two branches of
the deep network. One option would be to concatenate the two feature vectors and form a
single big vector and pass it as an input to the fully connected network. This approach has
been employed in [24] and [83]. However, in our case, the resulted feature vector is much
bigger and merging the two big vectors makes training the network more challenging. On
the other hand, authors in [59], took a different approach and instead of having two separate
pipelines, they utilized a triplet-based loss function. These triplets consist of two matching
face thumbnails and one non-matching thumbnail. Therefore, the network minimizes the
distance between an image to its positive samples.

However, in our scenario, we only have one single training sample for the subject of
interest and the triplet loss function would not be appropriate. Thus, we followed the approach
taken by [46] which uses matrix multiplication to simulate cross correlation in neural network
framework. Dot product of the two matrices gives us a single three dimensional feature matrix
that represents the two images. Then, this matrix is vectorized to obtain a one-dimensional
feature vector of size 18432. This feature vector is then fed in to a two-layer fully connected
neural network that classifies the input vector as either a match or a non-match. Furthermore,
a softmax layer is applied to obtain a log score for each of the two classes (match and

non-match).

2.3.3 Training

Being restricted to single training sample per subject, forced us to adopt a slightly different
approach in training the network. The training consists of two phases where during the first
phase the feature extraction pipeline is trained to obtain discriminative features from the face
thumbnails. In this phase, the fully connected layer is also trained to be able to classify face
thumbnails as matching or non-matching. However, at this point the network has no idea
about the subjects that are supposed to be classified. Therefore, the second phase of training,
fine-tuning, is responsible to train the pre-trained network using the still images such that
it will be able to determine the right face among the faces in the gallery. The following
sub-sections focus on the pre-training and fine-tuning stages and describe the essence of each

stage.
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Pre-training

During the pre-training, the network will be trained as a general face thumbnail matching
system. Thus, it has no prior knowledge about the subjects of interest and the focus of this
stage is to train mainly the feature extraction pipeline. For this purpose, we use a pool of
matching and non-matching images from the COX Face DB. The trick to obtain a high
accuracy is to generate an unbalanced training dataset. The dataset should contain positive
matches as well as negative matches. Generating the positive samples is straightforward
where a still image from a subject is paired with the video face thumbnails of the same
subject. However, generating negative samples is more challenging and requires a well
defined protocol. In our experiments, we generated the negative samples by pairing a still
image with a randomly video thumbnail of other subjects. In order to make an unbalanced
dataset, for each positive pair, we sampled two negative pairs to generate a dataset with wide
variety of positive and negative samples. and our experiments has shown the effectiveness of
this sampling scheme.

Fine-tuning

Fine-tuning stage is where the network actually acquires knowledge about the similarities
and dissimilarities between the subjects of interest. So far, the network is pre-trained on face
thumbnails that are not expected to be seen during the query. In order to improve the facial
model and include the gallery information to enhance the intra-class variations, we propose to
fine-tune the network with augmented images generated based on the still images. Thus, for
each still image, a set of augmented images are generated by the following transformations:
shearing, mirroring, rotating, and translating the original still image. Then, two levels of
sub-sampling are applied to each of these images to obtain two images per transformation
operation. While shearing, mirroring, rotating and translating is increasing the diversity in the
viewpoint and facial appearance, sub-sampling encodes different distances from the camera
as well as the quality of face thumbnail. After sub-sampling all images are up-sampled to the
same size than the still image to replicates the low-quality video face thumbnails. Figure 2.3
presents some of these augmented images generated for the fine-tuning on the testing dataset.

For fine-tuning, similar to the pre-training an unbalanced number of matching and non-
matching pairs are fed to the network. However, in contrast with the pre-training, the focus
here is to learn dissimilarities between the still images and thus the parameters of the feature
extraction pipeline are fixed. By fixing these parameters, we make sure that the feature

extraction will not be biased by the still images. Fine-tuning in this case does not require
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Flip Rotation Shear Translation

Fig. 2.3 Sample of augmented face images generated for the fine-tuning stage. The first row
represents face thumbnails generated by one level of sub-sampling where the second row
represents images generate by two levels of subsampling followed by upsampling. a: the
original still image, b: flip, c: rotation, d: shearing, e: translation.

being extensive and only several epochs on the augmented dataset would boost the accuracy
a lot.

2.4 Experiments

In this section, extensive experiments are performed to thoroughly assess performance of the
proposed system against the state-of-the-art video-based FR systems. To evaluate different
aspects of the proposed framework, several experiments are designed to perform still-to-video
and video-to-still FR scenarios.

2.4.1 Video datasets

The experiments are conducted on two challenging datasets specifically designed for video-
based FR: COX Face DB [31] and ChokePoint dataset [79]. Random examples face thumb-
nails of these datasets are shown in Figure 2.4, where they resemble the real-world surveil-
lance environments.

The COX Face DB is constructed with participation of 1000 subjects. The dataset consists
of one high quality still image and three uncontrolled video clips captured by low-resolution
cameras for each subject. These videos are recorded while subjects are walking roughly
along an S-shaped path to emulate different viewpoints and facial appearances similar to
real-world scenarios. The video clips are captured by three different off-the-shelf cam-coders.

Moreover, these videos are taken from the subjects walking in a large gymnasium with high
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I
L
Fig. 2.4 Examples of Cox Face DB (top row) and Chokepoint dataset (bottom row) video face

thumbnails, where they contain variations in camera viewpoints, pose, expression, blurriness,
and occlusion.

ceiling, thus, the environment and camera setup approximates the outdoor lighting conditions.
The ChokePoint dataset [79] is a collection of videos mainly obtained for experiments in
person re-identification or face verification. The dataset contains still images of 25 subjects
in portal 1 and 29 subjects in portal 2. In total, the dataset contains 64204 face thumbnails
accurately extracted from the images from 48 video sequences captured using three cameras,
in two portals and with subjects entering and leaving the scene.

2.4.2 Experimental Setup

In order to fairly compare the results of the proposed framework with sate-of-the-art systems,
we followed standard experimental setups suggested by [5], [31], and [50]. For COX Face
DB, we took the same training subjects to train the feature extraction pipeline, where 300
subjects are considered for training and 700 subjects for testing over a course of 10 iterations
with random selection of training and testing subjects for each iterations. During training, all
the still and video face thumbnails of the 300 subjects are adopted. On the other hand, the
high-resolution still images from the rest 700 subjects are used during testing as the gallery set
and the probe set contains the face thumbnails of the video clips from the corresponding 700
subjects. Thus, each probe is compared against all the gallery images and rank-1 recognition
is reported as the accuracy of still-to-video FR system. Moreover, for video-to-still FR, the
gallery set and probe sets are swapped and each still image is matched against video face
thumbnails of all the 700 subjects. Furthermore, for fine-tuning, we use the still images
of the 700 test subjects augmented to be similar to video face thumbnails. This allows the
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network to gain knowledge about the possible appearance of people within the surveillance
environments. However, we provide the results of our framework with or without fine-tuning
stage.

In the experiment over ChokePoint dataset, 5 subjects of interest are randomly selected
and thus the gallery set contains only the still thumbnails of these subjects. On the other hand,
the probe set contains all video thumbnails of these subjects along with videos of 10 unknown
subjects appeared in the capturing scene. Moreover, we utilize the pre-trained network that
was already trained on COX Face DB to operate on the ChokePoint dataset. Except that the
fine-tuning is performed using the still images of the ChokePoint dataset. Noted that in this
experiment, the classifier does not have any knowledge about the background subjects and
thus, this experiment is more realistic and challenging than the protocol used for COX Face
DB. In another experiment, all the video thumbnails in the ChokePoint dataset are used as
probe set and the gallery contains the 27 high quality controlled images. This experiment is
similar to the above-mentioned experiment on the COX Face DB, however, the number of
images in the gallery set is much lower and the number of video thumbnails for each of these
subjects is extremely higher.

Meanwhile, in order to have a consistent neural network, we scale all the faces to 120x96
pixels. The convolutional neural network is implemented and trained using Torch 7.0 deep
learning framework [13]. The training is performed for 30 epochs using the training data
generated from the COX Face DB. Also, for the fine-tuning purpose on the COX Face DB,
the network is trained for an additional 5 epochs on the simulated data generated from the
still images. In order to fine-tune the network for ChokePoint dataset, the network is trained
for 3 epochs on the simulated data generated from the still images from the same dataset.
Rank-1 recognition accuracy of the proposed framework is compared against PSCL [31],
learning Euclidean to Riemannian metric (LERM) [32], and TBE-CNN [17] on the COX
Face DB and also ensemble-based method (EBM) [5], and [50] on the ChokePoint dataset.

Rank-1 recognition is computed based on the highest response in the gallery set for the
given probe face. Although rank-1 recognition measure is an appropriate indication for face
identification, However, the area under the ROC curve is a more desirable metrics for face
verification [31]. The ROC space is defined as False Negative Rate (FNR) along x-axis
and True Positive Rate (TPR) along the y-axis. TPR is the ratio of correctly classified face
thumbnails as a target subject in the gallery over number of all probes with a corresponding
thumbnail in the gallery. On the other hand, FNR is the ratio of incorrectly labeled probes
as one of the target subjects over the number of non-target probes. Area Under the ROC
Curve (AUC) is a well-known measure of detection performance and can be interpreted as
the probability of classification over the range of TPR and FPR [5].
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2.4.3 Experimental Results

The comparison of rank-1 recognition accuracy of the proposed still-to-video framework

against state-of-the-art methods over COX Face DB is presented in Table 2.1.

Table 2.1 Rank-1 recognition accuracy of the proposed still-to-video scenario against state-

of-the-art methods on COX Face DB

Methods Cameras Cameral Camera2 Camera3
PSCL [31] 36.39+1.6 | 30.87+£1.8 | 5096+1.4
LERM [32] 49.07+1.5 | 44.164+09 | 63.83+1.6
TBE-CNN [17] 88.24+0.4 | 87.86 0.8 | 95.74+0.7
Ours 71.474+1.7 | 70.93+1.1 | 76.67+£1.8
Ours+FT 97.814+0.5 | 96.044+0.9 | 98.79+0.6

As shown in Table 2.1, the proposed method significantly outperforms other techniques
that exploit hand-crafted features. However, the proposed patch-based matching DCNN fails
to outperform the TBE-CNN [17] that uses a similar architecture than the one in FaceNet [59].
Authors in [17] trained the network on roughly 2.6 million training samples obtained from
CASIA-WebFace database. Moreover, TBE-CNN employs an ensemble of convolutional
neural networks to achieve a higher recognition accuracy. Despite the elegant and complex
design of TBE-CNN, the proposed fine-tuning approach outperforms the TBE-CNN by a
big margin with a simpler design and more sophisticated training methodology. Table 2.1
shows a remarkable improvement in rank-1 recognition after the proposed fine-tuning. The
presented result supports our claim that most of the existing still-to-video FR systems lack in
using the knowledge embedded in the still images. The proposed fine-tuning stage efficiently
takes advantage of the still images in the gallery set to enhance the intra-class variations, as
well as, inter-class variations between the subjects of interest. Moreover, the proposed face
augmentation proved to be effective in reducing false negatives by learning the appearances
of the face of the subjects in the gallery set.

Table 2.2 provides the rank-1 recognition for video-to-still scenario in comparison with
the same methods. Due to existence of multiple video face thumbnails available in the gallery,
a higher accuracy than still-to-video is expected.

As shown in Table 2.2, the proposed framework with fine-tuning exceeds the state-of-the-
art methods in video-to-still FR scenario.

For comparison on the ChokePoint dataset, we adopted the trained network on COX Face
DB and activated it without any modifications on the ChokePoint dataset. Thus, the network

is fine-tuned using simulated video thumbnails augmented from the still images of the 5
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Table 2.2 Rank-1 recognition accuracy of the proposed video-to-still scenario against state-

of-the-art methods on COX Face DB

Methods Cameras Cameral Camera2 Camera3
PSCL [31] 38.60+1.4 | 33.20£1.8 | 53.26+£0.8
LERM [32] 45714+2.0 | 42.80+1.8 | 58.37+3.3
TBE-CNN [17] 93.574+0.6 | 93.694+0.5 | 98.96+0.2
Ours 83.23+2.0 | 81.51+2.8 | 8542+1.6
Ours+FT 9543+0.7 | 94.214+1.0 | 95.90+0.4

subjects and then the same operation is performed. The results and comparison with [5] are
presented in Table 2.3, where the area under precision-recall (AUPR) curve is considered.
AUPR is used to measure the performance under the imbalanced data circumstances, where
the space is defined by Precison and TPR as Recall. PR is the ratio of true positives over the

sum of true positives and false positives.

Table 2.3 Area Under PR curves on ChokePoint Dataset

Subjects Methods EBM 5] Ours Ours+FT

Individual #1 99.7+0.09 | 82.62 | 97.52+0.04
Individual #2 95.2+1.8 | 85.42 | 98.32+0.59
Individual #3 98.9+1.6 | 80.25 | 98.95+0.06
Individual #4 98.3+1.4 | 84.95 | 99.74+0.47
Individual #5 99.540.06 | 86.85 | 99.33£0.06

The final experiment is conducted similar to the protocol adopted by [50], where the
training is performed on a separate dataset (in our case we have trained the network over COX
Face DB) and evaluated on all of the face images in the ChokePoint dataset. Therefore, all
video thumbnails are considered as probes and all still images are put in the gallery. In order
to have a fair comparison, we have included the results of the proposed framework before and
after fine-tuning stage. The rank-1 recognition rate documented in [50] for still-to-video FR
1s 62.7%, whereas we could reach up to 73.25% before fine-tuning. Moreover, by employing
the same fine-tuning approach, we could achieve 97.46% rank-1 accuracy on all the images
in the dataset.

Video-based FR requires real-time face verification and identification. The proposed
framework is designed to be simple, yet accurate while maintaining the real-time aspect
of the design. In order to confirm the feasibility of utilizing the proposed framework in
video surveillance scenarios, the time complexity is compared with other state-of-the-art
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approaches in Table 2.4. The training time is reported as the total training time over the COX
Face DB dataset. However, the test times are reported as the running time for matching a

single probe against all the 700 subjects in the gallery.

Table 2.4 Running time (in seconds) comparison of different methods in the S2V/V2S face
recognition

Methods
Phase PSCL[31] [LERM32] | Ours
Train 865.36 1001.59 | 3652.36
Test 1.35 1.21 0.11
Fine-Tuning N.A. N.A. 186.57

Table 2.4 compares the run-time of the methods in train, test and fine-tuning (specific to
our method) on an Intel(R) Core(TM) 17-37700M (3.40GHz) PC along with a GEFORCE
GTX 1070 8GB, where the proposed framework achieves a significantly lower time com-
plexity.

2.5 Conclusion

This paper presents a deep learning framework for video-based FR by adopting a patch-
based matching DCNN architecture specialized for SSFR problems. In this framework,
convolutional layers are employed to effectively extract discriminative features from the
still and video face thumbnails. These rich features extracted from the face thumbnails
provides robustness for face matching under variations in viewpoint of the camera and
the facial appearance of the subjects. Feature matching of the two faces is performed by
emulating cross correlation in deep neural network by applying a matrix dot product followed
by a fully connected layer. The results suggest that the proposed matching scheme is very
effective for the SSFR scenarios. Moreover, to overcome the single training sample challenge,
transfer learning approach is applied in order to embed knowledge about the watch-list. The
experimental results suggest that the proposed method is capable of learning a complex
model for face matching that is effective for both still-to-video and video-to-still SSFR.
Three different sets of experiments designed to investigate the performance of the pro-
posed framework under different real-world scenarios. The presented results over COX
Face DB indicate the performance of the system in case of big watch-list and ensures that
the system can identify the correct subject among a huge list of subjects of interest. On
the other hand, the ChokePoint dataset has more video face thumbnails introducing more

facial appearance variance in the dataset. Also, results indicate that the proposed fine-tuning
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stage effectively increases the recognition accuracy of the network and by far outperforms
the state-of-the-art methods. Moreover, fine-tuning is a natural way in deep learning to get
around the lack of large amount of training data.

In order to achieve a higher level of performance, future research will be focused on
utilizing spatio-temporal information. The idea is to track the subject over a set of frames and
classify the face thumbnail for each frame and accumulate votes over time. The combination
of face detection, tracking, and identification in a unified deep learning-based network not
only would improve the accuracy, but also, can make a complete system that can be deployed
for robust video-based FR.
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Abstract

Growing number of surveillance and biometric applications seek to recognize the face of
individuals appearing in the viewpoint of video cameras. Systems for video-based FR
can be subjected to challenging operational environments, where the appearance of faces
captured with video cameras varies significantly due to changes in pose, illumination, scale,
blur, expression, occlusion, etc. In particular, with still-to-video FR, a limited number
of high-quality facial images are typically captured for enrollment of an individual to the
system, whereas an abundance facial trajectories can be captured using video cameras
during operations, under different viewpoints and uncontrolled conditions. This paper
presents a deep learning architecture that can learn a robust facial representation for each
target individual during enrollment, and then accurately compare the facial regions of
interest (ROIs) extracted from a still reference image (of the target individual) with ROIs
extracted from live or archived videos. An ensemble of deep convolutional neural networks
(DCNNs) named HaarNet is proposed, where a trunk network first extracts features from the
global appearance of the facial ROIs (holistic representation). Then, three branch networks
effectively embed asymmetrical and complex facial features (local representations) based on
Haar-like features. In order to increase the discriminativness of face representations, a novel
regularized triplet-loss function is proposed that reduces the intra-class variations, while
increasing the inter-class variations. Given the single reference still per target individual,
the robustness of the proposed DCNN is further improved by fine-tuning the HaarNet with
synthetically-generated facial still ROIs that emulate capture conditions found in operational
environments. The proposed system is evaluated on stills and videos from the challenging
COX Face and Chokepoint datasets according to accuracy and complexity. Experimental
results indicate that the proposed method can significantly improve performance with respect
to state-of-the-art systems for video-based FR.
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3.1 Introduction

Systems for video-based FR attempt to accurately recognize individuals appearing in the
field of view of a video camera. Three distinct scenarios can be considered in video-based
FR - still-to-video, video-to-still, and video-to-video FR [31]. For example, the still-to-video
FR scenario is relevant in watch-list screening applications, where individuals of interest are
enrolled to a video surveillance system using reference facial images captured a priori under
controlled conditions using a still camera (i.e., mug-shots, passport or driver license photos).
Then, facial ROIs extracted from video captured over a distributed network of surveillance
cameras are matched against those still ROIs stored during enrollment [5, 24]. In contrast, the
video-to-video FR scenario is relevant, for example, in person re-identification applications,
where individuals of interest are enrolled to a video surveillance system using reference
facial trajectories captured a priori in videos [15, 80], and then matched against facial ROIs
extracted from video trajectories captured over a network of cameras.

Recognizing the face of an individual in unconstrained real-world videos remains a
challenging task, due in large part variations of facial appearances caused by changes in
ambient lighting, poses, expressions, occlusions, scale, blur, etc. [34, 65]. The performance
of state-of-the-art systems for video-based FR also declines in real-world environments when
a limited number of ROIs is available during enrollment to design a robust facial model
[31, 5, 6, 38]. In literature, unified subspace FR methods such as PCA, LDA, Bayesian Face,
and metric learning methods cannot simultaneously reduce the complex intra-class variations
and enlarge the inter-class discrimination due to their linear nature or shallow structures
[65, 67]. Recently, some techniques have been successful for generating representative facial
models given a limited number fo reference ROIs, specifically in still-to-video and video-to-
still FR [31, 24, 6, 16, 32]. These systems are typically proposed to compensate the lack of
representative reference facial ROIs face using multiple face representations, synthetic face
generation, and augmenting the target samples in order to enlarge the training set [25, 8]. In
addition, recent sparse representation-based classification methods have provided a promising
performance by learning additional auxiliary (variational) dictionaries for robust modeling of
intra-class variability in video environments [80, 16, 85, 51].

Despite the improvements achieved through the above-mentioned methods, there still
exists a significant gap compared to the human visual system [71]. In this paper, deep learning
methods are considered to provide robust modeling of intra-class and inter-class variations,
and accurate video-based FR [65, 19]. Deep learning methods have been shown to learn
effective face representations directly from face images through their deep architecture and
hierarchical nonlinear mapping [67, 68, 11, 28, 59]. In particular, to learn a face embedding

that can suitably reduce the intra-class variations, as well as, increase the inter-class variations,
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a triplet-based loss has been utilized with FaceNet [59] in a compact Euclidean space in
order to dissociate the negative facial ROIs of other identities from the positive pair of
two faces corresponding to the same identity. Similarly, a Trunk-Branch Ensemble CNN
(TBE-CNN) model has been proposed in [17] along with an improved triplet loss function to
learn blur-insensitive face representations composed of both still face images and artificially
blurred faces. This model is an end-to-end network that shares the early- and mid-layer
convolutional layers between the trunk (to extract holistic features) and branch (to extract
local features) networks to efficiently extract discriminative face representations. The main
drawback of the TBE-CNN is that it requires the reliable detection of facial landmarks (that
may fail due to occlusion), and thereby increase the complexity to perform in real-time
applications.

In this paper, a novel end-to-end ensemble of DCNNs called HaarNet is proposed to
efficiently learn robust and discriminative face representations for video-based FR applica-
tions. HaarNet consists of a trunk network with three diverging branch networks that are
specifically designed to embed facial features, pose, and other distinctive features. The trunk
network effectively learns a holistic representation of the face, whereas the branches learn
more local and asymmetrical features related to pose or special facial features by means of
Haar-like features. Furthermore, to increase the discriminative capabilities of the HaarNet, a
second-order statistic regularized triplet-loss is proposed for an end-to-end training process.
The proposed triplet-loss function takes advantage of the inter-class and intra-class variations
existing in training data to learn more distinctive representations for subjects with similar
faces. Finally, a fine-tuning stage is proposed to embed the correlation of facial ROIs stored

during enrollment and improve recognition accuracy.

3.2 HaarNet Architecture

The overall architecture of the proposed HaarNet is presented in Fig. 3.2. Inspired by [17],
this ensemble of deep convolutional neural networks (DCNN5s) is composed of a global trunk
network along with three branch networks that can effectively learn a representation that is
robust to changing capture conditions. As shown in Fig. 3.2, the trunk is employed to learn
the global appearance face representation, whereas three branches diverged from the trunk

are designed to learn asymmetrical and more locally distinctive representations.
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3.2.1 Face embedding:

Similar to [59] and [17], the face embedding is performed using a Haar-like deep neural
network. In contrast with [17], instead of fusing the trunk and branch representations
to obtain a final face representation using only one fully connected layer, we propose to
concatenate the output of trunk and branches to obtain a final representation of the facial ROI.
In particular, we propose to utilize three branch networks, where each branch computes one
of the Haar-like features illustrated in Fig. 3.1. As outlined in [74] Haar features have been
utilized for face detection to extract distinctive features from faces based on the symmetrical
nature of facial components, and on contrast of intensity between adjacent components. In
general, these features are calculated by subtracting sum of all pixels in the black areas from
the sum of all pixels in the white areas. To avoid information loss, the Haar-like features
are calculated by matrix summation, where black matrices are negated. Thus, instead of
generating only one value, each Haar-like feature returns a matrix.

In the architecture (see Fig. 3.2), the trunk network and its three branches share the first
two convolutional layers. Then, the first and second branches split the output of Conv2 into
two sub-branches, and also apply two inception layers to each sub-branch. Subsequently, the
two sub-branches are merged by a subtraction layer to obtain a Haar-like representation for
each corresponding branch. Meanwhile, the third branch divides the output of Conv2 into
four sub-branches and one inception layer is applied to each of the sub-branches. Eventually,
a subtraction layer is exploited to combine those for sub-branches and feed to the fully
connected layer. The final representation of the face is obtained by concatenating the output
of the trunk and all three Haar-like features.

Fig. 3.1 Haar-like features used in branch networks.

As illustrated in Fig. 3.2, the first two convolutional layers (Conv1 and Conv?2) extract
low-level features representing local information [17]. These two layers share weights
between all branches and the trunk. However, since the mid- and high-level features have
different properties in each branch and the trunk, the corresponding layers don’t share

parameters.
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Fig. 3.2 HaarNet architecture for the trunk and three branches. (Max pooling layers after
each inception and convolution layer are not shown for clarity).

The layers and specifications of the trunk network are presented in Table 3.1. For the
trunk network, the configuration of Googl.eNet [70] is employed with 18 layers. In order to

have a consistent input, all the face images are scaled to 192x192 pixels for all datasets.

Table 3.1 Specifications of the trunk network.

| Features || Layer type | Kernel size/stride | Output size | Depth |

Convl TX7/2 96x96x64 1

Low-level || Max pooling 2x2/2 48x48x64 0
features Conv2 3x3/1 48x48x192 | 2
Max pooling 2x2/2 24x24x192 | 0

. Inception (3a) - 24x24x256 | 2
?g;‘tlulriie' Inception (3b) | - 24x24x480 | 2
Max pooling 2x2/2 12x12x480 | O

Inception (4a) - 12x12x512 | 2

Inception (4b) - 12x12x512 | 2

Inception (4c) - 12x12x512 | 2

. Inception (4d) - 12x12x528 | 2
g;gtll‘l:::el Tnception (4¢) | - 12x12x832 | 2
Max pooling 2x2/2 6x6x832 0

Inception (5a) - 6x6x832 2

Inception (5b) - 6x6x1024 2

Max pooling 2x2/2 3x3x1024 1

Dropout - 3x3x1024 1

Fully connected | - 256 1
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Table 3.2 presents the specification of the layers of the three branches of HaarNet, where
each branch computes one of the Haar-like features. The specifications of those branches

without some layers are marked by a hyphen.

Table 3.2 Specifications of the 3 branch networks.

Features | Layer type | Kernel size/stride | Branchl | Branch2 | Branch3 |
Convl 7x7/2 96x96x64 | 96x96x64 | 96x96x64

Low-level || Max pooling 2x2/2 48x48x64 | 48x48x64 | 48x48x64

features Conv2 3x3/1 48x48x192 | 48x48x192 | 48x48x192
Max pooling 2x2/2 24x24x192 | 24x24x192 | 24x24x192
Inception (a) - 12x12x480 | - -
Inception (a’) - 12x12x480 | - -
Inception (b) - - 12x12x480 | -

Mid-level Incept%on ) - - 12x12x480 | -

features Incepqon (c) - - - 12x12x480
Inception (c’) - - - 12x12x480
Inception (c”) - - - 12x12x480
Inception (¢’) | - - - 12x12x480
Max pooling 2x2/2 6x6x480 6x6x480 3x3x480
Inception (d) - 6x6x832 - -

High-level Incept%on d) - 6x6x832 - -

features Incepgon (e) - - 6x6x832 -
Inception (e’) - - 6x6x832 -
Max pooling 2x2/2 3x3x832 3x3x832 -
Dropout - 3x3x832 3x3x832 3x3x480
Subtraction 1 - 3x3x832 - -
Subtraction 2 - - 3x3x832 -
Subtraction 3 - - - 3x3x480
Fully connected | - 128 128 64

3.2.2 Second-order statistics regularized loss function:

Recently, deep learning algorithms specialized for FR mostly utilize triplet-loss in order to
train the deep architecture and thereby learning a discriminant face representation [59, 17, 75].
However, careful triplet sampling is a crucial step in order to achieve a faster convergence
[59]. In addition, employing triplet-loss is challenging since the global distributions of the
training samples are neglected in optimization process.

Ding and Tao [17] have shown that by adding a mean distance regularization term to
the triplet-loss function, the distinctiveness of the face representation may improve. Fig.
3.4 illustrates the main idea of the proposed second-order statistics regularization term. In
Fig 3.4 (a), triplet-loss function may suffer from nonuniform inter-class distances that leads
to failure of using simple distance measures, such as Euclidean and cosine distances. In
this regard (see Fig. 3.4 (b)), a mean distance regularization term can be added to increase

the separation of class representations. On the other hand, representations of some facial
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ROIs may be confused with representation of the adjacent facial ROIs in the feature space
due to high intra-class variations. Fig. 3.4 (c) shows such a configuration, where the mean
representation of the classes are distant from each other but the standard deviations of classes
are very high, leading to overlap among class representations. To address this issue, this
paper introduces a new term in the loss function to examine the intra-class distribution of the
training samples.

Fig. 3.3 illustrates the training process of the HaarNet using a triplet-loss concept, where
a batch of triplets composed of <anchor, positive, negative> is input to the architecture is

translated to a face representation.

. N Batch of triplets

’ AN
/ ‘
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N . res
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Fig. 3.3 Processing of triplets to compute the loss function. The network inputs a batch of
triplets to the HaarNet architecture followed by an L2 Normalization.

As shown in Fig. 3.3, output of the HaarNet is then L2 normalized prior to feed into the
triplet-loss function in order to represent faces on a unit hyper-sphere. Let’s denote the L2
normalized representation of a facial ROI x as f (x) € R? where d is the dimension of the
face representation.

The triplet constraint can be expressed as a function of the representation of anchor,

positive and negative samples as follows [59]:

F GO =r (D)3 +a<lf ) — £ DI (3.1)

where f(x¢), f(x), and f (x]') are the face representations of the anchor, positive, and
negative, respectively. All the triplets sampled from the training set should satisfy the
constraint. Thus, during training, HaarNet minimizes of the loss function:

LHaarNet = 51Ltriplet + 62Lmean + 63Lstd (3.2)

where §; denotes the weight for each term in the loss function. Furthermore, L;,i,; can be
defined based on (3.1) as follows:
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(d)

Fig. 3.4 Illustration of the regularized triple loss principle based on the mean and standard
deviation of 3 classes, assuming a 2D representation of the facial ROIs.

_ 1

Ltriplet 2N

N
Xl Gy = £ GDIE - G = £ (DI + e (3.3)

Similar to [17], assuming that the mean distance constraint is 8 < ||fl. — f17]|3, we define

Lyyean as:

1 & -
mean— _P Z (Ov ﬁ_ ”.u'c_.u'c”%) (34)
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In addition, we define the standard deviation constraint to be o, > 7y, where o, is the

standard deviation of the class c¢. Therefore, L, can be computed as follows:

1 C
Lyg= i Y max (0, y— o) (3.5)
c=1

where N, P, and M are the number of samples that violate the triplet, mean distance, and
standard deviation constraints, respectively. Likewise, C is the number of subjects in the
current batch and o, f,and 7y are margins for triplet, mean distance, and standard deviation
constraints, respectively. The loss function (3.2) can be optimized using the regular stochastic
gradient descent with momentum similar to [17]. The gradient of loss w.r.t. the facial ROI

representation of ith image for subject ¢ (denoted as f (x.;)) is derived as follows:

Ly 1 & do;
) M Y @y 7 () (3.6)

c=1

where @, equals to 1 if the standard deviation constraint is violated, and equals to O
otherwise. Moreover, the derivative of Ly, can be computed by applying the chain rule as

follows:

90, m I [1F (o)) — welly
af (xci) df (xci)
[y e = 7 (eeg) ] = e = £ Gl
2/ 2 1 () = el

As shown in Fig. 3.4 (d), the discriminating power of the face representations can be

(3.7)

improved by setting margins such that Y < . This ensures a high inter-class and a low

intra-class variations to increase the overall classification accuracy.

3.2.3 Training phase:

Training a network with multiple branches followed by a triplet-loss is tricky and requires
careful attention to the details. A multi-stage training approach is hereby proposed to
effectively optimize the parameters of the proposed HaarNet. The first three stages are
designed for initializing the parameters with a promising approximation prior to employ the
triplet-loss function. Moreover, these three stages are beneficial to detect a set of hard triplets

from the dataset in order to initiate the triplet-loss training.
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In the first stage, the trunk network is trained using a softmax loss, because the softmax
function converges much faster than triplet-loss function. During the second stage, each
branch is trained separately by fixing the shared parameters and by only optimizing the rest
of the parameters. Similar to the first stage, a softmax loss function is used to train each of
the branches. Then, the complete network is constructed by assembling the trunk and the
three branch networks. The third stage of the training is indeed a fine-tuning stage for the
complete network in order to optimize these four components simultaneously. In order to
consider the inter- and intra-class variations, the network is trained for several epochs using

the hard triplets detected during the previous stages.

3.2.4 Recognition process:

The HaarNet generates a 576 dimensional face representations consisting of a 256 dimen-
sional feature extracted from the whole image concatenated with 320 dimensional Haar-like
features. This heterogeneous face representation is incompatible with regular distance metrics
such as Euclidean or Cosine distances. In order to employ the HaarNet method in a FR setup,
we propose to train a fully connected layer followed by a “softmax” which takes two face
representations as input and outputs a similarity score between zero and one. This layer is
trained on LFW dataset for several epochs after the feature extraction pipeline is completely
trained and later is fine-tuned on COX Face DB training set images.

3.3 [Experiments

In this section, several experimental results are shown to evaluate and comparing the perfor-

mance of the proposed HaarNet against the state-of-the-art video FR systems.

3.3.1 Datasets:

Experiments are conducted using challenging datasets designed specifically to video-based
FR, LFW, COX Face DB and ChokePoint datasets. Example faces of three datasets used in
this paper are presented in Fig. 3.5 that shows variations in the video ROIs for a specific
subject similar to surveillance environments. Noted that LFW dataset has been only employed
to train the HaarNet and adjust the network parameters with a large number of faces.

The COX Face DB [31] simulates real-world video surveillance data containing still and
video images of 1000 subjects. For each subject, the dataset consists of one high-quality still
image and three uncontrolled video clips recorded by low-resolution off-the-shelf cam-coders.

These three videos are captured while subjects are walking roughly along an S-shaped path to
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Fig. 3.5 Examples of LFW (top row), Cox Face DB (middle row) and Chokepoint (bottom
row) datasets, where they contain different variations in camera viewpoints, pose, expression,
blurriness, and occlusion. The left most column represents high-quality frontal still faces (for
Cox Face DB and Chokepoint datasets).

emulate different poses and facial appearances similar to the real world scenarios. Moreover,
these videos are taken from the subjects walking in a large gymnasium with high ceiling,
thus, the environment and camera setup approximates the outdoor lighting conditions. In
order to evaluate our proposed method on the COX Face DB, we adopted the still-to-video
and video-to-still protocols introduced in [31].

The ChokePoint dataset [79] contains a collection of still images and videos for experi-
ments in video-based FR that simulates the real-world surveillance conditions. The dataset
contains still images of 25 subjects in portal 1 and 29 subjects in portal 2. In total, the dataset
contains 64,204 facial ROIs accurately extracted from the images of 48 video sequences
captured using three cameras, in two portals and with subjects entering and leaving the
portals. For the comparison w.r.t. still-to-video scenario, we adopted the protocol proposed
in [5] using a set of 5 randomly selected subjects of interest.

3.3.2 Protocol:

The main challenge in video-based FR is the lack of adequate amount of diversified training
data to support training a deep model. Moreover, most of the video FR databases such as
COX Face DB [31] and ChokePoint [79] contain a limited number of subjects and typically
suffer from the lack of diversity in the video ROIs, specially diversity in different facial
appearances with respect to the still ROIs. Following [17], we synthetically generate a video-

like dataset from an existing dataset that contains a large number diverse subjects. In this
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paper, motion blur and out-of-focus blur are emulated by adding noise to the original image.
We further augment the artificially generated dataset by applying several transformations.
For each artificially generated video ROI, we construct a set of images through the following
transformations: shearing, mirroring, rotating, translating. These transformations help to
enrich the artificial video dataset by simulating different viewpoints. Moreover, for each
transformation we generate two images by applying two different levels of down-sampling
followed by an up-sampling. The subsampling emulates different scales (distance from the
camera) and also helps to embed the low-quality nature of the video facial ROIs.

In our experiments, HaarNet is trained on the Labeled Faces in the Wild (LFW) dataset
[29]. In order to emulate video ROIs, an artificial video dataset containing roughly 8.2
million video face ROIs is generated. Additionally, the network is fine-tuned using the COX
Face DB in order to embed the camera field of view information in the network. So far, the
network has no knowledge about the subjects of interest enrolled to the system. In order
to embed this knowledge, final fine-tuning round is employed over still ROIs of subjects.
During this phase, another artificial video dataset is generated using only the still face ROIs
by following the aforementioned process. The objective of the fine-tuning process is to train
the network in order to acquire knowledge about similarities and dissimilarities among the

subjects of interest based on their still and synthesized video ROIs. Fig. 3.6 presents some of

augmented images generated for the fine-tuning stage.

Flip Rotation Shear Translation

Fig. 3.6 Sample of augmented facial images generated from a Chokepoint still for the fine-
tuning stage. The first row represents facial ROIs generated by one level of sub-sampling,
while the second row represents images generate by two levels of subsampling followed by
upsampling.

For COX Face DB, experiments conducted using the list of training and testing images
provided as suggested by [31]. Thus, we used 300 subjects for training and 700 subjects for

testing over a course of independent 10 replications, where the training and testing subjects
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are randomly selected for each replication. Training is performed using all the still and video
facial ROISs of the 300 subjects, while for testing, the high resolution still images from the
remaining 700 subjects are used for enrollment as the gallery set and the probe set contains
the facial ROIs of the three video clips from the corresponding 700 subjects. Therefore,
each probe is matched against all the gallery images and rank-1 recognition performance is
reported for still-to-video FR scenario. Moreover, for video-to-still FR, the gallery set and
probe sets are swapped and each still image is compared against all the video facial ROIs
of those 700 subjects. Furthermore, for fine-tuning, we used the still images of the 700 test
subjects to generate the artificial video facial ROI dataset. This allows the network to gain
knowledge about the subjects of interest. However, for the sake of fairness in comparisons,
we provide the results of our framework with and without this final fine-tuning stage.

In the experiment with ChokePoint dataset, the instructions from [5] is followed in order
to perform still-to-video FR. In this experiment, 5 subjects are selected randomly to be
enrolled in the system. On the other hand, the probe set contains all video ROIs of these
subjects along with 10 unknown subjects appeared in the operational scene, while their
still images are not included in the gallery. In the final experiment, all the video ROIs in
the ChokePoint dataset are used as probe set and the gallery contains the 27 high-quality
controlled images. This experiment is similar to the aforementioned experiment on the COX
Face DB with more video facial ROIs per person.

In order to have a consistent neural network, we resized all the facial ROIs from these
two datasets to 192x192 pixels. Moreover, the LFW dataset was used to train the network.
First, the trunk was trained for 30 epochs using a softmax, then each branch is trained for 20
epochs using a softmax loss. Subsequently, the complete network is assembled and trained
by adopting a softmax loss function for 15 epochs. Finally, HaarNet is trained using the
proposed regularized triplet loss for extra 15 epochs. The similarity measure network is
then trained using the face representations obtained from the HaarNet on the LFW dataset.
Thereafter, the similarity measure network is trained on the 300 training subjects from the
COX Face DB for another 5 epochs. On the top of all these training stages, there is an
additional fine-tuning stage using the artificially simulated video images based on the 700
images of the gallery, where we only fine-tune the final classification layer. The network
trained on COX Face DB was used to assess on the ChokePoint dataset with an exception
that the fine-tuning is performed using the simulated images generated from the still images
of the ChokePoint dataset. Noted that in this experiment, the network has no knowledge
about the background subjects and thus, this experiment would be a more realistic challenge
than the protocol suggested for experimenting on the COX Face DB. The parameters and

their corresponding values of the proposed triplet loss function are presented in Table 3.
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Table 3.3 Parameters of the regularized triplet-loss function used during the training process.

Parameter | |3 |y |6 | & | O3
Value 02/03/102]05]03]0.2

3.3.3 Performance metrics:

In the experiments, rank-1 recognition is reported to compare the performance of the proposed
HaarNet against the state-of-the-art video FR systems in a face identification scenario, while
ROC curve is presented to perform a comparison under a face verification scenario. Rank-1
recognition is computed based on the highest response in the gallery (among enrolled subjects)
for the given probe ROI. The rank-1 recognition and ROC curve of the HaarNet are compared
against point-to-set correlation learning (PSCL) [31], learning euclidean-to-riemannian
metric (LERM) [32], and TBE-CNN [17] on COX Face Database and ensemble-based
method (EBM) [5], and [50] on the ChokePoint dataset.

Receiver Operating Characteristic (ROC) curve and the area under the ROC curve are
more appropriate way for comparing methods in open-set authentication scenarios as found
in video surveillance applications [31]. The ROC space is defined as False Negative Rate
(FNR) along x-axis and True Positive Rate (TPR) along the y-axis. TPR is the ratio of
correctly classified facial ROIs as a target subject in the gallery over number of all probes
with a corresponding ROI in the gallery. On the other hand, FNR is the ratio of incorrectly
labeled probes as one of the target subjects over the number of non-target probes. Area Under
the ROC Curve (AUC) is a well-known global measure of detection performance and can be
interpreted as the probability of the correct classification over the range of TPR and FPR [5].

3.3.4 Results

Table 3.4 presents Rank-1 accuracy of the proposed HaarNet and baseline systems on the
COX Face DB.

Table 3.4 Rank-1 accuracy for still-to-video FR over the COX Face DB.

| FRsystems || Videol | Video2 | Video3 |
PSCL [31] 36.39+£1.61 | 30.87+1.77 | 50.96+1.44
LERM [32] 49.07+1.53 | 44.16+0.94 | 63.83+1.58
TBE-CNN [17] || 88.244+0.45 | 87.86+0.85 | 95.74+0.67
HaarNet 89.31+0.94 | 87.90+£0.60 | 97.01£1.65
HaarNet + FT || 98.86+0.37 | 97.58+£0.77 | 98.97+0.15




3.3 Experiments 37

As shown in Table 3.4, the proposed method significantly outperforms hand-crafted
feature extraction methods. By exploiting Haar-like features along with the novel triplet-loss
function, the HaarNet can provide higher level of performance compared with the existing
deep learning methods. Table 3.4 also shows an additional improvement in rank-1 accuracy
after the proposed fine-tuning (HaarNet + FT). The presented results confirm that most of
the existing still-to-video FR methods fail to convey the knowledge embedded in the still
images. However, the proposed fine-tuning stage efficiently encodes the still images in the
gallery to learn the similarities and dissimilarities among the subjects of interest. Moreover,
by learning the facial appearance of the subjects of interest, the proposed data augmentation
proved to be effective in reducing false negatives.

Table 3.5 shows the rank-1 accuracy for video-to-still FR in comparison with state-of-
the-art FR methods. In this scenario, each still image is compared against all the video
sequences. Due to existence of multiple video facial ROIs in the gallery, a higher accuracy
than still-to-video FR scenario is expected. As shown in Table 3.5, the proposed HaarNet

with fine-tuning surpasses the state-of-the-art methods for video-to-still FR.

Table 3.5 Rank-1 recognition for video-to-still FR over the COX Face DB.

| FRsystems || Videol | Video2 | Video3 |
PSCL [31] 38.604+1.39 | 33.20+1.77 | 53.26+0.80
LERM [32] 45.71+£2.05 | 42.80+1.86 | 58.374+3.31
TBE-CNN [17] || 93.5740.65 | 93.96+0.51 | 98.96+0.17
HaarNet 92.73+1.93 | 93.574+1.62 | 97.48+1.54
HaarNet + FT || 98.26+0.49 | 95.2740.12 | 99.26+0.69

Amongst the state-of-the-art methods, TBE-CNN is the most competitive one after the
proposed HaarNet. However, as shown in Table 3.6, HaarNet has a significantly lower
computational complexity. Since both the TBE-CNN and HaarNet are based on Googl.eNet,
the trunk network requires 5,798K parameters, while HaarNet contains 3 branches and
TBE-CNN considers 7 branches for each face landmark, respectively. Thus, the proposed

HaarNet is more efficient in terms of the number of parameters.

Table 3.6 The comparison of complexity (number of parameters that need to be estimated)
by TBE-CNN and HaarNet architectures.

FR systems Number of parameters

Trunk | Branch | Trunk + Branch
TBE-CNN [17] || 5,798K 5,798K x 7 46.4M
HaarNet 5,798K | (3,338K x 2) + 654K 13.1M
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Fig. 3.7 shows ROC curves for HaarNet, as well as, for PSCL [31] and LERM [32] for
each camera, separately. As shown in this figure, the AUC accuracy for HaarNet is larger
than others.
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Fig. 3.7 ROC curves of HaarNet and baseline FR methods for videos of each camera in the
Cox Face DB.

For evaluation on the Chokepoint dataset, we adapted the network trained on COX Face
DB and tested it without any modifications on the Chokepoint dataset. Then, we fine-tuned
the network using simulated video ROIs augmented from the still images of the five subjects
of interest. The performance of the HaarNet against EBM [5] is presented in Table 3.7, where
area under precision-recall (AUPR) curve is considered as the performance metric. AUPR is
used to measure the performance under the imbalanced data circumstances, where the space
is defined by TPR (recall) and precision. Precision is the ratio of true positives over the sum
of true positives and false positives.

Table 3.7 Average AUPR for videos of the Chokepoint.

| FR systems || EBM [5] | HaarNet | HaarNet + FT |
| AUPR | 99.2440.38 | 95.57£1.12 [ 99.36+0.59 |

It is worth noting that, EBM [5] implements a complex individual-specific ensemble
of classifiers for each subject of interest using multiple face representation, while HaarNet
benefits from a deep specialized neural network.

The final experiment is performed using the the protocol adopted by [50], where the
training is performed on a separate dataset (in our case, COX Face DB) and tested on all
of the face images in the Chokepoint dataset. Therefore, all video ROIs are considered as
probes and all still ROIs are registered in the gallery. However, the rank-1 accuracy rate
documented in [50] for still-to-video FR is 62.7%, whereas we could reach up to 84.92%
before fine-tuning. Moreover, by performing the aforementioned fine-tuning stage, HaarNet

could achieve 96.12% rank-1 accuracy on all the probe images in the dataset.
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3.4 Conclusion

This paper presents a deep neural network that can learn face representations for each target
individual for accurate video-based FR systems. The proposed HaarNet architecture employs
an ensemble of DCNN in order to obtain a discriminative embedding of the facial ROI. In
particular, the network utilizes a trunk that shares weights with branches and each branch
is trained to compute features similar to Haar-like features. The trunk is specialized for
matching the global appearance of the face, while the branches embed informative features,
such as pose, and asymmetrical facial features of the subjects. In order to effectively train
the proposed deep architecture, a novel regularized triplet-loss function was proposed to
generate face embedding with high similarity among intra-class samples, while maximizing
the inter-class variations. In order to address the single training sample issue, synthetic
facial images were generated form still images of the subjects of interest using different
transformations, such as shearing, rotation, translation, and subsampling. Finally, the network
was fine-tuned over the simulated video ROIs in order to utilize the knowledge existing in
still images in the gallery set for higher recognition accuracy.

Several experiments were conducted to evaluate the performance of the proposed HaarNet
under different real-world scenarios, such as still-to-video FR. The results obtained over
COX Face DB and Chokepoint data indicate a convincingly higher level of accuracy of
HaarNet, yet a lower complexity against state-of-the-art FR systems, even when the gallery
set contains a large number of subjects. In order to achieve a higher level of performance,
future research should focus on utilizing temporal information, where facial ROIs can be
tracked over frames to accumulate the predictions over time. Thus, the combination of face
detection, tracking, and classification in a unified deep learning-based network would lead to

a robust spatio-temporal suitable for real-world video surveillance applications.
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Abstract

In video surveillance, face recognition (FR) systems seek to detect individuals of interest
appearing over a distributed network of cameras. Still-to-video FR systems match faces cap-
tured in videos under challenging conditions (pose, illumination, etc.) against facial models
designed using a single reference still per individual. Although CNNs can achieve among
the highest levels of accuracy in many real-world FR applications, state-of-the-art CNNs
that are suitable for still-to-video FR, like trunk-branch ensemble CNNs, represent complex
solutions for real-time applications. In this paper, an efficient CNN architecture is proposed
for accurate still-to-video FR. The CCM-CNN is based on new cross-correlation matching
(CCM) and triplet-loss optimization methods that provide discriminant face representations.
The matching pipeline exploits a matrix Hadamard product followed by a fully connected
layer inspired by adaptive weighted cross-correlation. The triplet-based training approach
is proposed to optimize the CCM-CNN parameters such that the inter-class variations are
reduced, while enhancing robustenss to intra-class variations. Finally, to improve the ro-
bustness of facial models, the network is fine-tuned using unlabeled still and video faces of
non-target individuals in the operational domain. Experiments on videos from the COX Face
and Chokepoint datasets indicate that, although TBE-CNN and HaarNet can provide a higher
level of accuracy, the CCM-CNN achieves comparable accuracy with significantly lower
time and memory complexity. It may represent the better trade-off between accuracy and

complexity for real-time FR.

4.1 Introduction

Face recognition (FR) is widely used in applications of law enforcement, forensics, biometrics
and surveillance. In video surveillance applications, FR systems seek to recognize target
individuals of interest appearing in unconstrained scenes based on their facial appearance [24,
34, 80]. Each face captured over distributed network of video cameras is segmented into
a region of interest (ROI), and the pattern extracted from the ROI is matched against the
facial models designed a priori for target individuals. Captured in uncontrolled conditions,
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these faces may vary considerably according to pose, illumination, occlusion, blur, scale,
expression, camera inter-operability, etc. [8, 17, 50]. When a person appears in a camera field
of view, their face is initially detected and tracked over multiple frames, and the matching
scores of each face model are integrated along a facial trajectory for robust spatio-temporal
FR [? ]. The computational complexity is therefore an important consideration because of
the growing number of cameras, and the processing time of state-of-the-art face detection,
tracking and matching algorithms.

Watch-list screening is a common yet challenging application in video surveillance. In
this case, still-to-video FR systems are employed, where the facial model of target individuals
are often designed using a single reference image or mugshot captured from a still camera
under controlled conditions [8]. In pattern recognition literature, this challenging situation is
referred to as a single sample per person (SSPP) problem [? ]. Accordingly, the performance
of still-to-video FR systems typically declines in complex real-world environments due
mostly to the lack robustness of facial models to intra-class variations [8, 17]. To improve
matching robustness, several approaches have been proposed to generate synthetic target
samples, to extract multiple representations, and to exploit auxiliary data to enlarge the
training set [24, 32, 31]. For instance, the reference face has been synthesized through
morphing and 3D reconstructions to produce additional target facial images under various
capture conditions [25? ]. Classification systems based on different descriptors and local
patch extraction methods have also used to generate multiple diverse face representations
[8? ]. Sparse representation-based classification methods have also been proposed that train
auxiliary (variational) dictionaries to improve robustness [16, 51, 80].

Although the aforementioned methods can improve performance, current systems for still-
to-video FR provide a low-level of accuracy in real-world watch-list screening applications
[8, 31, 71]. Recently, deep convolutional Neural Networks (CNNs) have shown to achieve
a high-level of accuracy in many FR applications, where effective facial representations
are learned directly from large-scale datasets [11, 17]. For SSPP problems, triplet-based
loss has recently been exploited in [17, 52, 54, 59] to learn a face embedding, where the
loss seeks to discriminate the positive pair of matching facial ROIs from the negative non-
matching facial ROI. In addition, branch-based CNNs like the Trunk-Branch Ensemble
CNN (TBE-CNN) [17] and HaarNet [52] can further improve robustness to variations in
facial appearance. The trunk network extracts features from the global appearance of faces
(holistic representation), while branch networks effectively embed asymmetrical and complex
facial traits (local overlapping/non-overlapping patch representations) to handle the pose and

occlusion variations. For instance, HaarNet employes 3 branch networks based on Haar-like
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features, along with a regularized triplet-loss function. However, these specialized CNNs
represent complex solutions for real-time FR [? ].

In this paper, an efficient CNN architecture is proposed for accurate still-to-video FR
from a reference facial ROI per target individual. Based on a novel pair-wise cross-correlation
matching (CCM) and a robust facial representation learned through triplet-loss optimization,
the proposed CCM-CNN architecture is fast and compact (requires few network branches,
layers and parameters). The contributions of this paper are threefold. First, the matching
pipeline exploits a matrix Hadamard product followed by a fully connected layer that
simulates the adaptive weighted cross-correlation technique [26]. Second, a novel triplet-
based approach is proposed to optimize the representations of the triplet containing the
positive, negative video ROIs and the corresponding still ROI. In particular, the similarity
between the representations of positive faces in video ROIs and the still ROI is enhanced,
while reducing the similarity between negative video ROIs and the still ROI, as well as,
positive and negative representations. Finally, to improve robustness of facial models,
fine-tuning of CCM-CNN incorporates knowledge of target individuals using synthetically-
generated video ROIs based on the reference still faces. The accuracy and complexity of the
proposed CCM-CNN is compared with state-of-the-art FR systems on videos from the COX
Face and Chokepoint datasets.

4.2 Proposed system

The proposed network iterates over a batch of triplets containing the still ROI along with
corresponding positive and negative video ROIs to learn robust representations of the triplets
(see Figure 4.1). The proposed system consists of two major components including feature
extraction and cross-correlation matching. Feature extraction pipeline extracts distinctive
features from each ROI such that these features are similar for two images from the same
person under different conditions like illumination, viewpoint, and facial expression. The
cross-correlation matching component takes features extracted from the ROI and computes

the likelihood of the faces belonging to the same person.

4.2.1 Feature extraction

To obtain a discriminative matrix representation of the facial ROI and perform cross-
correlation matching, a customized version of [46] is adopted. Despite the differences

in the domain of the target still and non-target video face ROIs, the proposed network is able
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Fig. 4.1 The block diagram of the proposed video-based FR system illustrating pairwise
triplet-loss training.

to effectively extract robust features. The block diagram of the feature extraction is presented
in Figure 4.1.

As shown in Figure 4.1, feature extraction is carried out by a Siamese network consisting
9 convolutional layers each followed by a spatial batch normalization, drop-out, and RELU
layers. Contrary to former convolutional layers, the last convolutional layer is not followed
by a RELU in order to maintain the representativeness of the final features and to avoid
losing informative data for the matching. Moreover, a single max-pooling layer is added after
the first convolution layer to increase the robustness to small translation of faces in the ROI.
Nevertheless, most of the state-of-the-art systems for SSPP rely on accurate face alignment
and do not consider any possible displacement which highly affects the local matching [31].

It is worth mentioning that all three feature extraction pipelines shown in Figure 4.1
share the same set of parameters. This ensures that the features extracted from the two

images are consistent and comparable. Each convolutional layer has 64 filters of size 5x5
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without applying any padding. Thus, given the input size of 120x96, the output will be of

size 24x12x64 features.

4.2.2 Cross-correlation matching

After extracting features from the still and video ROIs, a local matching method is employed
to effectively compare these features and measure the matching similarity. The comparison
in the proposed system has three stages: matrix dot product, fully connected neural network,
and finally a softmax. There are several approaches to join the two branches of the deep
network. One basic approach is to concatenate the two feature vectors and form a single
super vector and pass it as an input to the fully connected network [24, 83]. However, in the
proposed system, the resulting feature matrix is large and merging the two large matrices
makes training the network more challenging due to over-fitting and complexity.
Therefore, the matrix dot product is exploited to simulate cross-correlation in the neural
networks. Dot product of the two matrices provides a single three dimensional feature
matrix that represents the similarity of the two images. Then, this matrix is vectorized to
obtain a one-dimensional feature vector of size 18,432. This feature vector is then fed into a
two-layer fully connected neural network that classifies the input vector as either a match or
a non-match. Furthermore, a softmax layer is applied to obtain a score for each of the two

classes (match and non-match).

4.3 Pairwise triplet-loss training

A multi-stage training approach is considered to efficiently train the proposed network
suitable for the SSPP problems. To that end, a pre-training stage is performed on a general
face dataset where more training data is available and later the network is fine-tuned on a
dataset designed to Video-based FR.

4.3.1 Pre-training

During the pre-training, the network is trained as a general face matching system. Thus, it has
no prior knowledge about the subjects of interest and the focus is to train mainly the feature
extraction pipeline. To that end, a pool of matching and non-matching images is employed
from the Labeled Faces in the Wild [30]. The images from this dataset are augmented to
obtain roughly 1.3 million initial triplets. The trick to obtain a high accuracy is to train the
network with a set of hard to classify triplets. In order to consistently update the training

triplets, we followed the on-line sampling method proposed in [59] for 50 epochs.
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Deep networks are typically trained by back-propagating the loss function calculated
by comparing the output of the network with the ground truth label. In contrast with [59],
we propose a pair-wise triplet-based optimization approach to effectively train the proposed
network. In order to adapt the network for pairwise triplet-based optimization, the network is
modified by incorporating additional feature extraction branches.

As shown in Figure 4.1, each batch contains several triplets, where the network is
supposed to learn the classification for each of them. During the training, each branch is
labeled by one of the elements of the triplet, where the main branch is responsible to process
the still ROI and the positive (negative) branch extracts features from the positive (negative)
sample of the triplet. Moreover, the matching pipeline is modified to benefit from the triplets
by introducing an Euclidean loss layer followed by a SoftMax which computes similarity for
each RIO pair in the triplet. The proposed loss layer is exploited to compute the final loss of
the network as formalized in Eq (1).

Loss = \/(1-S)? + 8%+ 52, @.1)

where Sy, Ssn, and S, are the similarity scores between still and positive, still and
negative, and negative and positive samples of the triplet, respectively, computed using the
aforementioned cross-correlation matching approach. Once the network is trained, during
operations, the additional feature extraction pipeline is disassembled from the network and
only the still and the positive (negative) branches are taken into account. The main branch
extracts features from the gallery images, while the other branch extracts features from the

probe images.

4.3.2 Fine-tuning

In the fine-tuning stage, the proposed network acquires knowledge about the similarities
and dissimilarities between the subjects of interest to be enrolled in the system. So far, the
network is pre-trained on face ROIs that are not expected to be seen during operations. In
order to improve the facial model and take into account the gallery information to enhance
the intra-class variations, the network is fine-tuned with video-like synthesized face images
generated based on the high-quality still images. Thus, for each still image, a set of augmented
images are generated using different transformations, such as shearing, mirroring, rotating
and translating the original still image. Then, two levels of sub-sampling are applied to
each of these images to obtain two images per transformation operation. While shearing,
mirroring, rotating and translating is increasing the diversity in the viewpoint and facial

appearance, sub-sampling encodes different distances from the camera, as well as, the quality
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of face ROI. After sub-sampling, all images are up-scaled to the same size, where the still
image resembles the low-quality video face ROIs.

For fine-tuning, similar to the pre-training stage, a triplet-based optimization approach
is also employed. The same sampling and training strategies are applied to effectively fine-
tune the network. In contrast with the pre-training, the focus of the fine-tuning stage is to
learn dissimilarities between the subjects of interest and thus the parameters of the feature
extraction pipelines are fixed. Fine-tuning in this case does not require being extensive and
only several epochs on the augmented dataset can significantly boost the accuracy.

4.4 Experiments

4.4.1 Video datasets

The experiments are conducted on two challenging datasets specifically designed for video-
based FR: COX Face DB [31], ChokePoint [79] datasets. Cox Face DB and Chokepoint
datasets can be employed to emulate real-world still-to-video FR scenario, where their main
characteristics are that they contain a high-quality still face images captured under controlled
condition (with the same still camera), and low-quality surveillance videos for each subject
captured under uncontrolled conditions (with surveillance cameras). Videos are captured
over a distributed network of cameras that covers a range of variations (changes in, e.g.,
pose, illumination, blur, scale). The COX Face DB is constructed with participation of 1000
subjects. The dataset consists of one high quality still image and three uncontrolled video
clips captured by three different off-the-shelf low-resolution cam-coders for each subject.
The ChokePoint dataset contains still images of 25 subjects in portal 1 and 29 subjects in
portal 2. In total, the dataset contains 64,204 face ROIs extracted from 48 video sequences
captured using three cameras locating above the portals and four different monthly sessions,

with subjects entering and leaving the scene.

4.4.2 Experimental setup

In order to fairly compare the results of the proposed network with sate-of-the-art systems,
standard experimental setups suggested by [5], [31] and [50] are followed. For COX Face
DB, the same training subjects are selected to train the feature extraction pipeline, where 300
subjects are considered for training and 700 subjects for testing over a course of 10 iterations
with random selection of training and testing subjects for each iteration. During training,
all the still and video face ROIs of the 300 subjects are adopted. On the other hand, the

high-resolution still images from the rest of 700 subjects are used during testing as the gallery
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set and the probe set contains the face ROIs of the video clips from the corresponding 700
subjects. Thus, each probe is compared against all the gallery images and rank-1 recognition
is reported as the accuracy of still-to-video FR system. Furthermore, for fine-tuning, the still
images of the 700 test subjects are used to perform augmentation of still faces to be similar to
video face ROIs. This allows the network to gain knowledge about the probable appearance
of people and contextual information within the surveillance environments. However, the
results of the proposed network are provided with or without fine-tuning stage.

In the experiment over ChokePoint dataset, 5 subjects of interest are randomly selected
and thus the gallery set contains only the still ROIs of these subjects. On the other hand,
the probe set contains all video ROIs of these subjects along with videos of 10 unknown
subjects appeared in the capturing scene. Moreover, the pre-trained network that was already
trained on COX Face DB is utilized to operate on the ChokePoint dataset. Apart from that
the fine-tuning is performed using the still images of the ChokePoint dataset.

Meanwhile, in order to design a consistent network, all the faces are scaled to 120x96
pixels. The proposed network is implemented using Torch 7.0 deep learning framework
[13]. The training is performed for 30 epochs using the training data gathered from the COX
Face DB. Also, for the fine-tuning purpose on the COX Face DB, the network is trained
for an additional 5 epochs on the augmented faces synthesized from the still images. In
order to fine-tune the network for ChokePoint dataset, the network is trained for 3 epochs
on the simulated video faces generated from the still images from the same dataset. Rank-1
recognition accuracy and ROC curve of the proposed network is compared against (point-
to-set correlation learning) PSCL [31], learning Euclidean to Riemannian metric (LERM)
[32], VGG-Face [54], TBE-CNN [17] and HaarNet [52] on the COX Face DB and also
ensemble-based method (EBM) [8], and [50] on the ChokePoint dataset.

4.4.3 Experimental results

0.4 ——LERM
—PSCL

—LERM

HaarNet 03 HaarNet
|— Proposed System — Proposed System

10° 102 10! 107 107 107
False Positive Rate False Positive Rate False Positive Rate

(a) Cameral (b) Camera2 (c) Camera3

Fig. 4.2 ROC curves of the proposed method and baseline FR methods for videos of each
camera in the Cox Face DB.
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The comparison of rank-1 accuracy of the proposed system for still-to-video FR against
state-of-the-art video-based FR system over COX Face DB is presented in Table 4.1. Rank-1
accuracy is computed based on the highest response in the gallery set for the given probe
face ROL.

Table 4.1 Rank-1 accuracy of the proposed network against state-of-the-art FR systems on
COX Face DB.

| FRsystems || Cameral | Camera2 | Camera3 |
PSCL [31] 36.39+1.6 | 30.87 £1.8 | 5096 £ 1.4
LERM [32] 4907 £1.5|44.16 0.9 | 63.83 £ 1.6
VGG-Face [54] || 69.61 =£1.5 | 68.11 £0.9 | 76.01 + 0.7
TLF-CNN 88.65+t 1.1 |87.82+0.81|92.13£09
TBE-CNN [17] || 88.24 £0.4 | 87.86 £ 0.8 | 95.74 + 0.7
HaarNet [52] 89.31£09 | 87.90 £ 0.6 | 97.01 £ 1.7

As shown in Table 4.1, the proposed network significantly outperforms PSCL and LERM
that exploit hand-crafted features. Moreover, the proposed system provides comparable
Rank-1 accuracy to TBE-CNN and HaarNet. However, TBE-CNN and HaarNet employ
an ensemble of CNNs to achieve a higher recognition accuracy. Despite the elegant and
complex design of TBE-CNN and HaarNet, the proposed system can achieve competitive
performance with a simpler design and training methodology.

The presented result supports the claim that most of the existing still-to-video FR systems
lack in using the knowledge embedded in the still ROIs. Thereby, the proposed system
efficiently takes advantage of the still images in the gallery set to enhance the intra-class
variations, as well as, to keep the inter-class variations between the subjects of interest.
Moreover, the proposed face augmentation proved to be effective in reducing false negative
rates by learning the appearances of the face of the subjects in the gallery set.

Figure 4.2 shows ROC curves for each camera of Cox face DB for the proposed system,
as well as, the ROC curves for PSCL [31], LERM [32] and HaarNet [52]. As shown in
Figure 4.2, the area under the ROC curve (AUC) of the proposed system is better than PSCL
and LERM, while it is slightly lower than HaarNet.

For comparison on the ChokePoint dataset, the trained network on COX Face DB is
adopted and operated on the ChokePoint dataset without any modifications. Thus, the
network is fine-tuned using simulated video face ROIs augmented from the still images of
the subjects of interest and then the same operation is performed. The results and comparison
with EBM [8] and HaarNet [52] are presented in Table 4.2, where the area under precision-
recall (AUPR) curve is computed. AUPR is used to measure the performance under the
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imbalanced data circumstances, where this space is defined by precision and TPR as Recall,
where precision is the ratio of true positives over the sum of true positives and false positives.

As presented in Table 4.2, the proposed system can compete to more sophisticated EBM
and HaarNet systems. It is worth noting that, EBM implements a complex individual-specific
ensemble of classifiers for each subject of interest using multiple face representation.

The final experiment is conducted similar to the protocol adopted by [50], where the
training is performed on a separate dataset (in this paper, it was trained the network over
COX Face DB) and evaluated on all of the still faces in the ChokePoint dataset. Therefore, all
video ROIs are considered as probes and all still images are preserved in the gallery. In order
to have a fair comparison, the results of the proposed system is included before and after
fine-tuning stage. The rank-1 accuracy documented in [50] for still-to-video FR scenario
is 62.7%, whereas it is raised up to 70.1% before fine-tuning. Moreover, by employing the
same fine-tuning approach, the proposed network can achieve 85.9% rank-1 accuracy.

Video-based FR systems typically require real-time operations. To that end, the proposed
system is designed to be simple, yet accurate while maintaining the real-time aspect of
the design. In order to confirm the feasibility of utilizing the proposed network in video
surveillance applications, the complexity in terms of number of parameters and operating
time is compared with other CNN-based systems in Table 4.2.

Table 4.2 Average AUPR for videos of the Chokepoint along with the comparison of com-
plexity (number of parameters and operations).

Accuracy Complexity

FR systems AUPR No. operations | No. parameters
ESRC-DA [51] || 76.9740.07 228M N/A
EBM [8] 99.24+0.38 2.3M N/A
VGG-Face [54] || 69.86+1.25 31.7B 1.8B
TBE-CNN [17] N/A 12.8B 46.4M
HaarNet [52] 99.36+0.59 3.5B 13.1M
TLF-CNN 98.874+0.63 33.3M 24.5K

Table 4.2 compares the number of parameters and operating time on an Intel(R) Core(TM)
17-37700M (3.40GHz) PC along with a GEFORCE GTX 1070 8GB, where the proposed
system offers a significantly lower complexity.
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4.5 Conclusion

This paper presents an efficient CNN architecture for video-based FR by simulating a
weighted cross-correlation matching specialized for the SSPP problem. In the proposed
network, a cascade of convolutional layers is employed to effectively extract discriminative
feature maps from the still and video ROIs. These complex and non-linear representations
provide robustness for face matching under variations in viewpoints of the cameras and
facial appearances of the subjects. In addition, a novel triplet-loss optimization is utilized
to efficiently obtain optimum parameters of CCM-CNN. Furthermore, to overcome the
SSPP constraints, transfer learning is applied in order to embed knowledge about the face
stills located in the gallery set. More importantly, the complexity of the proposed system is
significantly lower than other CNN-based FR systems and satisfies the real-time requirements

of the video surveillance applications.
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Abstract

Real-world video-based face recognition (FR) is a challenging task, where video faces are
typically captured with low-quality surveillance cameras under unconstrained conditions,
such as variations in pose, illumination, expression, etc. Still-to-video FR is involved with
matching facial region of interest (ROI) of a target individual isolated in a single high-
quality still against video ROIs. This paper presents a deep learning-based system to restrain
the severe impacts of differences between still and video ROIs. In particular, canonical
face representation convolutional neural network (CFR-CNN) is proposed based on an
autoencoder to reconstruct a frontal well-illuminated face ROI with neutral expression from
a non-frontal and blurred given input face. Thus, this frontalization network is trained using
a novel weighted loss function that can generate robust face embeddings similar to the same
subjects. Then, the face embeddings belonging to the pairs of still and video ROIs are
accurately matched using a fully-connected classification network. Experimental results
obtained over challenging Cox Face DB and Chokepoint datasets indicate that the proposed
CFR-CNN can achieve convincing performance. The results also confirm its effectiveness and
efficiency to perform as an accurate and real-time system, where the number of operations,

network parameters and layers are significantly lower than state-of-the-art FR systems.

5.1 Introduction

Video-based face recognition (FR) systems as acquired in real-world scenarios (e.g., airports,
portal control, shopping malls, etc.) attempt to detect the presence of target persons. Such
systems typically are required to perform accurate and real-time FR over a network of
video surveillance cameras under unconstrained environments [8, 34]. In the applications of
video-based FR, e.g. still-to-video FR, faces captured from low-resolution video cameras are
compared with facial models of target persons created from a limited number of faces captured
from a high-quality still camera under controlled conditions [8, 17]. Thus, the unavailability
of sufficient reference still faces for generation of a discriminative facial model can affect
the performance of still-to-video FR adversely [27, 52]. In addition, perturbation factors
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observed in unconstrained environments manipulate the appearance of faces significantly,
because of variations in pose, illumination, expression, occlusion and blur [50].

Typically, to design a representative facial model in real-world still-to-video FR, only
a single sample per person (SSPP) is available during enrollment of a target individual
[8]. In the FR literature, there are different approaches that address the SSPP problems
including extracting multiple face representations, face synthesizing and using auxiliary data
[8, 25, 31, 32]. These approaches are mainly based on augmenting the number of target
samples to compensate the lack of different profile views and to enhance the intra-class
variations in the gallery set. Despite of their achievements to cope with the SSPP constraints,
yet FR systems suffer from the significant performance gap compared to the human visual
system [31, 71].

To improve the performance of FR with SSPP, robust convolution features have been
extracted in [2] by sampling and detecting facial points using CNNs integrated with a joint
and collaborative sparse representation based classification (SRC). Nevertheless, several
recent techniques address FR with SSPP from the perspective of domain adaptation (DA),
where the gallery set as the source domain contains a single labeled training sample with
stable shooting conditions, and the probe set as the target domain consists of unlabeled video
ROIs with unstable shooting conditions [7, 27, 51]. For example, in [51], an extended SRC
with DA (ESRC-DA) was proposed using a generic face dataset. Dynamic classifier selection
through DA (DCS-DA) was carried out within a multi-classifier system in [7] using multiple
face representation. Moreover, a deep DA network with generating synthetic pose-free
faces using a 3D face model has been introduced in [27] to tackle the SSPP constraints.
Thereby, to improve the performance of FR with SSPP, robust convolution features have
been extracted in [2] by sampling and detecting facial points using CNNs integrated with a
joint and collaborative sparse representation based classification (SRC).

Learning effective feature representations directly from face images through deep net-
works has recently provided a successful tool for robust FR [11, 17, 54, 52, 59]. In addition,
producing pose- and illumination-invariant features have been extensively studied using deep
networks by generating different face images [82]. For instance, a facial component-based
CNN has been learned in [88] to transform faces with different poses and illuminations to
canonical frontal view and well-illuminated faces, where pose-robust features of the last
hidden layer are employed as face representations. Similarly, several deep architecture have
been proposed using multi-task learning in order to rotate faces with arbitrary poses and
illuminations to target-pose faces, while preserving the identity [82, 87]. Moreover, a general
fully convolutional architecture was employed in [22] to encode a desired attribute and

combine it with the input image to generate target images as similar as the input image with
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an altered visual attribute (a different illumination, facial appearance or new pose) without
changing other aspects of a face. However, the aforementioned methods lack generating a
robust face embedding to be utilized in video-based FR applications.

Autoencoder is a commonly used building block in deep neural networks, where it
contains encoder and decoder modules. The former module maps the input data to the
hidden nodes, while the latter returns the hidden nodes to the original input data space
with minimizing the reconstruction error using some deterministic mapping functions [19].
Inspired from Denoising Autoencoder [73], several autoencoder networks have been built to
extract robust features to remove the variances in face images [19, 37, 39]. These networks
consider faces with different types of variations (e.g., illumination, pose, etc.) as noisy
images. For instance, stacked progressive autoencoders (SPAE) composed of multiple shallow
autoencoders was proposed in [37] to learn pose-robust features by smoothly mapping faces
to near frontal views. Moreover, a supervised autoencoder has been proposed to enforce
faces with variations to be mapped to the canonical face (a well-illuminated frontal face
with neutral expression) of the person in the SSPP scenario [19]. In contrast with standard
autoencoders, this network was designed to extract similar features corresponding to the
same persons to facilitate robust FR coupling with the conventional SRC in order to predict
the labels of probe ROIs.

In this paper, a frontalization network based on autoencoder CNNss is proposed to deal
with the SSPP problem, as well as, existing differences in the source and target domains
of still-to-video FR. The network is trained using a novel loss function designed for SSPP,
where its goal is to reconstruct a frontal well-illuminated faces with neutral expression. In
addition, the intermediate layers of the frontalization network are designed to generate a
discriminative face embedding similar for the same subjects and robust to variations observed
in unconstrained real-world environments. A separate fully-connected network is also trained
to perform face classification using the face embeddings extracted from the frontalization
network, and determine whether the pairs of still and video ROIs are a matching pair or not.
The proposed CFR-CNN is compared against state-of-the-art FR systems over the challenging
Cox Face DB [31] and Chokepoint [79] datasets, where it can achieve comparable results,
with significantly lower design and operation complexities.

5.2 Proposed network

The proposed CFR-CNN consists of two major components: Frontalization Network and
Classification network. The frontalization network (see Figure 5.1) is responsible to recon-

struct a frontal face with neutral-expression based on a single low-quality video face ROI, as
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Fig. 5.1 The block diagram of the proposed frontalisation autoencoder network.

well as, to provide a discriminant face embedding. The classification network (see Figure
5.3) is designed to classify the face embeddings for a pair of (still, video) RIOs as matching
or non-matching pairs. The capability of autoencoders as the frontalization network is to
obtain a noise-free reconstruction for tackling view-point, pose and illumination variations.
In order to eliminate such complexities and variations, we propose to employ autoencoders
to produce a neutral frontal reconstruction of a face based on a single non-frontal low-quality
video ROI. More specifically, fully-connected network is integrated with the convolutional
autoencoder and the output of the intermediate layer is then utilized as a face embedding
that is invariant to the different nuisance factors encountered in unconstrained surveillance
environments.

The architecture of the proposed frontalization network is visualized in Figure 5.1, where
the input image is a low-quality video ROI obtained from a surveillance camera and the
output is a reconstructed neutral frontal image. This network consists of three convolutional
layers each followed by a max-pooling layer to extract robust convolutional maps then a two
layer fully-connected network generates a 256-dimensional face embedding. The decoder
reverses these operations by applying a fully-connected layer to generate the original vector
and three deconvolutional layers each followed by un-pooling layers designed for generating
the final reconstruction of the frontal face. In addition to the frontalization autoencoder
network, the face matching is carried out by a fully-connected classification network as
shown in Figure 5.3. This network is implemented to match the face representations of still
and video ROIs.

5.2.1 Training frontalization network

In order to train the autoencoder to extract viewpoint and illumination invariant face em-
bedding, a batch of video ROIs are fed into the network where the still images of the
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corresponding persons are used as target reconstructions. Using still images that are captures
under controlled conditions as target forces, the autoencoder network simultaneously learns
frontalization and neutralization of faces. The parameters of this network are optimized by
employing a novel weighted Mean Squared Error (MSE) criterion, where a T-shaped region
suggested by [8] is considered as illustrated in Figure 5.2 to give higher significance to the
face components like eyes, nose and mouth.

39

Fig. 5.2 T-shaped weight mask used for the proposed CFR-CNN loss function.

Thus, the weighted mean square loss function of the proposed CFR-CNN can be formulate
as:

Lerr—onn = Z Z Ti,jHXZ_XzH
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where rows X cols is the size of the ROIs, X is the target still ROI and X is the reconstructed
image generated by the autoencoder. Also, « is the weight considered for the T region and 3
is the weight considered for pixels outside the T region.
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Fig. 5.3 The block diagram of the proposed classification network.

Probe

In order to appropriately train the frontalization network considering DA, COX Face
DB is utilized which provides both low-quality video face ROIs from the source domain, as

well as, the controlled high-quality still ground truths as the target domain for 1000 subjects.
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Following the training protocol suggested by [31], 200 of the subjects are randomly sampled
to train the frontalization network. The network is trained by feeding video ROIs as input
and respective still ROIs as targets for 100 epochs using Adam optimization algorithm. The
trained network not only is capable of reconstructing a high quality frontal image but also
outputs a robust face embedding extracted from both ROIs. It thereby generates similar
representations for the same identities. Figure 5.4 illustrates an example of 10 random video
ROIs reconstructed by the frontalization network, where the odd rows visualizes the input
video ROIs and the even rows present the reconstructed frontal images. As visualized in
Figure 5.4, the network can successfully tackle the differences between the source and target
domains and subsequently, generate a neutral frontal image for each given video ROI. While
these reconstructed face ROIs might not be accurate, the face embeddings generated by the
network can be utilized for robust FR task.

EENNEEEENT
BT

Fig. 5.4 Sample outputs of the frontalization network. The top row are the probe ROIs used
as input and the bottom row are their corresponding reconstructed canonical faces.

5.2.2 Training Classification network

The fully-connected network is trained using a regular pairwise-matching scheme, where
the face embeddings of still and video ROIs are fed into the network. The network then can
learn to classify each pair of still and video ROIs as either matching or non-matching pairs.
Consistent with [31], a randomly sampled set of 100 subjects is used to train the classification
network and in total only 300 subjects are used for the training process. A training dataset is
generated by pairing still and video ROIs and assigning a matching or non-matching labels
to each pair. Furthermore, the frontalization network is applied to each face ROI to obtain a
face embedding and each pair of face embeddings are fed to the classification network as
input and the label as target. The network is trained for 20 epochs using Adam algorithm
over roughly 10000 training samples by optimizing the cross-entropy criterion, where the

network could achieve %89.01 accuracy over the validation dataset.
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5.3 Experiments

5.3.1 Video datasets

Performance of the proposed system under the real-world still-to-video scenario is evaluated
against the state-of-the-art systems using two challenging video-based FR datasets. Thus, Cox
Face DB [31] and ChokePoint [79] are employed. These datasets are specifically constructed
for video surveillance applications and are composed of high-quality still faces captured with
still cameras under controlled conditions and low-quality video faces captured with off-th-
shelf cam-coders under uncontrolled conditions. More specifically, Cox Face DB consists
of one still and three video sequences of 1000 subjects captured from different viewpoints.
Additionally, ChokePoint dataset is a benchmark for video surveillance application analysis
under real-world scenarios. This dataset consists of video images of 25 subjects in portal one,
and 29 subjects in portal 2 along with their corresponding controlled still images. In total,
64,204 face ROIs accurately extracted from 48 video sequences captured while subjects enter
and leave the scene from these two portals.

5.3.2 Experimental setup

Evaluation of the proposed system is performed by adopting experimental protocols suggested
by [5], [31] and [50] on different datasets. For COX Face DB, a randomly set of 300 subjects
are dedicated to training the autoencoder as well as the classifier. During evaluation, 700
subjects are utilized over a course of 10 iterations with random selection of training and
testing subjects for each iteration. Thus, high-resolution still images from the 700 subjects
are used as the gallery set and the probe set contains all face ROIs of the video clips from the
corresponding 700 subjects. Thus, each probe is compared against all the gallery images and
rank-1 recognition is reported as the accuracy of still-to-video FR system.

The same trained network is used without any further training for evaluation on Choke-
Point where similar to [5], 5 subjects of interest are randomly selected and their still ROIs
used as gallery images. On the other hand, all video ROIs of these subjects along with 10
unknown subjects appeared in the capturing scene are used as the probe set. This process is
iterated 5 times, each time with random selection of the subjects of interest.

All images from both datasets re scaled to 60x48 pixels and the proposed system is
implemented using Torch 7.0 deep learning framework [13].

Rank-1 recognition accuracy and ROC curve of the proposed network is compared
against point-to-set correlation learning (PSCL) [31], learning Euclidean to Riemannian
metric (LERM) [32], VGG-Face [54], Trunk-Branch Ensemble CNN (TBE-CNN) [17]
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Fig. 5.5 ROC curves of the proposed method and baseline FR methods for videos of each
camera in the Cox Face DB.

and HaarNet [52] on the COX Face DB, and also ensemble-based method (EBM) [8] and
ESRC-DA [51] on the ChokePoint dataset. Additionally, the area under precision-recall
curve (AUPR) is used to measure the performance under the imbalanced data circumstances
on ChokePoint dataset where Precision-Recall space is defined by precision and true-positive-
rate as Recall. Precision is the ratio of true positives over the sum of true positives and false

positives.

5.3.3 Experimental results

Rank-1 accuracy of the proposed CFR-CNN is compared against the state-of-the-art FR
systems over videos of Cox Face DB as shown in Table 5.1.

Table 5.1 Rank-1 accuracy of the proposed network against state-of-the-art FR systems on
COX Face DB.

| FR systems | Cameral | Camera2 | Camera3 |
PSCL [31] 36.39+1.6 | 3087 1.8 | 5096 +-1.4
LERM [32] 49.07 £1.5| 44.16 =09 | 63.83 £ 1.6
VGG-Face [54] || 69.61 =1.5 | 68.11 0.9 | 76.01 = 0.7
CFR-CNN 8532 4+08 | 8493 +1.2|91.524+0.9
TBE-CNN [17] || 88.24 £ 0.4 | 87.86 = 0.8 | 95.74 £ 0.7
HaarNet [52] 89.31+09 | 8790+0.6 | 97.01 £1.7

As observed in Table 5.1, PSCL, LERM and VGG-Face perform poorly, because they
are not specifically designed for video-based FR. It is worth mentioning that, PSCL and
LERM employed hand-crafted features as opposed to CNNs that can generate robust face
representations. Amongst the CNN-based techniques that consider video-based FR, TBE-
CNN and HaarNet provide higher performance. Although the proposed light-weight CFR-
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CNN cannot outperform TBE-CNN and HaarNet, but it can achieve satisfactory accuracy
with significantly lower complexity (see Table5.2).

The ROC curves for PSCL, LERM, HaarNet and CFR-CNN are depicted for each
video of Cox Face DB in Figure 5.5, respectively. As demonstrated in Figure 5.5, CFR-
CNN outperforms PSCL and LERM at transaction-level, while it can achieve comparable
performance against HaarNet, specially over camera 2 and camera 3.

In addition, the proposed CFR-CNN is evaluated over videos of Chokepoint dataset
according to AUPR values as presented in Table 5.2. More importantly, the complexity of the
CFR-CNN in terms of number of operations, network parameters and layers is also compared
in Table 5.2 against the state-of-the-art FR systems.

Table 5.2 Average AUPR performance for Chokepoint videos along with the comparison of
complexity (number of operations, network parameters and layers).

Accurac Complexit

FR systems AUPRy No. operations | No. [I))aranfeters | No. layers
ESRC-DA [51] || 76.97+0.07 228M N/A N.A.
EBM [8] 99.244+0.38 2.3M N/A N.A.
VGG-Face [54] || 69.86+1.25 31.7B 1.8B 37
TBE-CNN [17] N/A 12.8B 46.4M 144
HaarNet [52] 99.36+0.59 3.5B 13.1M 56
CFR-CNN 96.80£0.86 0.5M 2.5M 7

As shown in Table 5.2, CFR-CNN outperforms ESRC-DA and VGG-Face. Considering
the elegant and complex design of EBM and HaarNet, CFR-CNN achieves slightly lower
performance comparing with them. However, EBM was designed using an individual-specific
ensemble of classifiers for each subject of interest and HaarNet is an ensemble of deep neural
networks.

Since video-based FR systems in real-world scenarios are required to perform real-time,
the number of operations to process a given probe is an important criterion. It can be seen in
Table 5.2 that the proposed CFR-CNN needs significantly lower number of operations among
other state-of-the-art FR systems. It confirms the feasibility of CFR-CNN to be operated on
real-time with promising accuracy. Moreover, the number of network parameters and layers
are also crucial factors in designing a deep CNN that can greatly affect the training time.
Considering these criteria, the proposed CFR-CNN has the lowest design complexity and
subsequently the shortest training time. In addition, a complex triplet-based loss function
was employed to train TBE-CNN and HaarNet in order to learn a face embedding, where
it aims to discriminate between the positive pair of two matching ROIs and the negative
non-matching ROL



Video-Based Single Sample Face Recognition Using Face Frontalization via Autoencoders
66 Deep Neural Networks

Meanwhile, training data is typically limited in many video-based FR applications, where
gathering sufficient training data to train a large network is costly and time consuming.
TBE-CNN and HaarNet trained their networks on 2.6 and 1.3 million training samples,
respectively, while the proposed CFR-CNN has been trained using only 136 thousands

training samples.

5.4 Conclusion

This paper presents a deep learning-based solution for video-based FR by adopting an
autoencoder to obtain a canonical face representation robust to existing variations in video
surveillance unconstrained environments, such as changes in illumination, viewpoint, facial
expression, etc. A novel frontalization autoencoder network is proposed to learn how to
reconstruct a neutral frontal face from a low-quality video ROI and overcome the differences
between the source and target domain in the context of DA. Furthermore, the intermediate
face representations can be used as face embeddings to match the single still embedding
against video face embeddings. The experimental results suggest that CFR-CNN is effective
and highly efficient for video-based FR under the SSPP scenario. The results indicate
that the proposed system is capable of learning a robust representation for face matching
with significantly lower computational complexity. Despite the simple configuration and
small dataset used for training, the proposed system can outperform most of the current

state-of-the-art FR systems and is more suitable for real-time surveillance applications.
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Abstract

Feature tracking is the building block of many applications such as visual odometry, aug-
mented reality, and target tracking. Unfortunately, the state-of-the-art vision based tracking
algorithms fail in surgical images due to the challenges imposed by the nature of such
environments. In this paper, we proposed a novel and unified deep learning based approach
that can learn how to track features reliably as well as learn how to detect such reliable
features for the tracking purpose. The proposed network dubbed as Deep-PT, consists of
a tracker network which is a convulutional neural network simulating cross correlation in
terms of deep learning and two fully connected networks that operate on the output of
intermediate layers of the tracker to detect features and predict trackability of the the detected
points. The ability to detect features based on the capabilities of the tracker distinguishes the
proposed method from previous algorithms used in this area and improves the robustness of
the algorithms against dynamics of the scene. The network is trained using multiple datasets
due to the lack of specialized dataset for feature tracking datasets and extensive comparisons
are conducted to compare the accuracy of Deep-PT against recent pixel tracking algorithms.
As the experiments suggest, the proposed deep architecture deliberately learns what to track

and how to track and outperforms the state-of-the-art methods.

6.1 Introduction

Thanks to recent technological advances in robotic assisted surgery especially in minimally-
invasive surgery (MIS), endoscopic cameras are nowadays widely used as a tool for diagnosis
and cancer treatment procedures. During the MIS, the surgical instruments and the endoscope
are inserted through tiny incisions and the surgery is performed remotely from a control
console by utilizing video guidance provided by the endoscopic camera. Video-guided
surgery has increased the need for translating the traditional computer vision algorithms for
surgical vision environment and adapt them with unforeseen challenges available in such

environments.
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Compared to the traditional open-cavity surgery, in MIS the patients benefit from smaller
incisions, less trauma, shorter hospitalization, less pain and more importantly lower infection
risks [43]. Unfortunately, MIS poses major challenges for the surgeon who will experience a
reduced awareness of the patient’s anatomy due to narrow field of view of the endoscopic
camera and lost depth perception [77]. As a consequence, the surgeon faces difficulty in
locating and tracking critical anatomical structures such as blood vessels resulting in a higher
risk of accidentally damaging an organ.

In this regard, computer-assisted navigation systems have been developed during the
past years that promise to enhance the surgeon’s perception of the environment by fusing
the available pre-operative radiological data with the live endoscopic video. Detecting and
tracking visual features in real-time is at the core of any such system to provide guidance and
on-line decision-making assistance. Visual feature tracking finds a wide range of applications
from target tracking [57, 44, 4] to tool tracking segmentation [9, 20], augmented reality [47],

and deformation recovery [43].

Fig. 6.1 Application of pixel based target tracking in biopsy. Left: The image where an
optical biopsy site is selected. Right: The image where the site is tracked from previous
frames using tracked keypoints. [81]

For example, Figure 6.1 shows a target tracking system where tracking of the area of
interest is carried out by performing feature tracking on the surface of the organ. Tracking
systems usually rely on an external feature detection system that detects a set of good features
for tracking purpose.

As another example, Figure 6.2 shows a scenario where these tracked features can be used
as anchor points for overlaying augmented reality on top of the image to give the surgeon a
hint of depth perception. In this scenario the pre-operative radiological 3-D model is overlaid
on top of the organ and the rendering is then updated by tracking the anchor points over time

and aligning the 3-D model accordingly.
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Tracked features

Fig. 6.2 Application of pixel based feature tracking in AR where the tracked pixels are used
as anchor points to overlay a pre-operative 3-D model. Left: The tracked points visualized
on the current frame. Right: The overlaid CT-scan model on top of the image. [56]

Despite recent efforts in adapted well-known feature detecting and tracking algorithms
such as Kanade-Lucas-Tomasi (KLT) Tracker, most of the proposed prototypes [14, 49,
42, 58, 18] fail to provide a reliable and accurate long-term tracking under a surgical envi-
ronment [43]. This is mostly due to the challenges posed by endoscopic imagery such as
dynamic nature of the surgical environment, occlusions, sudden tissue deformations, specular
highlights, image clutter caused by blood or smoke, and large texture-less areas [53]. As a
result, off-the-shelf computer vision approaches simply fail when applied to the endoscopic
images and usually require major revisions in order to make them applicable to such sce-
narios. Different approaches taken by scientist in order to address poor performance of of
KLT includes exploiting Extended Kalman Filter(EKF) to utilize temporal information [18],
on-line appearance learning and treating tracking as a classification problem [49], Thin Plate
Spline (TPS) to track deforming surface [42], fusing intensity from stereo pair images for
intensity matching [63], hierarchical feature matching [62].

Each of the aforementioned methods try to improve the accuracy of tracking by tackling
the problem from a different perspective. However, the ultimate tracking system should be a
self-contained framework that is able to overcome all shortcomings of the state-of-the-art
methods. The goal of this thesis is to advance the reliability and robustness of surgical vision
methods for endoscopic images by developing real-time algorithms to accurately detect and

track reliable features under challenging and dynamic surgical environment.
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6.2 Proposed Method

The main diagram for the invention is illustrated in Figure 6.3 and described in what follows.
The framework has two major components. The first component, “Feature Detector” is
responsible for detecting trackable features in the image. By trackable, we mean a feature
than can be detected and recognized under small motion of camera and changes in the scene
such as illumination. The second component, “Feature Tracker”, takes the detected features
and localized them in the next frame. In the first frame of the video sequence, the detector
finds good features to track (initialization). During the tracking, if the number of the tracked
features falls below a threshold (€), then the “Feature Detector” is revoked to detect more
features and add them to the list of tracked features (re-initialization).

Tracked Features

Database
Feature
Detector

|

|

|

|

|

(_ —_

Feature
Tracker Update Features

Fig. 6.3 Overall diagram for the Deep-PT. The method takes in input the live video from the
single camera and detects and tracks features over time.

6.2.1 Feature Detection Network

The main diagram for the Feature Detector module is illustrated in Figure 6.4 and described
below in detail.

The “Feature Detector” module uses a deep convolutional neural network to predict how
good the given pixel is for the tracking purpose. It takes a patch around a pixel as input
and spits out a trackability score. The 9 convolutional layers extract feature from the patch
and a fully connected layer along with a softmax layer calculate a score for the given patch.

This network sweeps through all the pixels of the image and evaluate each pixel location for
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tracking. If the score is higher than a threshold, the location of the pixel (known as feature
or or keypoint or interest point) is added to the database of features. One of the advantages
of such feature detector is it’s low computational burden as the convolutional layers are
already applied to the image for tracking purpose. Moreover, if the feature detector is trained
based on the capabilities of the tracker, then such unified tracking system can achieve higher

accuracy and reliability.

11

Convolutional Feature

. Trackability
Layers —>|:l—) Classifier —> Score

19%19 patch

Fig. 6.4 Main diagram for the feature detection pipeline.

6.2.2 Feature Tracking Network

The main diagram for the Feature Detector module is illustrated in Figure 6.5 and described
below in detail.

The “Feature Tracker” tracks each feature separately and does not consider any spatial
correlation. It takes a small patch centered at the given location in the previous frame. Then,
the same convolutional layers than the feature detector are applied to extract a representation
for the patch. Also, a bigger patch (here 37*37) centered at the same position on the current
frame will be passed through the same set of convolutional layers to extract the features. Once
the deep representation of the patches are obtained, a matrix multiplication will join these two
branches of the network and the location of the maximum in the resulted matrix determines
the position of the feature in the current frame. The matrix multiplication resembles the
traditional cross-correlation in patch-based matching. On the other hand, a similar fully
connected network than the one in the feature detector is applied on the vectorized final
matrix to determine tracking score of the feature. During the tracking, if this score is below a
threshold for a specific feature, the same feature will not be tracked anymore. This may be

caused by distortion, big change in viewpoint, or sudden deformation of the scene. Tracking
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Fig. 6.5 Main diagram for the feature tracking pipeline.

score functionality allows the tracking framework to adapt itself with the dynamics of the

scene and re-initialization gives it reliability to track more features once tracking is considered

to be lost.

6.2.3 Training The Architecture

Training the proposed deep architecture requires a large dataset specific to feature tracking.
Unfortunately, the lack of such training dataset that is specific to tracking made training even
more difficult. Moreover, the network consists of multiple components that should be trained
separately on a suitable dataset for each task. Therefore, the training is implemented in three
stages: 1) training the tracker, 2) training the tracking score network, 3) training the feature

detection network.

Training The Tracking Network

In order to train the tracking network, the tracking score network which is a fully connected
is detached and the tracker is trained separately. For this purpose, We adopted the KITTI
Flow 2012 dataset [21] which contains 389 pair of stereo images with ground truth suitable
for stereo reconstruction and visual SLAM. The ground truth data provided by the dataset
can be used to generate pairs of corresponding points for each pair of consecutive images.
In order to avoid training the network with texture-less areas, the training data is generated

around Harris corners or SIFT keypoints with a small radius. This will ensure that the training
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data does not contain any texture-less point such as sky or the road which may bias the tracker.
Moreover, points that move more than 19 pixels from the previous frame are dismissed since
those points don’t satisfy our assumption that pixels don’t move more than 19 pixels from a
from the previous frame.

F me t = 7 ) » F metl

Fig. 6.6 Sample of training points generated for KITTTI Flow 2012 dataset. Each row
presents a single pair of consecutive images with features marked with green dots.

The architecture is trained using an ad-hoc criterion where a 2-D Gaussian distribution
with 0 = 3pixels centered at the target position in the framet + 1 to determine the loss. A
small patch is extracted from the framet where the size of the patch is equal to the network’s
left branch receptive field. On the other hand, a bigger patch is extracted from the framet + 1
where the patch extends to network’s receptive size plus small window size of 37 pixels for
the tracking and this patch is centered at the position of pixel in framet. The inner-product
layer of the network produces a score for each location in the patch taken from framet 4 1
and this allows us to compute a softmax for each pixel over all possible locations in that
window. The parameters of the network are updated by minimizing cross entropy-loss with
respect to the parameter set W give by:

minw Y,; ¥ ; Per (xi,yi)logPi(xi, yi, W)

Where Py (x;,y;) is a 3 x 3 Gaussian filter centered around the ground truth and zero
every where else to consider 3-pixel error metric. Also, P;(x;,y;, W) is the softmax probability
distribution obtained by the forward pass using parameters W at position (i, j) in the window.

Roughly 100K points are used for training the tracker over the coarse of 200 epochs.

Once the tracker is trained, it can be used to localize a feature in the next frame if the pixel
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Table 6.1 Tracker’s training parameters. Note that in addition to the learning rate decay, the
learning rate is decreased by factor of 0.2 every 30 epochs after the epoch number 120.

Parameter || Learning | Learning | Weight | Momentum
Rate Rate Decay | Decay

| Values | le2 | le-7 | le-4 | 0.9 |

moves in the 37 x 37 region. Table 6.1 tabulates the main training parameters used to train
the tracker network with Adam algorithm.

Fig. 6.6 visualizes several images from the KITTI Flow 2012 dataset along with the
generated ground truth points. The first column is a cropped region of the original image
in the dataset with the location of each keypoint. The second column visualizes the next
cropped frame with the same corresponding keypoints in the current frame.

Training The Tracking Score Network

Most applications that rely on tracking pixels, require a tracking score to detect when the
tracking is lost or a specific feature is not reliable. In order to obtain such information from
the tracker, a fully connected network is attached to the output of the matrix dot product
layer that will generate a matching score for the two patches. In order to train this network,
we adopted the UBC patch dataset [UBC] which is originally collected for local descriptor
learning [78] by Winder et al. Fig. 6.7 visualizes some challenging images from this dataset
where each patch is followed by several patches that represent a single 3-D point captured
from different viewpoints.

Fig. 6.7 UBC Patches dataset [23] contains several viewpoints of each 3D point and is
challenging due to different levels of rotation, translation and scale.

In order to be able to compare the network with state-of-the-art methods, the training and
testing protocols suggested by [23] are applied. It’s worth mentioning that the parameters of
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the convolutional layers are not updated during training the tracking score network to make
sure the accuracy of the tracker is not deteriorated. Table 6.2 tabulates the main training

parameters used to train the tracking score network with Adam algorithm.

Table 6.2 Score Network’s training parameters. Note that in addition to the learning rate
decay, the learning rate is decreased by factor of 0.1 every 30 epochs after the epoch number
120.

Parameter || Learning | Learning | Weight | Momentum
Rate Rate Decay | Decay

| Values || 1e3 [ le7 | le5 | 085 |

Training Feature Detector

Recently, deep convolutional neural networks have shown significant improvement over
the state-of-the-art interest point detectors especially for detecting facial keypoints [66].
In this paper, we propose to use a deep architecture for on-line keypoint detection. The
proposed Network dubbed as "Feature Detector” uses the output of the left branch of the
Feature Tracking Network to detect reliable features to track. Therefore, an additional fully
connected network is attached to the output of the left branch of the network in order to
classify each pixel as a keypoint or non-keypoint. Similar to the second stage of the training,
during this stage of training, the parameters of the tracker are not updated as well.
Concerning training the network, we generated a train dataset by running roughly 100K
points from KITTI Flow 2015 dataset [48] through the feature tracking network to obtain
the ground truth labels for each pixel. To that end, pixels that were tracked correctly by the
tracker are labeled as positive and otherwise negative and a balanced subset of these points
are used to train the feature detection network. This ensures that the feature detector learns
the behavior of the tracker on each point and can predict whether it will be reliably tracked
or not. Such feature detection architecture can be used either to initialize the tracker or to
re-initialize points in case the tracking is lost. The focus of this paper is mainly the feature
tracker, thus, a comprehensive comparison of the proposed feature detector network against

the state-of-the-art interest point detectors will be presented in another paper.

6.3 Experimental Results

This section presents extensive evaluation of the proposed unified feature detection and

tracking framework. Different aspects of the proposed deep architecture is evaluated using
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challenging datasets such as KITTI FLOW 2015 [48], MIS dataset [55], and UBC Patch
dataset [UBC]. The KITTI FLOW 2015 dataset is used to evaluate the tracking capabilities
of the dataset under a real-world scenario for autonomous driving. The MIS dataset provides
a more challenges mainly encountered in surgical vision such as large texture-less areas,
specular highlights, large deformations, close distance to the scene, motion blur, blood, and
smoke [53]. On the other hand, the UBC patches dataset is employed to evaluate the feature
tracker under a different application where the tracker is used to perform feature matching.
Deep-PT is mainly compared against a modified version of the KLT-Tracker which is a

widely used method for tracking in computer vision applications such as [35, 61, 41].

6.3.1 Evaluation on KITTI Flow 2015

The performance of the tracker is evaluated using KITTI Flow 2015 dataset over 30K points
obtained by the following protocol. The KITTI dataset provides a semi-dense ground truth
flow information for each pair of consecutive images. This ground truth data is used to
generate roughly 30K pairs of corresponding points extracted around Harris corners and
SIFT interest points in consecutive image pairs. Concerning comparison metrics, the tracking
is compared by 1-pixel, 3-pixel, and 5-pixel accuracy where i-pixel accuracy means the ratio
of correctly tracked pixels within "i" pixels of error over all pixel used for tracking.

The evaluation is performed by running the tracker specifically on these 30K points with
the given ground truth and the results are compared against the most recent implementation of
the KLT-Tracked algorithm with forward-backward error [36]. The forward-backward error
ensures more reliable feature tracking by adopting a pyramidal approach for tracking both
forward and backward in time. The points with high discrepancy in forward and backward
tracking are marked as unreliable. Table. ?? tabulates the accuracy of the proposed tracker
compared against forward-backward error KLT-tracker. The results presented in Table. ??

suggest a strong improvement over the state-of-the-art feature tracking methods.

Table 6.3 X-pixel tracking accuracy of Deep-PT and forward-backward KLT tracker in
percentage.

Metric || I-pixel | 2pixel | 3-pixel |
Deep-PT || %78.22 | %88.78 | %90.42
KLT %53.93 | %65.48 | %70.61

Fig. 6.8 visualizes an example of tracking performed by our proposed method versus the
KLT-tracker. In this figure, only a cropped region of the image is presented for convenience

and green represents successful tracking of a point and red represents failure in tracking.
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Frame t Frame t+1

Fig. 6.8 Qualitative comparison of Deep-PT Vs. forward-backward KLT-tracker where the
lines show correspondences. Top row: visualization of the tracking performed by the Deep-
PT over a cropped region of an image from KITTI Flow dataset. Bottom row: visualization
of the tracking performed on the same image by the KLT-tracker

The mis-tracked features detected by the tracking score network are not visualized here. As
shown in Fig. 6.8, Deep-PT outperforms KLT tracker in effectively localizing features in the
next frame. More specifically, the proposed method performs well on generic features and
does not rely only on corner to predict the motion of a pixel. A closer look at Fig. 6.8 reveals
that the only mis-tracked point in the first row is actually tracked correctly in that local area

considering the shadow on the car moves backwards.

6.3.2 Evaluation on MIS dataset

While the KITTI Flow 2015 dataset provides a great ground truth data for our tracking
purpose, it has limited types of motion and challenges. Thus, we propose to perform an
experiment under a Minimally Invasive Surgical environment where the images are captured
using an endoscopic camera of the da Vinci surgical platform [55]. Such dataset imposes
more challenges, however, it lacks ground truth data fro tracking.
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Table 6.4 Pixel back-projection error and inlier percentage for the MIS dataset.

| | Average Error | % Inlier |
Lowe’s 4.66+4.24 %34

AMA 2.49+2.42 %40
Cho 3.56 £3.35 %39
HMA 2.84+2.64 %39

Deep-PT || 2.71£2.8l1 %82

The quantitative evaluation the MIS dataset is performed by following the same protocol
provided by [55]. For this purpose, the methods are compared using a back-projection error
metric where the points in the current frame are back-projected to the previous frame using
homography and the euclidean distance between the corresponding points is considered as
error measure. Homography matrices are computed by considering the same planar patches
obtained by [56]. Table 6.4 presents the back-projection error for the proposed method,
Hierarchical Multi-Affine (HMA) [56] feature matching, Lowe’s [45], Adaptive Multi-Affine
(AMA) [62] and Cho [12]. As Table 6.4 suggests, Deep-PT provides more inlier points with
a higher accuracy than the state-of-the-art methods in surgical environment.

Fig. 6.9 presents a pair of images from the MIS dataset where the feature points are
visualized on each image. In Fig. 6.9, the correctly tracked features are visualized in green
whereas the mis-tracked features that were not detected by the tracking score network are
visualized in red. As suggested by Fig. 6.9, the proposed method performs better in such
texture-less environments than the KLT-tracker.

6.3.3 Evaluation on UBC Patches dataset

So far the tracking capabilities of the proposed Deep-PT is evaluated and in this section we
tend to evaluate the patch-matching competence of the proposed method against the state-
of-the-art deep learning based methods. To that end, the UBC Patches dataset is employed
to compare small patches. The trained feature score matching network is responsible to
generate a matching score between two given patches.

In order to compare different algorithms fairly, we followed the protocol suggested
by [23] and the error rate at %95 recall is reported in percentage. Table. 6.5 tabulates the
comparison of the proposed method against MatchNet and other recent local descriptor
learning algorithms. Considering that Deep-PT is not trained specifically to classify patches
to matching and non-matching categories, the performance of the network is satisfactory.

Additionally, Deep-PT utilizes only a small patch inside the 64 x 64 patches from the dataset
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Framet

Frame t+1

Fig. 6.9 Qualitative comparison of Deep-PT Vs. forward-backward KLT-tracker where
the lines show correspondences. Top row: visualization of the tracking performed by the
Deep-PT over a pair of consecutive frames from the MIS dataset. Bottom row: visualization
of the tracking performed on the same images by the KLT-tracker

and training the network with the whole patches would noticeably increase the accuracy of

matching.

Table 6.5 UBC matching results. Numbers are Error at %95 recall in percentage.

| Training | Notredame | Liberty |

| Testing | Liberty | Notredame |
Baseline: nSift+NNet [23] %?20.44 %14.35
Trzcinski et al [72] %18.05 %14.15

Brown et al [10] %16.85 N.A.

Simonyan et al [60] %16.56 %9 .88
MatchNet [23] %9.82 %5.02
Deep-PT %15.99 %12.79
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6.4 Conclusion

This paper presented a novel unified deep learning based pixel tracking framework capable
of detecting good features to track and re-initialize new features in case of failure in tracking.
In that regard, Deep-PT intuitively simulates cross-correlation in deep learning to localize a
pixel in the next time frame. The ability to detect features that are more suitable for the trained
tracker differentiates the proposed methods from the state-of-the-art methods. Moreover, the
results on KITTI Flow 2015 and MIS dataset suggests that in a real-world scenario, Deep-PT
outperforms existing methods and can be generalized to any type of environment such as
outdoors and surgical images. Additionally, extensive comparisons on UBC Patch dataset
against patch-matching algorithms suggests that the network can be generalized to similar
problems. Deep-PT is a reliable method for tracking features based on a learning method
which enables it to track a variety of reliable types of features more accurately.

The proposed method is not perfect and has defects. More specifically Deep-PT fails
in environments with highly repetitive texture patterns as suggested by experiments. The
next step is to train the feature detection network to avoid such pitfalls. Moreover, a more
extensive comparison of the feature detector with the state-of-the-art interest point detection
algorithms will be performed. Additionally, a study on long-term tracking capabilities of the

system should be explored and addressed in the future studies.
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