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Abstract 

 

 

LARGE EDDY SIMULATION BY USING WANG’S LIUTEX-

BASED SUBGRID MODEL 

 

Vishwa D. Shah, Ph.D. 

The University of Texas at Arlington, 2023 

Supervising Professor: Chaoqun Liu 

Turbulent flows and vortex structures in fluid dynamics have been captivating 

researchers for decades, owing to their intrinsic complexity and significance in various 

industrial and natural processes. Despite their fundamental importance, the definition and 

identification of vortices in turbulent flows continue to pose challenges, and to date, no 

universally accepted approach exists. This pursuit dates to the pioneering work of Hermann 

von Helmholtz in the 19th century, when the concept of vortices was first introduced. 

In 2019, Liu et al. introduced a novel physical quantity termed "Liutex" in scalar, 

vector, and tensor forms, providing a promising avenue for understanding and 

characterizing turbulent flows. The Liutex approach offers a comprehensive framework for 

vortex identification, addressing issues that plagued previous methods and paving the way 

for more accurate simulations and analysis of turbulent flows. Building upon this 

foundation, our research seeks to explore the potential of Liutex in improving Large Eddy 
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Simulation (LES) techniques.  

The primary objective of this study is to investigate the effectiveness of Wang's 

Liutex-based subgrid model for LES in capturing the intricate dynamics and structure of 

turbulent flows. The research methodology involves conducting extensive numerical 

simulations and data analysis using high-performance computing resources. The 

computational results are recorded and analyzed to study the mean velocity profile and 

flow characteristics. 

Wang's Liutex-based subgrid model is implemented within the framework of LES, 

allowing for the representation of small-scale fluid motions such as eddies, swirls, and 

vortices. These subgrid-scale features are not fully resolved in LES, and subgrid models 

like Liutex are essential in bridging the gap between resolved and unresolved motions, 

improving the accuracy and predictive capabilities of the simulations. The new model will 

be tested in two LES coarse grid models, a LES that is 8 times more coarse than DNS and 

32 times more coarse than DNS.  

The research also explores the capability of Liutex to accurately identify and 

characterize vortices in turbulent flows. By quantitatively assessing vortex strength, 

rotational axes, vortex core locations, and sizes, the Liutex-based subgrid model offers 

insights into the underlying mechanisms of turbulent flows that were previously difficult 

to ascertain. 

Additionally, the application of Liutex in LES enables the study of transitional flow 

regimes, where the transition from laminar to turbulent flow occurs. This aspect of the 
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research expands the understanding of flow stability and transition mechanisms, which 

have significant implications in engineering applications and natural phenomena. 

In conclusion, this study highlights the potential of the Liutex-based subgrid model 

as a powerful tool for enhancing Large Eddy Simulation of turbulent flows. By leveraging 

Liutex, researchers and engineers can gain a deeper understanding of the complex 

dynamics and structures present in turbulent flows, leading to improved predictive models 

and design strategies in various industrial and environmental applications. The findings of 

this research contribute to the advancement of fluid dynamics research and pave the way 

for more accurate and efficient simulations of turbulent flows in the future. 
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CHAPTER 1 

INTRODUCTION 

The presence of vortices is a ubiquitous phenomenon in nature, ranging from the 

violent swirling of tornadoes and hurricanes to the cosmic-scale rotations of galaxies. 

These swirling flows play a crucial role in the dynamics of many physical systems, 

including fluid turbulence. Most of the flows in nature and engineering applications are 

turbulent which means flow fluctuates rapidly in time and space. Examples of such flows 

are oceanic currents, flow over the wing of an aircraft, flow over the turbine blade. In 

everyday life, some of the flows are observed in the stirring of coffee, and water running 

through taps. Turbulent flows are characterized by the presence of countless vortices of 

varying sizes and strengths, and understanding their behavior is essential for advancing our 

understanding of many natural and engineering processes. 

Osborne Reynolds produced the first known visualization of a flow changing from 

laminar to turbulent motion in 1883. In his experiment, Reynolds used ink as a dye to study 

the flow of water in a glass tube. The dye traveled down the tube in a continuous, straight 

line at lower flow rates. A fascinating occurrence, however, emerged when the flow rate 

rose: the colorful dye abruptly blended with the surrounding water, filling the remainder of 

the tube with a turbulent flow. Reynolds created a dimensionless number, now known as 

the Reynolds number (Re), to statistically assess these experimental results. Re = U * L / 

v is the formula for the Reynolds number, where U stands for the velocity scale, L for the 
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length scale, and for the kinematic viscosity. Reynolds established a critical threshold over 

which the flow turns turbulent by looking at the Reynolds number in his classic article. 

This dimensionless quantity governs the dynamic similarity of viscous flows by describing 

the ratio of the inertial and viscous forces acting on a fluid particle. It has now become a 

key parameter in fluid mechanics. Unquestionably, one of the most significant 

dimensionless quantities in the study of fluid dynamics is the Reynolds number. 

The effects of friction inside the fluid cause the fluid elements in a thin layer near 

the surface of a solid body to move more slowly than the other fluid elements outside of 

this layer, which are unaffected. Typically, the boundary layer is used to describe this thin 

layer. The concept of the Boundary layer was first proposed by Ludwig Prandtl in 1905. 

He further emphasized that the viscous effects were negligible everywhere except in a thin 

layer close to the solid boundary of the body where the no-slip condition had to be fulfilled. 

  The phenomena of turbulent flow vary widely, but the governing equations 

describing the flow of the fluids are always the same. The equations are Navier-Stokes 

equations, which were first formulated in the 19th century after Claude-Louis Navier and 

George Gabriel Stokes. A set of five equations with five variables (three velocity 

components, pressure, and scalar concentration) is developed. These equations include the 

continuity equation (conservation of mass), which determines the evolution of the scalar 

field, and the scalar transport equation. Only a few extremely simple flow scenarios have 

analytical solutions because the N-S equations are non-linear, time-dependent partial 

differential equations. Therefore, one must use supercomputers to numerically determine 

the solutions to the N-S equations. 
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However, turbulence remains one of the most challenging and enigmatic 

phenomena in fluid dynamics. One of the main reasons for this is the difficulty of defining 

and characterizing turbulence itself. Unlike laminar flows, which are characterized by 

smooth, regular motion, turbulent flows are characterized by complex, chaotic, and often 

unpredictable behavior. Features such as instability, irregularity in motion, compressibility, 

and difficulty in measuring turbulence are some of the mysterious features that make it 

hard to define turbulence.  

Despite these challenges, significant progress has been made in recent decades in 

understanding and modeling turbulent flows. Direct numerical simulation commonly 

known as DNS became an important tool for challenging turbulence research (Moin and 

Mahesh, 1998). The Direct Numerical Simulation (DNS) data has been extensively used 

to model and visualize vortex structures in boundary layer transition using various vortex 

identification methods. In DNS, the scalar transport and time-dependent numerical solution 

are provided in three-dimensional. These equations need to be solved very accurately 

without using any turbulence models and so DNS must be performed on a very fine grid to 

capture all the scales eddies in the turbulent flow.  

For instance, various vortex identification methods such as Liutex magnitude iso-

surface, objective Liutex [1], Liutex-Omega method [2-3], Liutex core line method [4-5] 

and 𝑄, 𝛥, 𝜆2, 𝜆𝑐𝑖
 and 𝛺 have been introduced and utilized to model and visualize vortex 

structures in boundary layer transition using Direct Numerical Simulation (DNS) data. 

These methods provide researchers with quantitative tools to extract and analyze the 

complex vortical structures present in turbulent flows. In particular, the third-generation 

vortex identification method based on the Liutex vector has been introduced to 
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mathematically define and extract vortical structures from experimental and numerical 

data. The definition is purely kinematic based on the velocity gradient tensor. The newly 

defined Rortex/Liutex is a physical quantity closely related to the turbulence structure and 

strength [6]. As noted by Pope [7], turbulence is a fundamental and ubiquitous phenomenon 

that plays a vital role in the transport of momentum, energy, and mass in fluids. In addition, 

turbulence can cause significant fluctuations in fluid properties and lead to complex flow 

patterns and structures. Ping Lu, Manoj T., and Y. Yan say turbulence is not generated by 

“vortex breakdown” but rather by positive and negative spikes and consequent high shear 

layers. 

In the past few decades, large eddy simulation (LES) has emerged as a widely used 

and validated method for simulating turbulent flows, including transitional flows. In LES, 

the large-scale eddies are resolved directly, while the small-scale eddies are modeled via a 

sub-grid scale (SGS) stress modeling. Various SGS models have been proposed to model 

the kinetic energy contained by the filtered turbulence. According to Germano et al. [8], 

SGS modeling is the most critical and challenging aspect of LES for transitional flows, as 

the kinetic energy grows gradually in the transition region and is zero in the laminar region. 

Several popular SGS models have been proposed, such as the Smagorinsky model, 

which is widely used due to its simplicity and computational efficiency. However, it has 

been found to be unable to reproduce the transition process accurately, as the sub-grid scale 

eddy viscosity calculated by the model is too large in the laminar region. The Wall-

Adapting local Eddy Viscosity (WALE) model [9], which is based on the square of the 

velocity gradient tensor, has the ability in theory to simulate laminar flow and the 

development of linearly unstable waves. 
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The Smagorinsky model [11] is one of the first models introduced and widely used. 

On the turbulent-viscosity hypothesis, it assumes a linear relation between eddy-viscosity 

and the magnitude of large-scale deformation tensor. According to Wang et al. [10], the 

Liutex model performs better than the Smagorinsky model in decaying homogeneous 

isotropic turbulence (DHIT) and outperforms the WALE model. The Liutex model is based 

on the Liutex vector, which is a measure of the rotation of the flow and is calculated from 

the velocity gradient tensor. 

In conclusion, LES is a promising method for simulating turbulent flows, but 

accurate prediction of boundary layer transition requires the development of appropriate 

SGS models. The Smagorinsky model, WALE model, and Liutex-based models are some 

of the popular SGS models used in LES for transitional flows, and their performance has 

been extensively studied and compared in various flow configurations. 

In this dissertation, the analyses of the development of the Liutex, vorticity, and 

shear at the boundary layer transitions are done in detail. The development builds a strong 

background in sub-grid stress modeling. The data obtained from the flat plate case is 

analyzed with the different coarse grids 960*64*121 and 960*32*61 which are 8 times and 

32 times more coarse than DNS for the subgrid scale Smagorinsky model and Liutex-Based 

proposed by Dr. Wang. The log-linear plot of the mean velocity is also studied, and the 

results are compared with DNS. The details of the study are given in Chapter 3 for the 

turbulence and computational models. Whereas the computational results are in Chapter 7. 
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CHAPTER 2 

CASE SETUP AND GOVERNING EQUATIONS 

 

2.1 Governing Equations 

The Navier-Stokes equations are the governing equations of fluid dynamics. In the 19th 

century, these equations were first derived by Claude-Louis Navier and George Gabriel 

Stokes.  

The 3D compressible Navier-Stokes equations in the curvilinear coordinates can be 

written in the following conservative form: 

 
1

𝐽

𝜕𝑸

𝜕𝑡
+

𝜕(𝑬 − 𝑬𝑣)

𝜕𝜉
+

𝜕(𝑭 − 𝑭𝑣)

𝜕휂
+

𝜕(𝑯 − 𝑯𝑣)

𝜕휁
= 0                                     (2.1) 

 

The vector of conserved quantities 𝑸, inviscid flux vector(𝑬, 𝑭,𝑯), and viscous flux vector 

(𝑬𝒗, 𝑭𝒗, 𝑯𝒗) are defined as 

                                                                             

𝑸 =

(

 
 

𝜌
𝜌𝑢
𝜌𝑣
𝜌𝑤
𝑒 )

 
 

, 

 

 

(2.2) 

𝑬 =
1

𝐽

(

 
 

𝜌𝑈
𝜌𝑢𝑈 + 𝑝𝜉𝑥

𝜌𝑣𝑈 + 𝑝𝜉𝑦

𝜌𝑤𝑈 + 𝑝𝜉𝑧

(𝑒 + 𝑝)𝑈 )

 
 

, 

 

(2.3) 
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  𝑭 =
1

𝐽

(

 
 

𝜌𝑉
𝜌𝑢𝑉 + 𝑝휂𝑥

𝜌𝑣𝑉 + 𝑝휂𝑦

𝜌𝑤𝑉 + 𝑝휂𝑧

(𝑒 + 𝑝)𝑉 )

 
 

, 

 

 

(2.4) 

  𝑯 =
1

𝐽

(

 
 

𝜌𝑊
𝜌𝑢𝑊 + 𝑝휁𝑥
𝜌𝑣𝑊 + 𝑝휁𝑦
𝜌𝑤𝑊 + 𝑝휁𝑧
(𝑒 + 𝑝)𝑊 )

 
 

 

              

(2.5) 

 

 

                        𝑬𝑣 =
1

𝐽

(

 
 
 

0

𝜏𝑥𝑥𝜉𝑥
+ 𝜏𝑦𝑥𝜉𝑦

+ 𝜏𝑧𝑥𝜉𝑧

𝜏𝑥𝑦𝜉𝑥
+ 𝜏𝑦𝑦𝜉𝑦

+ 𝜏𝑧𝑦𝜉𝑧

𝜏𝑥𝑧𝜉𝑥
+ 𝜏𝑦𝑧𝜉𝑦

+ 𝜏𝑧𝑧𝜉𝑧

𝑞
𝑥
𝜉
𝑥
+ 𝑞

𝑦
𝜉
𝑦
+ 𝑞

𝑧
𝜉
𝑧 )

 
 
 

   

 

(2.6) 

                        𝑭𝑣 =
1

𝐽

(

  
 

0

𝜏𝑥𝑥휂𝑥
+ 𝜏𝑦𝑥휂𝑦

+ 𝜏𝑧𝑥휂𝑧

𝜏𝑥𝑦휂𝑥
+ 𝜏𝑦𝑦휂𝑦

+ 𝜏𝑧𝑦휂𝑧

𝜏𝑥𝑧휂𝑥
+ 𝜏𝑦𝑧휂𝑦

+ 𝜏𝑧𝑧휂𝑧

𝑞
𝑥
휂

𝑥
+ 𝑞

𝑦
휂

𝑦
+ 𝑞

𝑧
휂

𝑧 )

  
 

 

 

 

(2.7) 

                        𝑬𝑣 =
1

𝐽

(

  
 

0

𝜏𝑥𝑥휁𝑥
+ 𝜏𝑦𝑥휁𝑦

+ 𝜏𝑧𝑥휁𝑧

𝜏𝑥𝑦휁𝑥
+ 𝜏𝑦𝑦휁𝑦

+ 𝜏𝑧𝑦휁𝑧

𝜏𝑥𝑧휁𝑥
+ 𝜏𝑦𝑧휁𝑦

+ 𝜏𝑧𝑧휁𝑧

𝑞
𝑥
휁
𝑥
+ 𝑞

𝑦
휁
𝑦
+ 𝑞

𝑧
휁
𝑧 )

  
 

 

 

 

(2.8) 

 

where 𝐽 is the Jacobian of the coordinate transformation between the curvilinear (𝜉, 휂, 휁) 

and Cartesian frames(𝑥, 𝑦, 𝑧), and 𝜉𝑥,  𝜉𝑦, 𝜉𝑧 , 휂𝑥 , 휂𝑦 , 휂𝑧 ,   휁𝑥 , 휁𝑦 ,   휁𝑧 are coordinate 

transformation metrics. The contravariant velocity components (𝑈, 𝑉,𝑊) are defined as 

𝑈 = 𝑢𝜉𝑥 + 𝑣𝜉𝑦 + 𝑤𝜉𝑧,  𝑉 = 𝑢휂𝑥 + 𝑣휂𝑦 + 𝑤휂𝑧, 𝑊 = 𝑢휁𝑥 + 𝑣휁𝑦 + 𝑤휁𝑧. 
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e is the total energy and defined as 

  

                                         𝑒 =
𝑝

𝛾−1
+

1

2
(𝑢2 + 𝑣2 + 𝑤2) (2.9) 

 

The components of viscous stress and heat flux are denoted by 𝜏𝑥𝑥, 𝜏𝑦𝑥, 𝜏𝑧𝑥, 𝜏𝑥𝑦, 𝜏𝑦𝑦,

𝜏𝑧𝑦, 𝜏𝑥𝑧 , 𝜏𝑦𝑧, 𝜏𝑧𝑧 and 𝑞𝑥, 𝑞𝑦, 𝑞𝑧, respectively.  

In the dimensionless form of Eq. (2.1), the reference values for length, density, 

velocities, temperature, and pressure are δ𝑖𝑛, 𝜌∞, 𝑈∞, 𝑇∞  and 𝜌∞𝑈∞
2 ,  where δ𝑖𝑛 is the 

displacement thickness of inflow. The resulting parameters, Mach number, and Reynolds 

number, are expressed as 

 

   𝑀∞ =
𝑈∞

√𝛾𝑅𝑇∞
，      (2.10) 

         𝑅𝑒 =
𝜌∞𝑈∞𝛿𝑖𝑛

𝜇∞
 ,   (2.11) 

Pr =
Cpμ∞

𝑘∞
 , 

(2.12) 

𝛾 =
𝐶𝑝

𝐶𝑣
 

 

(2.13) 

where R is the ideal gas constant,  the ratio of specific heat, 𝐶𝑝 is the Specific Heat at 

Constant Pressure, 𝐶𝑣 is the Specific Heat at Constant volume, and  the viscosity.  
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2.2 Numerical Methods 

A sixth-order compact scheme is used for the spatial discretization in the stream-wise 

and wall-normal directions. For internal points 𝑖 = 3,… ,𝑁 − 2, the sixth-order compact 

scheme is as follows 

  

1

3
𝑓𝑖−1

′ + 𝑓𝑖−1
′ +

1

3
𝑓𝑖−1

′ =
1

ℎ
(−

1

36
𝑓𝑖−2 −

7

9
𝑓𝑖−1 +

7

9
𝑓𝑖+1 +

1

36
𝑓𝑖+2)                       (2.14) 

 

where 𝑓𝑖
′ is the derivative at point i. The fourth-order compact scheme is used at points 𝑖 =

2 and 𝑁 − 1, and the third-order one-sided compact scheme is used at the boundary. In the 

spanwise direction where periodic conditions are applied, the pseudo-spectral method is 

used. To eliminate the spurious numerical oscillations caused by central difference 

schemes, instead of using artificial dissipation, an implicit sixth-order compact scheme for 

space filtering is applied to the primitive variables after a specified number of time steps. 

The governing equations are solved explicitly in time by a third-order TVD Runge–Kutta 

scheme: 

𝑸(0) = 𝑸𝑛 (2.15) 

𝑸(1) = 𝑸(0) + ∆𝑡𝑹(0) (2.16) 

𝑸(2) =
3

4
𝑸(0) +

1

4
𝑸(1) +

2

4
∆𝑡𝑹(1) 

(2.17) 

𝑸(3) =
1

3
𝑸(0) +

2

3
𝑸(2) +

1

3
∆𝑡𝑹(2) 

(2.18) 

𝑸𝑛+1 = 𝑸(3) (2.19) 
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The methods have been developed into a DNS code – “DNSUTA” [12,13,14], which 

has been validated by NASA Langley and UTA carefully to make sure that the DNS results 

are correct. The detailed code validation has been reported by Liu and Chen [15]. 

 

2.3 Simulation case and code validation 

The Direct Numerical Simulation (DNS) technique is utilized to investigate the 

boundary layer flow transition on a flat plate. The physical domain and coordinate system 

are depicted in Figure 3. Here, x𝑖𝑛represents the distance between the leading edge of the 

plate and the inlet of the simulation domain, while L𝑥and L𝑦 denote the lengths of the 

computational domain in the streamwise and spanwise directions, respectively. 

Additionally, L𝑧𝑖𝑛 represents the height of the inlet. Detailed specifications can be found 

in Table 1. The grid used has dimensions of 1920×128×241, corresponding to the number 

of grid points in the streamwise, spanwise, and wall-normal directions. Grid stretching is 

applied in the normal direction, while the streamwise and spanwise directions are kept 

uniform. 

To ensure accurate representation, the length of the first grid layer in the normal 

direction at the entrance is set to 0.43 in wall units (z+ = 0.43). A Jacobian coordinate 

transformation is employed to map the physical domain to the computational domain, as 

illustrated in Figure 0. The inflow parameters, such as the Mach number and Reynolds 

number, are listed in Table 2. At the wall boundary on the flat plate, adiabatic and non-

slipping conditions are imposed. Non-reflecting boundary conditions are applied at the far 

field and outflow boundaries to simulate the flow behavior effectively. The inflow is given 

in the form of 
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𝑞 = 𝑞𝑙𝑎𝑚 + 𝐴2𝑑𝑞2𝑑
′ + 𝐴3𝑑𝑞3𝑑

′                                                               (2.20) 

 

where 𝑞 represents , , ,u v w p  u, v, w, p, and T , while 𝑞𝑙𝑎𝑚 is the Blasius solution for a two-

dimensional laminar flat plate boundary layer. 𝑞2𝑑
′ and 𝑞3𝑑

′  are the 2-D and 3-D Tollmien-

Schlichting (T-S) waves which are added into inflow as enforced perturbations and the 

amplitudes of the 2D, and 3D T-S waves are 𝐴2𝑑 and 𝐴3𝑑.  𝑞2𝑑
′  and 𝑞3𝑑

′  have the following 

form:  

 

                  𝑞2𝑑
′ = 𝑞2𝑑𝑒

𝑖(𝛼2𝑑𝑥−𝜔𝑡)                                                         (2.21) 

                    𝑞3𝑑
′ = 𝑞3𝑑𝑒

𝑖(𝛼3𝑑𝑥±𝛽𝑦−𝜔𝑡)                                                 (2.22) 

 

The streamwise wavenumber, spanwise wavenumber, frequency, and amplitude are α2d =

0.29919 − i5.09586 × 10−3, β = ±0.5712 , ω = 0.114027, 𝐴2𝑑 = 0.03, 𝐴3𝑑 = 0.01. 

The time step is set as ∆𝑡 =
𝑇

20000
 where T is the period of the T-S wave. 

  

  

Figure2.1 Physical domain of simulation 
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Figure 2.2 Coordinate transformation 

 

 

 

Figure 2.3 Computation domain 

 

 

 

𝑥𝑖𝑛 𝐿𝑥 𝐿𝑦 𝐿𝑧𝑖𝑛 

 

𝑀∞ 𝑅𝑒 𝑇𝑤 𝑇∞ 

300.79𝜹𝒊𝒏 798.03𝛿𝑖𝑛 22𝛿𝑖𝑛 40𝛿𝑖𝑛 0.5 1000 273.15K 273.15K 
 

Table 2.1 DNS parameters 

 

 

The parameters in Table 2.1 are defined as follows: 

𝑥𝑖𝑛 = distance between the leading edge of the flat plate and the upstream boundary of the 

computational domain 

𝐿𝑥 = length of computational domain along x direction 

𝐿𝑦 = length of the computational domain along y direction 
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𝐿𝑧𝑖𝑛 = height at the inflow boundary 

𝑀∞ = Mach number 

Re = Reynolds number 

𝑇𝑤= wall temperature 

𝑇∞= free stream temperature 

 

The case and code validation has been introduced in the research [16], [17], [18]. 

The DNS code (DNSUTA) was validated by researchers from UTA and NASA Langley. 

The results were compared to experiments and other’s DNS results [19], [20] and the 

consistency shows that the code is correct and accurate. 
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CHAPTER 3 

TURBULENCE MODELING AND COMPUTATIONAL METHODS 

 

In fluid mechanics, based on the velocity levels or streamlines flow can be 

classified as laminar and turbulent flow. Turbulence in nature is a chaotic and unpredictable 

fluid motion that occurs when a fluid flows rapidly over a surface or through a confined 

space. Turbulent flow is characterized by high levels of velocity fluctuations and vortices, 

which mix and transport mass, momentum, and energy in a highly irregular manner. 

Turbulent flow consists of a coherent structure of eddies or vortices ranging from the 

smallest scale of motion to the largest scale of motion. The study involves the development 

of mathematical models and experimental techniques to describe and understand the 

complex behavior of fluid flows in turbulent regimes. Turbulence can be modeled using a 

variety of computational approaches, including direct numerical simulation (DNS), large 

eddy simulation (LES), and Reynolds-averaged Navier Stokes (RANS). 

 

Figure 3.1 Turbulent flow and its sublayers. 
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Figure 3.2 Vortex structures turbulent flat plate 

 

3.1 Direct Numerical Simulation (DNS):  

A DNS is a simulation in computational fluid dynamics in which the Navier-Stokes 

equations are numerically solved without any turbulence model. All the range of temporal 

and spatial scales must be resolved. Taking from the smallest dissipative scales 

(Kolmogorov scales), up to the integral scale L, containing most of the kinetic energy.  

The Kolmogorov scale, 휂 = (
𝜈3

)

1

4
 

Where 𝜈 is the kinematic viscosity and 휀 is the rate of kinetic energy dissipation. 

To satisfy the resolution requirements, the number N of points along a given mesh 

direction with increments h must be 𝑁ℎ > 𝐿, and ℎ ≤  휂, so that the Kolmogorov scale can 

be resolved. 
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Since 휀 ≈
𝑢′3

𝐿
, where 𝑢′ is the root mean square of the velocity, which implies a 3-D DNS 

requires a number of mesh points 𝑁3 satisfying 𝑁3 ≥ 𝑅𝑒
9

4, where Re is the turbulent 

Reynolds number given as 𝑅𝑒 =
𝑢′𝐿

𝑣
. 

Therefore, the memory storage requirement in a DNS grows very fast with the 

Reynolds number. To get the accuracy, the integration must be done with a time step, ∆𝑡, 

small enough to move fluid particles only a fraction of the mesh spacing ‘h’ in each step. 

Which means, 

𝐶 =
𝑢′∆𝑡

ℎ
< 1 ; C is the Courant number. 

The total time interval simulated is proportional to the turbulence time scale 𝜏 given by 

𝜏 =
𝐿

𝑢′. 

From all the above relations, and the fact that ℎ must be the order of 휂, the number of time 

integration steps must be proportional to 𝐿/(𝐶휂). 

𝐿

휂
~𝑅𝑒3/4 

We can estimate that the number of floating-point operations required to complete the 

simulation is proportional to the number of mesh points and the number of time steps which 

concludes that the number of operations grows as 𝑅𝑒3. 

Thus, the computational cost of DNS is very high, even at low Reynolds numbers. 

It is a useful tool in fundamental research, however, the computational resources required 

by a DNS would exceed the capacity of the most powerful computers currently available.  
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3.2 Large Eddy Simulation (LES):  

LES is the computational technique used in CFD to simulate turbulent flows. It was 

proposed by Joseph Smagorinsky in 1963. LES is applied in engineering applications such 

as simulation of the atmospheric boundary layer, acoustics, and flow configurations. LES 

is particularly useful for simulating complex turbulent flows where the wide range of scale 

from the large to small scales eddies. The traditional CFD cannot accurately model these 

flows and so it must rely on turbulence models to account for the small-scale eddies. As 

the DNS is computationally expensive, the LES is proposed to computationally reduce the 

cost by ignoring the smallest length scales, by low-pass filtering of the Navier-Stokes 

equations. The low pass filtering is the time and spatial averaging that removes small-scale 

information from the numerical solution.  

 

Figure 3.3 Large- and small-scale eddies 
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Figure 3.4 Energy Spectrum in LES 

 

An LES filter can be applied to a spatial and temporal field and perform a spatial 

filtering operation, a temporal filtering operation, or both. The filtered field, denoted with 

a bar, is defined as: 

                       �̅�𝑖(�⃗�) = ∫𝐺(�⃗� − 𝜉)𝑢(𝜉) ⅆ𝜉 (3.1) 

 

Resulting in  

                       𝑢i = �̅�𝑖 + 𝑢i
′ (3.2) 

Where �̅�𝑖 is the resolvable scale part and 𝑢i
′ is the subgrid-scale part. 

In most of the practical implementations, LES uses the grid as the filter to perform the 

explicit filtering. Some of the commonly used filters are the Box filter and the Gaussian 

filter. 

The filtered equations are developed from the incompressible Navier-Stokes equations 

and the continuity equation. The filtered incompressible continuity equation, 
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𝜕𝑢𝑖

𝜕𝑥𝑖
= 0 (3.3) 

 

The filtered Navier-Stokes equations, 

                   
𝜕𝑢𝑖

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
= −

1

𝜌

𝜕𝑝

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝑣

𝜕𝑢𝑖

𝜕𝑥𝑗
) 

(3.4) 

 

Substituting in equation  𝑢i = �̅�𝑖 + 𝑢i
′ and 𝑝 = �̅� + 𝑝′   and then filtering the resulting 

equation gives the equations of motion: 

𝜕𝑢𝑖

𝜕𝑡
+

𝜕𝑢𝑖𝑢𝑗

𝜕𝑥𝑗
= −

1
𝜌 𝜕𝑝

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝑣

𝜕𝑢𝑖

𝜕𝑥𝑗
) 

 

 

(3.5) 

 

If filtering and differentiation commute, then 

𝜕�̅�𝑖

𝜕𝑡
+ �̅�𝑗

𝜕�̅�𝑖

𝜕𝑥𝑗
= −

1

𝜌

𝜕�̅�

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝑣

𝜕�̅�𝑖

𝜕𝑥𝑗
) − (

𝜕𝑢𝑖𝑢𝑗

𝜕𝑥𝑗
−

𝜕�̅�𝑖�̅�𝑗

𝜕𝑥𝑗
) 

 

(3.6) 

 

The extra term which arises from the non-linear advection terms because,  

𝑢𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗

̅̅ ̅̅ ̅̅ ̅̅
 ≠  �̅�𝑗

𝜕�̅�𝑖

𝜕𝑥𝑗
 

 

(3.7) 

       

Hence, 

 

                                                 𝜏𝑖𝑗 = �̅�𝑖�̅�𝑗 − 𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅                                                 (3.8) 
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𝜏𝑖𝑗 is the residual stress tensor. 

 

𝜕�̅�𝑖

𝜕𝑡
+ �̅�𝑗

𝜕�̅�𝑖

𝜕𝑥𝑗
= −

1

𝜌

𝜕�̅�

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝑣

𝜕�̅�𝑖

𝜕𝑥𝑗
) −

𝜕𝜏𝑖𝑗

𝜕𝑥𝑗
 

 

(3.9) 

 

 

 

 

Figure 3.5 Decomposition of energy spectra of LES 

 

In LES, there are two basic types of approach: 

1. The implicit Large Eddy Simulation, in which no extra term is introduced in the 

governing equations, but the numerical method is chosen such that the numerical 

error and the resolution error will cancel each other.  

2. The explicit Large Eddy Simulation, in which an extra forcing term, referred to as 

a sub-grid model is introduced in the governing equation to cancel the resolution 

error.  

In the study, the explicit LES is used to best identify the sub-grid model with a less 

complicated formula and less computationally expensive.  
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3.3 Reynolds Average Navier-Stokes (RANS): 

RANS is a time-averaged equation of motion for fluid flow. By performing the 

Reynolds decomposition, an instantaneous quantity is decomposed into its time-averaged 

and fluctuating quantities. The idea of this method was first proposed by Osborne 

Reynolds. To derive RANS equations the tool required from the Navier-Stokes equations 

is the Reynolds decomposition. Reynolds decomposition is nothing but the separation of 

the flow variable into the mean component and the fluctuating component.  For an 

incompressible flow, the equations can be written as: 

𝜕𝑢𝑖

𝜕𝑥𝑖
= 0 

 

(3.10) 

𝜕𝑢𝑖

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
= 𝑓𝑖 −

1

𝜌

𝜕𝑝

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝑣

𝜕𝑢𝑖

𝜕𝑥𝑗
) 

 

(3.11) 

 

Where 𝑓𝑖 is a vector of external forces. 

Now, each instantaneous quantity is split into time-averaged and fluctuating 

components, and the results are: 

𝜕�̅�𝑖

𝜕𝑥𝑖
= 0 

 

(3.12) 

𝜕�̅�𝑖

𝜕𝑡
+ �̅�𝑗

𝜕�̅�𝑖

𝜕𝑥𝑗
+ 𝑢𝑖

′
𝜕𝑢𝑖

′

𝜕𝑥𝑗

̅̅ ̅̅ ̅̅ ̅̅
= 𝑓

𝑖
−

1

𝜌

𝜕�̅�

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝑣

𝜕𝑢�̅�

𝜕𝑥𝑗
) 

 

(3.13) 

 

The momentum equation can also be written as, 

𝜕�̅�𝑖

𝜕𝑡
+ �̅�𝑗

𝜕�̅�𝑖

𝜕𝑥𝑗
+ 𝑢𝑖

′
𝜕𝑢𝑖

′

𝜕𝑥𝑗

̅̅ ̅̅ ̅̅ ̅̅
= 𝑓

𝑖
−

1

𝜌

𝜕�̅�

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝑣

𝜕𝑢�̅�

𝜕𝑥𝑗
) − 

𝜕𝑢𝑖
′𝑢𝑗

′

𝜕𝑥𝑗

̅̅ ̅̅ ̅̅ ̅
 

(3.14) 
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𝜌
𝜕�̅�𝑖

𝜕𝑡
+ 𝜌 �̅�𝑗

𝜕�̅�𝑖

𝜕𝑥𝑗
= 𝜌𝑓

𝑖
+

𝜕

𝜕𝑥𝑗
[−�̅� 𝛿𝑖𝑗 + 2𝜇𝑆𝑖𝑗 − 𝜌𝑢𝑖

′𝑢𝑗
′̅̅ ̅̅ ̅̅ ̅] 

(3.15) 

 

Where 𝑆𝑖𝑗 =
1

2
(
𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗̅̅ ̅

𝜕𝑥𝑖
) is the rate of strain tensor. 

 

𝜌𝑢�̅�

𝜕�̅�𝑖

𝜕𝑥𝑗
= 𝜌𝑓�̅� +

𝜕

𝜕𝑥𝑗
[−�̅�𝛿𝑖𝑗 + 𝜇 (

𝜕�̅�𝑖

𝜕𝑥𝑗
+

𝜕𝑢�̅�

𝜕𝑥𝑖
) − 𝜌𝑢𝑖

′𝑢𝑗
′̅̅ ̅̅ ̅̅ ̅] 

(3.16) 

 

 The change in mean momentum of a fluid element caused by the mean flow's 

instability and convection by the mean flow is represented on the left side of this equation. 

The viscous stresses, the mean body force, the isotropic stress resulting from the mean 

pressure field, and the apparent stress(−𝜌𝑢′𝑖𝑢′𝑗̅̅ ̅̅ ̅̅ ̅) resulting from the fluctuating velocity 

field, also known as the Reynolds stress, balance this change. 

 

 

Figure 3.6 Decomposition of the energy spectra of RANS 
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3.4 Summary 

LES is a powerful computational technique in CFD that has advantages over DNS and 

RANS methods for certain types of turbulent flow simulations. DNS resolves all scales of 

turbulence by providing accurate results. However, DNS is computationally expensive and 

requires massive computational resources. These can limit its applications to low Reynolds 

number flow or small-scale simulations. Whereas LES requires less computational cost 

and is suitable for high Reynolds number flows and larger simulations by providing 

accurate results. Whereas RANS solely rely on time-averaging equations that have a steady 

flow and cannot capture unsteady turbulent structures. LES models do not completely rely 

on fully empirical closure models like RANS, instead, they use dynamic subgrid-scale 

models that adapt the resolved flow structures. In regions of strong turbulence, LES is more 

reliable and less sensitive to assumptions. The eddies which are not resolved are modeled 

using different Subgrid scale models. In the present study, Wang’s Liutex-based model is 

used to analyze the flat plate turbulent flow in the boundary layer. 
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CHAPTER 4 

THREE GENERATION OF VORTEX IDENTIFICATION TECHNIQUES 

 

Vortex structures are fundamental features of turbulent flows, playing a crucial role 

in the complexity and dynamics of such flows. To gain deeper insights into these intricate 

vortex structures, researchers have developed vortex identification methods aimed at 

visualizing and characterizing vortices in turbulent flows. This chapter introduces several 

prominent vortex identification methods that have been employed in this dissertation. The 

methods utilized in this research include the Omega method, Liutex, Liutex magnitude, 

Modified Omega-Liutex method, and Vortex core lines, which are considered part of the 

third generation of vortex identification methods based on the classification proposed by 

Liu et al. These third-generation methods have proven to be more robust and effective 

compared to earlier techniques. 

Vortex identification methods can be categorized into three generations based on 

their underlying principles. The first-generation methods are based on vorticity, a measure 

of the local rotational motion of the fluid particles. However, these methods have 

limitations in capturing the full complexity of vortex structures in turbulent flows. 

The second-generation methods encompass various criteria such as the 

𝑄, 𝛥, 𝜆2, 𝜆𝑐𝑖
 parameters. These methods aim to define vortices based on specific flow 

properties but may still encounter challenges in accurately capturing the full range of vortex 

structures. 
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The third-generation methods, as introduced by Liu et al., represent a significant 

advancement in vortex identification. They were developed to address the limitations of 

the previous generations and have demonstrated superior performance in visualizing and 

characterizing vortices in turbulent flows. The Omega method, Liutex, Liutex magnitude, 

Modified Omega-Liutex method, and Vortex core lines are some of the key techniques 

belonging to this generation. 

Throughout this chapter, a detailed explanation of each generation's methods will 

be provided, highlighting their strengths, weaknesses, and applicability to different flow 

scenarios. A comprehensive understanding of these vortex identification techniques will 

facilitate a deeper exploration of the complexities of turbulent flows and provide valuable 

insights for various engineering and scientific applications. 

4.1 First Generation Methods 

Earlier, from the Helmholtz vorticity tube proposal people used to believe that 

vortices consist of small vorticity tubes and the vortex strength is represented by the 

magnitude of the vorticity. The magnitude of the vorticity is nothing but the mathematical 

definition of velocity curl ∇ × 𝑣.  

 

ω = ∇ ×v = |

i j k
𝜕

𝜕X

𝜕

𝜕Y

𝜕

𝜕z
u v ω

| 

 

(4.1) 

 

Helmholtz originally defined vortex lines as lines drawn through a fluid mass, representing 

the direction of the momentary axis of rotation of water particles on the line. He also 
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introduced the concept of vortex filaments, which are portions of the fluid mass delineated 

by constructing corresponding vortex lines around an infinitely small surface element's 

circumference. These definitions led to three vortex theorems: (1) the constant strength of 

a vortex filament along its length, (2) the inability of a vortex filament to end within the 

fluid, requiring it to either extend to the fluid boundaries or form a closed path, and (3) the 

preservation of an initially irrotational fluid's irrotationality in the absence of external 

rotational forces. 

Although the vorticity-based approach for detecting vortices is widely adopted and 

has been a guide for a long time, practical applications have revealed its limitations. 

Vorticity-based methods may not always accurately match the actual vortex structures. For 

instance, in a laminar boundary layer, the vorticity magnitude due to shear can be 

substantial, yet no rotational motion (vortex) is present. This discrepancy shows that a 

vortex cannot be exclusively described by vorticity, as the latter is unable to distinguish 

between regions of real rotation and shear layer regions. 

In the near-wall regions of a laminar flow plane, the average shear force generated 

by the non-slip wall can be strong, resulting in a significant amount of vorticity but no 

observable rotation motions. Furthermore, the maximum vorticity magnitude does not 

necessarily correspond to the central region of vortex structures. Research by Wang et al. 

also indicates that the vorticity magnitude can be considerably reduced in the vortex core 

region near the solid wall in a flat plate boundary layer. Similarly, in turbulent boundary 

layers, the association between regions of strong vorticity and actual vortices can be weak, 

especially in the near-wall region. 



27 

          These observations highlight the limitations of relying solely on vorticity-based 

methods for detecting vortices and emphasize the need for more sophisticated vortex 

identification techniques that can accurately capture the complex and dynamic nature of 

vortex structures in turbulent flows. 

 

4.2 Second Generation Methods 

The second-generation identification method is eigenvalue-based. 

Suppose there are three eigenvalues of the velocity gradient tensor. Their characteristic 

equation can be as follows: 

𝜆3 + 𝐴𝜆2 + 𝐵𝜆 + 𝐶 = 0, (4.2) 

Where,     

𝐴 = −(𝜆1 + 𝜆2 + 𝜆3) = −𝑡𝑟(∇𝑣), (4.3) 

𝐵 = 𝜆1𝜆2 + 𝜆2𝜆3 + 𝜆3𝜆1 = −
1

2
[𝑡𝑟(∇𝑣2) − 𝑡𝑟(∇𝑣)2], 

(4.4) 

And    𝐶 = −𝜆1𝜆2𝜆3 = −ⅆet (∇𝑣) (4.5) 

 

A, B, and C are the three invariants of the velocity gradient tensor.  

 

Q Criterion 

The identification method is one of the best known and it was proposed by Hunt in 

1988[21]. The method is expressed as follows: 

𝑄 =
1

2
(‖𝑩‖𝐹

2 − ‖𝑨‖𝐹
2) 

(4.6) 
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Where A=
1

2
(∇𝑣 + ∇𝑣𝑇) =  

[
 
 
 
 

𝜕𝑢

𝜕𝑥

1

2
(
𝜕𝑢

𝜕𝑦
+

𝜕𝑣

𝜕𝑥
)

1

2
(
𝜕𝑢

𝜕𝑧
+

𝜕𝑤

𝜕𝑥
)

1

2
(
𝜕𝑢

𝜕𝑦
+

𝜕𝑣

𝜕𝑥
)

𝜕𝑣

𝜕𝑦
  

1

2
(
𝜕𝑣

𝜕𝑧
+

𝜕𝑤

𝜕𝑦
) 

1

2
(
𝜕𝑤

𝜕𝑥
+

𝜕𝑢

𝜕𝑧
)

1

2
(
𝜕𝑤

𝜕𝑦
+

𝜕𝑣

𝜕𝑧
)  

𝜕𝑣

𝜕𝑦 ]
 
 
 
 

 

 

(4.7) 

                                          

And B=
1

2
(∇𝑣 − ∇𝑣𝑇) =     

[
 
 
 
 0

1

2
(
𝜕𝑢

𝜕𝑦
−

𝜕𝑣

𝜕𝑥
)

1

2
(
𝜕𝑢

𝜕𝑧
−

𝜕𝑤

𝜕𝑥
)

1

2
(
𝜕𝑢

𝜕𝑦
−

𝜕𝑣

𝜕𝑥
) 0 

1

2
(
𝜕𝑣

𝜕𝑧
−

𝜕𝑤

𝜕𝑦
) 

1

2
(
𝜕𝑤

𝜕𝑥
−

𝜕𝑢

𝜕𝑧
)

1

2
(
𝜕𝑤

𝜕𝑦
−

𝜕𝑣

𝜕𝑧
)  0 ]

 
 
 
 

 

(4.8) 

 

Where A is the symmetric part and B is the anti-symmetric part of the velocity gradient 

tensor.  

For Q>0 implies the existence of vortices, and the bigger Q is, the stronger the vortex is.  

 

𝛌𝟐 𝒄𝒓𝒊𝒕𝒆𝒓𝒊𝒐𝒏 

The 𝜆2 method was proposed by Jeong and Hussain in [22] 1995. The criteria are 

based on the observation that a local minimum pressure in a plane fails to identify vortices 

under strong unsteady and viscous effects. If the unsteady and viscous effects are neglected, 

then the symmetric part of the Navier-Stokes equations can be expressed as  

𝐴2 + 𝐵2 = −∇(∇𝑝)/𝜌, (4.9) 

where p is the pressure. 

Moreover, Jeong and Hussain [22] define the vortex core as one connected region 

which has two negative eigenvalues of the symmetric tensor. If the eigenvalues are ordered 

in such a way that 𝜆1 ≥ 𝜆2 ≥ 𝜆3, then it is equivalent to saying that 𝜆2 < 0.  
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Even though these are two popular methods there are few limitations to using these 

methods.  

1. 𝑄 𝑎𝑛𝑑 𝜆2 are not able to capture the weak and strong vortices at the same time 

which makes it difficult to get the accurate vortex structures. 

2. The physical meaning of Q and 𝜆2 is not clear.  

3. A proper threshold is required for each case to identify appropriate vortex 

structures. 

 

4.3 Third Generation Methods 

 Liutex an eigenvector-based vortex definition: 

In 2017/2018, the Liutex vector was originally born. The vorticity decomposition 

to a rotational and non-rotational part. The idea behind the non-rotational part given by Liu 

is to extract the rigid rotation part from the fluid motion. Whereas the rotational part is 

defined as a Liutex vector, which can clearly represent both the direction and magnitude 

of the rotational motion. The mathematical definition of Liutex can be found as follows: 

Definition: A local rotational axis is defined as the direction of r  

where,  

𝑑𝒗 =  α𝑑𝒓 (4.10) 

The definition means that there is no cross-velocity increment perpendicular to the 

direction of the local rotational axis. For example, if the z-axis is the rotational axis in a 

reference frame, the velocity can only increase or decrease along the z-axis, which means 

only 𝑑𝑤 ≠ 0, but 𝑑𝑢 = 0 and 𝑑𝑣 = 0. Liu et al [25], Gao and Liu [6] define that the 
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rotational strength is twice the minimal absolute value of the off-diagonal component of 

the 2 × 2 upper left submatrix and is given by 

𝑅 = 2(β − α), β2 > α2 (4.11) 

𝑅 = 0, α2 ≥ β2 (4.12) 

The Liutex vector is obtained by, 

𝑹 =  𝑅𝒓 (4.13) 

More details can be found in refs [6,26]. Wang et al. [27] recently derived an explicit 

formula to calculate the magnitude of  𝑹, further simplifying the equation, the magnitude 

of R is obtained as  

𝑅 = 〈𝝎, 𝒓〉 − √〈𝝎, 𝒓〉2 − 4λ𝑐𝑖
2  

(4.14) 

The Liutex vector can be defined as: 

𝑹 =  𝑅𝒓 ={〈𝝎, 𝒓〉 − √〈𝝎, 𝒓〉2 − 4λ𝑐𝑖
2    } 𝒓 

(4.15) 

Where 𝝎 is the vorticity vector. 

The important thing here is to note that Liutex is a vector which provides both the 

local rotation axis and the rigid-body angular speed. Therefore, Liutex vectors, lines, and 

tubes can all be applied to describe vortex structures while all other vortex identification 

methods introduced above can only be used to show the iso-surface as a representation of 

the vortex boundaries, which is questionable. Moreover, the thresholds of these iso-

surfaces are kind of arbitrary selection which are very different from case to case and the 

results are contaminated by shear because the only correct quantity to represent the 

rotational strength is the magnitude of Liutex. 
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The second third-generation method is the Omega-Liutex method. The method was 

developed by Liu and Liu [28] to overcome the issues of Q and 𝜆2 criterions. A small 

positive parameter 𝜖 is introduced to remove non-physical noises. 

Ω𝑅 =
β2

α2+𝛽2+𝜖
, (4.16) 

𝜖 = 𝑏 × (𝛽2 − 𝛼2)𝑚𝑎𝑥 

 

(4.17) 

Where b is a small positive number.  

The new Ω𝑅 method can measure the relative rotation strength on the plane 

perpendicular to the local rotational axis. It can separate the rotational vortices from shear 

layers and non-physical structures. In comparison to other vortex identification methods, 

Ω𝑅 does not require case-dependent thresholds and can always be set to 0.52 to get the 

vortex structures at different time steps in different cases. 
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CHAPTER 5 

CORRELATION ANALYSIS BETWEEN SHOCK BOUNDARY LAYER 

INTERACTION AND LIUTEX 

5.1 Introduction 

SBLI is a subject that has gotten a lot of attention in recent decades (Dollin [29]). 

Shock wave boundary-layer interaction (SBLI) degrades flow quality by inducing large-

scale flow separation, which can have a significant impact on aircraft and engine 

performance and frequently results in undesirable outcomes such as total pressure loss, 

flow instability, and distortion, engine unstart, drag rise, and high wall heating. In modern 

fluid dynamics, the study of SBLI is still a mystery. The process of SBLI involves both the 

incoming turbulent boundary layer and the subsequent separation zone. The extremely 

complicated flow brings extremely high difficulties in analyzing this problem. SBLI 

research has always focused on low-frequency noise. However, no consensus exists on the 

mechanism that causes low-frequency unsteadiness to occur. SBLI has a plethora of review 

papers (Delery and Marvin [30]; Dolling [31]; Smits and Dussauge [32]; Zheltovodov [35]; 

Andreopoulos et al. [33]; Lee [34]; Clement et al. [36]). 

 

Figure 5.1 SBLI in a compressed corner 
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     The instability of SBLI which researchers have studied for decades remains a mystery 

in modern fluid dynamics. Since the SBLI process involves both the incoming turbulent 

boundary layer and the subsequent separation zone, the flow is extremely complex, which 

brings extremely high difficulty to the analysis of this problem. Low-frequency noise has 

always been a key topic in SBLI's research. However, there is no widely accepted 

conclusion about the mechanism of low-frequency instability. 

        There are two primary schools of thought on the driving factor of low-frequency 

unsteadiness: upstream incoming flow variations or downstream instability. At Ma 5, 

Erengil and Dolling [37,38] conducted high-speed ramp flow studies. They discovered a 

strong link between shock-foot velocity and upstream boundary layer pressure changes. 

Unalmis and Dolling [39] proposed a mechanism for thickening and thinning. The 

superstructures can have a coherence of up to 40, according to Ganapathisubramani et al. 

[40]. At Ma 2.1, Humbel et al. [41] conducted trials with an incident SBLI. A series of 

studies on the statistical analysis between the low-frequency shock motion and the 

upstream/downstream flow fluctuation was proposed by Priebe and Martin [43]. However, 

an inherent instability in the downstream flow separation impacts the velocity and vorticity 

profiles in the initial stage of the SBLI. According to Clemens and Narayanaswamy [36], 

both upstream and downstream effects are always present in all shock-induced turbulent 

separated flows but the upstream mechanism dominates for strongly separated flows, and 

a combined mechanism dominates for weakly separated flows. Adding to it, Dupont et al. 

[42] computed the coherence between wall pressure changes around the reflected shock 

and places in the reattachment region was more than 0.8. According to Dong’s [44] latest 

study, the shock produced by a compression ramp flow at Ma = 2.5 is confirmed to have a 
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dominant low non-dimensional frequency. The interaction between the turbulent boundary 

layer and the separation shock wave/ ramp shock wave is investigated. The study involves 

the LES, to conduct the study of the supersonic ramp flow.  To study the mechanics of low-

frequency noises, power spectra of pressure, and occurrence of the passing vortices where 

the ramp shock wave is located are obtained and analyzed. 

 

5.2 Case setup 

In the study, a subzone in the middle of the whole domain of DNS simulation is selected 

which is halved in the spanwise direction. The main reason for choosing this subzone is 

that the flow is well developed of complex structures and relatively much data for different 

time steps. The power spectra of pressure and Liutex are obtained at 22 ×  22 × 68 =

32,912 points evenly distributed in the selected subzone. The x-coordinate varies from 

624 to 944, the y-coordinate varies from 0.52 to 10.83, and the z varies from 0.6 to 13.8. 

Figure 5.2 gives the location of the subzone where the power spectra of pressure and 

Liutex were analyzed. 
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Figure 5.2 Domain of analysis 

 

5.3 Results and Discussion 

Complex vortex structures, such as lambda-vortices, hairpin vortices, and ring-like 

vortices, are a prominent characteristic of the transitional flow. In the previous work of the 

transition flow, the large-scale vortices are generated in the upper boundary layer by the 

multiscale shear layer in the flow [36,37]. The structures are quite robust and will gradually 

travel downstream and interact with the strong ramp shock. As shown in Figure 5.3, the 

ring-like vortices are visible from x=420𝛿𝑑0 and the series of vortices are observed from 

x=500𝛿𝑑0. These structures are staggered in the streamwise direction. From x>600𝛿𝑑0, the 

structures of the ring-like vortices are broken, which leads to the generation of small-scale 

structures. 
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Figure 5.3 Ring-like vortex structures 

 

Figure 5.4 (a-d) gives the distribution of correlation coefficients of pressure and 

Liutex spectra on YZ cross-sections (spanwise and normal directions). The white curve in 

each figure shows the locations of boundary layer thickness (u/𝑈∞ =

99%), 𝑡ℎ𝑒 𝑏𝑙𝑢𝑒 𝑐𝑢𝑟𝑣𝑒𝑠 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑠 𝑡𝑜 𝑡ℎ𝑒 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠 𝑤𝑖𝑡ℎ   𝑦+(𝑧+) = 30 𝑎𝑛𝑑 100. It 

can be clearly observed that below the boundary layer thickness, where exits variously 

scaled vortex structures, there it shows an extremely high correlation (colored in red). 
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Figure 5.4 (c) 

 

Figure 5.4 (d) 

 
Figure 5.4 The distribution of correlation coefficients of pressure and Liutex 

 

The correlation coefficient of pressure and Liutex spectra on XZ cross sections 

(streamwise and normal directions) is shown in Figure 5.5(a-d). The white curve in each 

figure shows the locations of boundary layer thickness (u/𝑈∞ = 99%), the blue curves 

correspond to the locations with  𝑦+(𝑧+) = 30 𝑎𝑛𝑑 100. The extremely high correlation is 

observed below the boundary layer thickness, where variously scaled vortex structures 

exist. 
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Figure 5.5 (a) 

 

 

Figure 5.5 (b) 

 

 

Figure 5.5 (c) 

 

Figure 5.5 (d) 

Figure 5.5 The correlation coefficient of pressure and Liutex spectra on the XZ cross-section 
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The distribution of correlation coefficients of pressure and Liutex spectra on XY 

cross sections (streamwise and spanwise directions) is given in Figure 5.6. It can be clearly 

observed that as we go closer to the bottom surface (above the viscous sublayer), the greater 

the correlation. Also, as the flow develops the correlation gradually increases. 

 

 

Figure 5.6 (a) 

 

Figure 5.6 (b) 

 

Figure 5.6 (c) 



40 

 

Figure 5.6 (d) 

Figure 5.5 The correlation coefficient of pressure and Liutex spectra on the XY cross-section 

 

Definition. The correlation coefficient is determined by dividing the covariance by the 

product of the two variables’ standard deviations. Let x and y be the random variables with 

the sample size n, r(x,y) is the correlation coefficient of x and y if: 

𝑟(𝑥, 𝑦) =
𝑐𝑜𝑣(𝑥, 𝑦)

𝜎(𝑥)𝜎(𝑦)
 

(5.1) 

Where, 

𝑐𝑜𝑣(𝑥, 𝑦) = 𝐸[(𝑥 − 𝐸(𝑥))(𝑦 − 𝐸(𝑦))], (5.2) 

𝐸(𝑥) =
1

𝑛
 ∑ 𝑥𝑖

𝑛
𝑖=1 ;  𝑥𝑖 is the ith entry of x, (5.3) 

𝑉𝑎𝑟(𝑥) = 𝐸[(𝑥 − 𝐸(𝑥))
2
], (5.4) 

𝜎(𝑥) = √𝑉𝑎𝑟(𝑥) (5.5) 

The Correlation Coefficient is a statistical concept revealing the extent to which two 

groups of data are related. If these two groups of data are entirely correlated their 

correlation is 1 and if they are irrelevant then their correlation coefficient is near zero. 

Table 5.1 gives the corresponding correlations. By the qualitative analysis, the 

correlation coefficient is above 85%. Overall, a strong correlation between pressure and 
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Liutex is observed at every point. At the first 2 points, the correlation is relatively low 

because the points are in the upper boundary layer where the pressure fluctuation is less. 

On the other side, points 3-6 and 8-10 have a correlation of 90% due to the fact that they 

are located in the lower part of the boundary layer. Thus, by the power spectrum analysis 

of the vortex ring motion and Liutex, the results clearly show that the pressure fluctuation 

is closely related to the Liutex. The power spectra at 10 points of Liutex and pressure 

fluctuation are shown in Figure 5.7. 

Points R 

1 0.88 

2 0.86 

3 0.96 

4 0.95 

5 0.94 

6 0.92 

7 0.89 

8 0.90 

9 0.94 

10 0.90 

 

Table 5.1 Correlation of 10 points 
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Figure 5.7(a) Power Spectra of Point 1 

 

 

Figure 5.7 (b) Power spectra of Point 2 
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Figure 5.7 (c) Power Spectra of Point 3 

 

Figure 5.7 (d) Power Spectra of Point 4 



44 

 

Figure 5.7 (e) Power Spectra of Point 5 

  

Figure 5.7 (f) Power Spectra of Point 6 
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Figure 5.77 (g) Power Spectra of Point 7 

 

Figure 5.7 7 (h) Power Spectra of Point 8 
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Figure 5.7 7 (i) Power Spectra of Point 9 

 

Figure 5.7 7 (j) Power Spectra of Point 10 

 

Figure 5.7. Power spectra of 10 points 
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5.4 Conclusion 

1. An extremely high correlation was observed in the middle and the lower 

boundary layer positions. 

2. The low-frequency noises caused by pressure fluctuation are observed as 

mainly dominated by the vortex structure or the spectrum of Liutex. 

3. The vortex rings are weakened because of the decrease in the pressure gradient 

between the upstream and downstream of the shock. 

4. By the correlation analysis, the pressure fluctuation is closely related to the 

Liutex. The frequency of pressure fluctuation is the same as the Liutex 

frequencies. 
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CHAPTER 6 

ANALYSIS ON THE DEVELOPMENT OF LIUTEX, SHEAR, AND VORTICITY IN 

BOUNDARY LAYER TRANSITION OF FLAT PLATE 

 

6.1 Introduction 

The study of vortices, their generation, growth, recognition, and application in fluid 

dynamics has been well-focused and advanced in applied fields for decades. Hussain [45], 

highlighted the importance of coherent structures in turbulence, particularly their 

characteristic measures, coherent vorticity, and helicity. Taylor [46,47] proposed that 

vortex lines are lengthened and enhanced by random stretching and conservation of 

circulations in turbulent flows. They also suggested that the stretching of longitudinal 

vortices induces mixing and dissipation in shear layers. According to Matsumoto and 

Hoshino's research [48] on the start of turbulence caused by a Kelvin-Helmholtz vortex, 

the density differential between the two media is a key factor in the rapid mixing and 

transport of turbulence. A new mechanism of near-wall streamwise vortex production that 

dominates turbulence phenomena in boundary layers was presented by Schoppa and 

Hussain [49] in 2002. In their article, they proposed a “shearing” mechanism for creating 

streamwise vortices, wherein transitory perturbation growth results in the production of a 

sheet of streamwise vorticity (x), which is then collapsed into streamwise vortices by being 

stretched by u/x. By using a DNS study on the physics of late boundary layer transition, 

Liu et al. [16] discussed the mechanism of the large coherent vortex structure formation, 

small-length scale generation, and flow chaos. They noted that the vorticity rollup and 
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shear layer instability are required for the flow transition and that the sustenance of 

turbulence is due to the energy transfer through multiple-level sweeps. According to some 

researchers, the development, interaction, and annihilation of vortices with a variety of 

length scales transmit energy in a turbulent flow [50]. Our earlier publications [51-53] 

made the point that the vorticity (tubes or lines) cannot simply be employed as a signal of 

the turbulent transition process and cannot directly reflect the vortex. To explain the 

turbulence generation in late flow transition, the volume Omega Bar (volume) and the 

volume vorticity [51] were also introduced. 

In DNS for the boundary layer flow, due to a periodic boundary condition of the 

side boundary and a Blasius base flow, the vorticity only has two types of distribution: the 

self-closed vorticity rings inside the domain, and the unclosed vorticity lines (or tubes) 

which start from one side boundary S1 and end at the other one S2. Since all vorticity rings 

that come from a cross-section extracted from the domain normal to spanwise direction 

must go back to the same one, the total vorticity flux of an arbitrary vorticity ring should 

be zero. Thus, the total flux of the vorticity over any cross-section parallel to the side 

boundary remains unchanged: ∫ �⃗⃗⃗� ⋅ 𝑗 𝑑𝐴
𝐴

 = ∫ �⃗⃗⃗�𝑦 𝑑𝐴
𝑠1

=∫ �⃗⃗⃗�𝑦 𝑑𝐴
𝑠2

 = const., where dA is 

the area of any cross-section normal to axis y and 𝑗 denotes the unit vector in the axis y. 

The computational domain in the streamwise direction is about 40 T-S waves long and the 

turbulence structures are not properly developed at the initial stage. 

For the study, the 25 T-S wave period is selected to analyze the structures in the 

well-developed turbulent area. Taking the time average of the data at 25 T-S period which 

roughly includes 55 million grid points is calculated for the components of Vorticity, 
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Liutex, and Shear. The time average is then used to find the integration of each component 

at the desired spanwise sections (300-1000). 

6.2 Results 

Streamwise 

Sections 

∫𝝎𝒙 ⅆ𝑨

𝑨

 ∫𝝎𝒚 ⅆ𝑨

𝑨

 ∫𝝎𝒛 ⅆ𝑨

𝑨

 

300 -1.7×10−3 289.2971 3.5×10−3 

400 -4×10−3 289.2971 4×10−3 

500 -5.7×10−3 289.2971 1.5×10−3 

600 -7.8×10−3 289.2971 -5.9×10−3 

700 -7.9×10−3 289.2971 -1.04×10−2 

800 -8.7×10−3 289.2971 -1.85×10−2 

900 -8×10−3 289.2971 -1.57×10−2 

1000 -4.8×10−3 289.2971 -1.01×10−2 

Table 6.1 Integral of Vorticity components over the whole domain 

The above computation results show that the magnitude of the ∫ 𝜔𝑥 ⋅ 𝑖 𝑑𝐴
𝐴

 and 

∫ 𝜔𝑧 ⋅ �⃗⃗� 𝑑𝐴 
𝐴

has a much smaller order than ∫ 𝜔𝑦 ⋅ 𝑗 𝑑𝐴
𝐴

 , as the spanwise vorticity 𝜔𝑦 is 

dominant over the whole domain, while the streamwise vorticity 𝜔𝑥 and the normal 

vorticity 𝜔𝑧 generated by the inflow perturbation are far smaller. Generally, ∫ 𝜔𝑦 ⋅ 𝑗 𝑑𝐴
𝐴

 

does not change with time during the transition in Table 6.1, which shows that the boundary 

layer transition is not a process with a vorticity increase. Whereas turbulence transition is 

a process of rotation buildup. 
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Streamwise 

Sections 

∫𝑹𝒙 ⅆ𝑨

𝑨

 ∫𝑹𝒚 ⅆ𝑨

𝑨

 ∫𝑹𝒛 ⅆ𝑨

𝑨

 

300 8.28×10−4 2.2×10−3 7.35×10−4 

400 5.41×10−4 1.51×10−2 1.2×10−3 

500 1.8×10−3 2.71×10−2 2.4×10−3 

600 7.92×10−4 3.74×10−3 -3.21×10−4 

700 2.1×10−3 4.76×10−6 -1.3×10−3 

800 -3.8×10−3 6.53×10−2 -7.0×10−3 

900 1.5×10−4 8.91×10−2 -4.6×10−3 

1000 7.89×10−3 9.95×10−2 -4.4×10−3 

Table 6.2 Integral of Liutex components over the whole domain 

Streamwise 

Sections 

∫𝑺𝒙 ⅆ𝑨

𝑨

 ∫𝑺𝒚 ⅆ𝑨

𝑨

 ∫𝑺𝒛 ⅆ𝑨

𝑨

 

300 -2.5×10−3 289.2950 2.7×10−3 

400 -4.5×10−3 289.2820 2.8×10−3 

500 -7.5×10−3 289.2700 -9.4×10−4 

600 -8.6×10−3 289.2598 -5.6×10−3 

700 -1.0×10− 289.2495 -9.0×10−2 

800 -4.8×10−3 289.2318 -1.15×10−2 

900 -8.1×10−3 289.2152 -1.11×10−2 

1000 -5.6×10−3 289.1977 -5.7×10−3 

Table 6.3 Integral of Shear components over the whole domain 
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According to the vorticity vector decomposition, �⃗⃗⃗� = �⃗⃗�+ 𝑆,  where �⃗⃗� is the Liutex 

representing the rigid rotation of fluid and 𝑆 represents the anti-symmetric shear part. 

Based on the 

 �⃗⃗�= �⃗⃗⃗� ⋅ 𝑟 − √(�⃗⃗⃗� ⋅ 𝑟)2 − 4𝜆𝐶𝑖
2 , a comparison of the components at different sections is 

given in Table 6.2. The integral of the Liutex components increases during the process 

from an extremely small value. If the vorticity is conserved and the Liutex is increased 

during the transition, there must be a decrease of 𝑆. Table 6.3 confirms the variation of the 

integral of the anti-symmetric components. 

Moreover, the integral of �⃗⃗�, 𝑆 and �⃗⃗⃗� of the streamwise section is plotted. Clearly, it 

can be seen that ∫ �⃗� 𝑑𝐴
𝐴

 increases from zero to large while the∫ 𝑆 𝑑𝐴
𝐴

 decreases over time 

as the results can be seen in Table 6.3. The Liutex and the anti-symmetric shear do not 

follow the flux conservation law as vorticity does, i.e., 𝛻. �⃗� ≠ 0 and 𝛻. 𝑆 ≠ 0. Thus, the 

turbulent transition is the transformation of the anti-symmetric shear to rotation. In 

addition, the Liutex vector and anti-symmetric shear vector can be the true symbol of the 

vortex generation. 
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Figure 6.1 (a) Graph of vorticity in the spanwise direction 

 

Figure 6.1 (b) Graph of shear in the spanwise direction 
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Figure 6.1 (c) Graph of Liutex in the spanwise direction 

Figure 6.1 (a)-(c) graphs of Vorticity, Shear, and Liutex in a spanwise direction 

 

 Figure 6.2 Graph of magnitudes of Liutex, Vorticity, and Shear 
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6.3 Conclusion: 

One approach to encourage boundary layer transition is to convert the anti-

symmetric shear to rotation, which is in accordance with the mechanism of vortex creation 

and growth during boundary layer transition. In this regard, the Liutex and the anti-

symmetric shear vector are both valuable tools for representing the development and 

evolution of vortices during this process. While the liutex is a physical parameter that 

reflects the flow’s rotation, it can also be used as a quantitative measure of the transition 

from laminar to turbulent flow. By analyzing the evolution of the Liutex vector, researchers 

can predict the onset and intensity of turbulence, allowing them to better understand the 

underlying and potential applications. Furthermore, it is worth noting that the anti-

symmetric shear vector plays a crucial role in determining the location and strength of 

vortices in boundary layer transition. By analyzing the anti-symmetric shear vector, 

researchers can gain insight into the mechanics of vortex creation and growth, which can 

help improve turbulence models and predict flow behavior in practical applications. 
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CHAPTER 7 

LIUTEX-BASED SUBGRID STRESS MODELING 

7.1 Subgrid Stress Modeling 

One of the commonly used techniques for studying turbulence boundary layers is 

large-eddy simulation (LES), which can accurately resolve the large-scale structures of 

turbulent flows and capture the evolution of boundary layer transition. To describe the 

velocity profile during turbulent boundary layers, popular authors have suggested different 

models and criteria. For example, in their seminal work, [54] Perry and Chong (1982) 

proposed a model of the wall turbulence mechanism, which linked the flow visualization 

with the various quantitative measurements and scaling laws, by using the concept of the 

horseshoe vortex, hairpin vortex or ‘A’ vortex. They showed a connection between the 

distribution of the mean velocity, the turbulence intensity distribution, and the turbulence 

spectrum. In another study, [55] Zaki and Durbin (2005) developed a Reynolds-averaged 

Navier-Stokes (RANS) based criterion to predict the onset of boundary layer transition, 

which is based on the maximum value of the turbulence kinetic energy in the streamwise 

direction. As stated by S. Corrsin and J. L. Lumley [56] in their book, "The Structure of 

Turbulent Shear Flow," the velocity profile of a turbulent boundary layer is characterized 

by a logarithmic region in the outer part of the boundary layer, where the velocity varies 

logarithmically with distance from the wall. This logarithmic region is a hallmark of 

turbulent boundary layers and is crucial in understanding the mechanism of turbulence. 

Moreover, in their paper "The Law of the Wall in Turbulent Shear Flow," J. Nikuradse and 
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R. von Kármán [57] showed that the velocity profile of a turbulent boundary layer obeys a 

power law, known as the "law of the wall." This law relates the velocity to the distance 

from the wall and the viscosity of the fluid and has been widely used in the modeling of 

boundary layer flows. In the LES of the turbulence boundary layer, the velocity profile 

plays a crucial role in the subgrid-scale modeling of the turbulent structures. Therefore, the 

accurate characterization and modeling of the velocity profile in the boundary layer is 

essential for understanding the transition process and for the development of accurate LES 

models.  

In the current work, we aim to investigate the velocity profile during the turbulence 

boundary layer using LES and compare the results with the Smagorinsky model. This will 

provide insights into the underlying mechanisms of boundary layer transition and 

contribute to the development of more accurate and reliable prediction models for practical 

applications. 

7.1.1 Smagorinsky Model:  

The Smagorinsky model is one of the first introduced and most widely used LES 

sub-grid stress models. The model was proposed by Joseph Smagorinsky in 1963. It is 

based on the concept of eddy viscosity, where the unresolved turbulent eddy effects are 

represented by an additional viscosity term in the governing equations. This additional term 

works as a diffusive process to account for the energy transfer from the resolved large-

scale eddies to the unresolved small-scale eddies. The linear relation between the eddy 

viscosity and the magnitude of large-scale deformation tensor in the following form 
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𝑣𝑡 = 𝐶𝑠Δ
2S̅ = 𝐶𝑠Δ√2𝑆�̅�𝑗

2
𝑆�̅�𝑗 

(7.1) 

Where, 𝑣𝑡 is the eddy viscosity,  

            𝐶𝑠 is a model coefficient,  

            Δ is a characteristic length scale often determined by the filtering width of  the 

mesh Δ= (Δ𝑥Δ𝑦 Δ𝑧)
1

3, and  𝑆�̅�𝑗 =
1

2
(
∂𝑢𝑖̅̅ ̅

∂𝑥𝑗
+

∂𝑢𝑗

∂𝑥𝑖
) represents the filtered rate-of-strain tensor. 

The model coefficient has different suggested values, but it usually adopts a 0.1-

0.2 value. Even though the model is simple and well-known there is one drawback of the 

Smagorinsky model, that is it overestimates the eddy viscosity under strong background 

shear. It leads to a non-zero residual viscosity and shear stress at the wall. 

7.1.2 WALE Model 

Another well-known subgrid stress model is the Wall-Adopting Local Eddy-

viscosity model commonly known as WALE used in LES to capture turbulent vortex 

structures in engineering and complex flow simulations. Like Smagorinsky, the WALE 

model is also based on the eddy-viscosity concept, but it is more accurate and incorporates 

dynamic estimation of the eddy viscosity that adapts to the local flow conditions. This 

behavior makes the WALE model more suitable for flows with strong shear and rotational 

effects. Proposed by Nicoud and Ducros in 1999 as an extension of the Smagorinsky 

model. 

𝑣𝑡 = 𝜌Δ𝑠
2  

(𝑆𝑖𝑗
𝑑𝑆𝑖𝑗

𝑑)3/2

(𝑆�̅�𝑗𝑆�̅�𝑗)5/2 + (𝑆𝑖𝑗
𝑑𝑆𝑖𝑗

𝑑)5/4
 

(7.2) 
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∆𝑠= 𝐶𝑤𝑉
1
3, 

(7.3) 

𝑆𝑖𝑗
𝑑 =

1

2
(�̅�𝑖𝑗

2 + �̅�𝑖𝑗
2 )- 

1

3
𝛿𝑖𝑗�̅�𝑘𝑘

2  (7.4) 

�̅�𝑖𝑗
2 = �̅�𝑖𝑘�̅�𝑘𝑗, (7.5) 

 

�̅�𝑖𝑗 =
𝜕𝑢𝑖

𝜕𝑥𝑗
 is the operator added based on the traceless symmetric part of the square of 

the velocity gradient tensor and 𝑆�̅�𝑗 =
1

2
 (

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
) is the strain rate tensor. 

The most used WALE model constant is 𝐶𝑤 = 0.55 − 0.60. 

 Improves the prediction of sub-grid-scale turbulence, particularly in wall-bounded flows, 

where resolving the near-wall region can be computationally expensive. 

7.1.3 Wang’s Liutex-Based Model 

The Liutex-based subgrid stress model is based on the third-generation vortex 

identification-based method that is Liutex. It was proposed by Wang et al. in 2023, to 

overcome the issues with the WALE and Smagorinsky model. As we all know, 

Smagorinsky over-predicts the eddy viscosity and so WALE was introduced which solved 

the over-prediction issues, but it is too complicated. Whereas the Liutex-based model does 

not deal with any such issues, in fact, it is not even affected by shear.  

The model is expressed as follows: 

𝑣𝑡 = 𝐶𝑣Δ
2R̅, (7.6) 

Where the Δ-filtering length scale is defined as Δ= (Δ𝑥Δ𝑦 Δ𝑧)
1

3,  
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R̅ = √R̅1
2 + R̅2

2 + R̅3
2  

(7.7) 

Where R̅  is the filtered Liutex magnitude 

The constant 𝐶𝑣 = 0.032. 

In the following, we will test this new Wang’s model in two LES cases, a coarse grid 

960*64*121 and a coarse grid 960*32*61 of the turbulent flat plate flow. The Log Law is 

implemented to check the mean velocity profile of the turbulent boundary layer. 

 

7.2 Law of the Wall 

The law of the wall, also popularly known as the logarithmic law of the wall states 

that the average velocity of a turbulent flow at a certain point is proportional to the 

logarithm of the distance from the wall, Theodore von Karman.  

𝑢+ =
1

𝑘
𝑙𝑛 𝑧+ + 𝑐+,  (7.8) 

with 𝑧+ =
𝑧𝑢𝜏

𝜈
 (7.9) 

𝑢𝜏 = √
𝜏𝑤

𝜌
  and 

(7.10) 

𝑢+ =
𝑢

𝑢𝜏
 (7.11) 

Where, 

𝑧+- dimensionless wall coordinate 

𝑢+- dimensionless velocity 

𝜏𝑤- wall shear stress 
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𝜌- fluid density 

𝑢𝜏- shear velocity 

k- Von Karman constant 

𝑐+- a constant 

 

In the research the k, 𝑐+ value is approximately 0.41 and 5.0, respectively. In Figures 3 and 

4, we show the time and spanwise-averaged velocity profile, plotted in terms of logarithm 

scaled wall unit. The curves of the linear law and the log law are also plotted for 

comparison. For the DNS case, the viscous sublayer region is found to be 𝑧+ < 7+, 

whereas the buffer layer is between 7 and 30 wall units. In this region, 𝑢+ ≠  𝑧+, and 𝑢+ ≠

1

𝑘
𝑙𝑛 𝑧+ + 𝑐+. After 30 wall units, the logarithmic law is used at the fully developed 

turbulent zone.  

Time and spanwise averaged streamwise velocity profiles for various streamwise 

locations in two different grids are shown. At x=600𝛿𝑖𝑛, the mean velocity profile 

approaches a turbulent flow velocity profile that is Log Law. This comparison shows that 

the velocity profile from the DNS results in a turbulent flow velocity profile and the grid 

convergence has been realized. 
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Figure 7.1 Log profile of DNS flat plate 

 

The mean velocity profile results in figure 7.2 is given by [58] H. Abe, H. 

Kawamura, Y. Mastuo for the turbulent channel flow proves that our DNS velocity profile 

for the flat plate agrees with the Von Karman law. 
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Figure 7.2 Mean velocity profile by H. Abe, H. Kawamura, Y. Mastuo 

 

7.3 Skin Friction Coefficient 

The figure illustrates the skin friction coefficient results obtained from the time and 

spanwise average velocity profile. For comparison, we also consider the spatial 

evolution of the skin friction coefficient in laminar flow. Notably, the graph highlights 

a significant increase in the skin friction coefficient after 𝑥 ≈ 450𝛿𝑖𝑛, where 𝑅𝑒𝑥 =

5.0 × 106 , defining the transition point. Beyond this transition stage, the friction 
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coefficient aligns well with the theoretical expectations for the turbulent boundary layer 

on a flat plate. 

 

Figure 7.3 Time and spanwise average skin friction coefficient 

 

7.4 Results 

7.4.1 Case -I: LES 960*64*121  

The following is the time and spanwise average of the mean velocity profile at 

different streamwise locations. The grids are 8 times more coarse than DNS. The Von 

Karman constants are k=2.75 and C=5.2. At 𝑥 = 600𝛿𝑖𝑛, the mean velocity profile has 

reached the turbulent flow velocity profile. Figure 7.4 (a-b) presents the time and 

spanwise averaged velocity profile, represented using a logarithmic scale in wall units. 

Additionally, we have included curves representing the linear law in the near-wall 

region and the log law for comparison. The green curve is the DNS profile, the black 
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curve is the no model LES curve, the blue curve is the modeled, and the purple is the 

Smagorinsky modeled curve.   

 

 

Figure 7.4 (a) Log profile at streamwise location x=700 

 

Figure 7. 4 (b) Log profile at streamwise location x=800 
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Figure 7. 4 (c) Log profile at streamwise location x=900 

 

The logarithmic profile exhibits encouraging results, demonstrating the convergence of 

the Liutex-based model towards the DNS curve. 

 

7.4.2 Case-II: LES 960*32*61  

Figure 7.5 (a-b) presents the time and spanwise averaged velocity profile, represented 

using a logarithmic scale in wall units. Additionally, we have included curves representing 

the linear law in the near-wall region and the log law for comparison. 
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Figure 7. 5 (a) Log profile at streamwise location x=700 

 

 

Figure 7. 5 (b) Log profile at streamwise location x=800 
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Figure 7. 5 (c) Log profile at streamwise location x=900 

 

 

The log profile shows the promising results of the convergence of the Liutex-based model 

to the DNS curve.  

 

7.4.3 Streamwise velocity profile 

Figure 7.6 (a-f) displays the time and spanwise averaged streamwise velocity 

profiles at different streamwise locations, starting from x=550𝛿𝑖𝑛, where 𝛿𝑖𝑛 represents the 

inner boundary layer thickness. The mean velocity profile in this region exhibits 

characteristics of turbulent flow. Additionally, we have included LES cases I and II to 

examine the flow behavior in the turbulent boundary layer. A clear comparison of the 

results reveals that the Smagorinsky model fails to accurately match the DNS curve in the 

turbulent region. On the other hand, the LES Liutex-Based model demonstrates promising 
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results, proving its superiority in capturing the behavior of the flat plate turbulent boundary 

layer case. 

 

Figure 7. 6 (a) Case I 960*64*121 at x=700 

 

Figure 7. 6 (b) Case I 960*64*121 at x=800 
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Figure 7. 6 (c) Case I 960*64*121 at x=900 

 

Figure 7. 6 (d) Case II 960*32*61 at x=700 
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Figure 7.6 (e) Case II 960*32*61 at x=800 

 

 

Figure 7. 6 (f) Case II 960*32*61 at x=900 
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7.5 Computation 

The TACC Stampede 2 machine has been employed for simulations, particularly 

in cases involving the Direct Numerical Simulation (DNS) approach. For scenarios with 

around 60 million grid points, DNS necessitates a computational timeframe of 

approximately two weeks to achieve a turbulent flow stage. In contrast, the Large Eddy 

Simulation (LES) technique proves more efficient. In LES, a case with 7 million grid points 

is computed within a single day, while a scenario with approximately 1 million grid points 

is resolved in just seven hours. 

In the realm of engineering applications, such as aircraft and large ships, where 

simulations demand trillions of grid points, completion may span several months. Given 

the accuracy achieved by LES utilizing subgrid stress models, a pertinent question arises: 

why not favor LES over DNS? While not every small vortex structure is directly resolved 

in LES modeling, the speed of computation becomes a pivotal factor. Opting for a method 

that delivers results in a matter of days significantly outweighs waiting months for 

completion. 

In essence, LES with subgrid stress modeling emerges as a highly dependable method. 

It provides an optimal balance between resolving critical flow features and expediting 

computational efficiency. This renders LES an indispensable choice for addressing 

intricate engineering challenges, ensuring accurate results without compromising the 

timeframe. 
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7.6 Conclusion 

The comparative analysis of two different test cases for Large Eddy Simulation 

(LES) on a flat plate reveals that Wang’s Liutex-based model outperforms other 

models. The regular velocity and wall-normal graphs demonstrate that Wang’s model 

exhibits excellent agreement with the well-known Von Karman law. The efficiency and 

accuracy of the Liutex-based model are evident in the analysis of the turbulent 

boundary layer, where it outperforms the Smagorinsky model without any 

overprediction issues. 

One of the key advantages of using Wang’s Liutex-based model is its efficiency 

compared to the Smagorinsky model. Additionally, it avoids overprediction, a common 

limitation of the Smagorinsky model. Moreover, the Liutex-based model is uniquely 

equipped with vortex identification capabilities, setting it apart from the WALE and 

Smagorinsky models. 

The formula used in the Liutex-based subgrid stress model strikes a balance 

between simplicity and accuracy, making it more straightforward than the WALE 

model while avoiding the complexity associated with WALE. This simplicity in the 

Liutex-based model ensures ease of implementation and computational efficiency. 

Another significant distinction lies in the treatment of eddy viscosity near the wall. 

The Smagorinsky model does not enforce zero eddy viscosity at the wall, resulting in 

non-zero values, whereas the WALE model sets the eddy viscosity at around 0.1v 

(where v is the kinematic viscosity). On the other hand, the Liutex-based model strictly 

maintains zero eddy viscosity at the wall boundary, making it more suitable for wall-

bounded flows and boundary layer simulations. 
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The model constant (𝐶𝑤) for the Liutex-based model is determined to be 0.032, 

which has shown to be reliable for both the flat plate case and turbulent channel flow, 

surpassing the performance of the constants used in other models. 

In conclusion, Wang’s Liutex-based model demonstrates its superiority over other 

tested models in the context of LES on a flat plate. It achieves good agreement with the 

Von Karman law, exhibits high efficiency, and avoids overprediction issues. With the 

added advantage of being a vortex identification method, the Liutex-based model 

provides valuable insights into the complex dynamics of turbulent flows. Its 

straightforward formula and the enforcement of zero eddy viscosity at the wall make it 

a robust choice for simulating wall-bounded flows and boundary layer transitions.  
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CHAPTER 8 

SUMMARY 

The three generations of vortex identification techniques have, in my opinion, 

significantly advanced our knowledge of turbulent flows. Among these, the third-

generation approach, Liutex, has become a potent instrument that gets around the 

drawbacks of its forerunners. Liutex excels in modeling subgrid stress because it takes a 

vector form and is unaffected by shear. This makes it a desirable tool for Large Eddy 

Simulation (LES) studies. 

Liutex has been used to simulate Supersonic Ramp Flow with or without Multiple 

Vortex Generators (MVG), and the results are remarkable. The association between low-

frequency distributions and shock oscillations has been revealed by a detailed investigation 

of various Mach numbers. Notably, strong relationships between pressure variations and 

low-frequency vortices were discovered, providing information on how to reduce shock-

induced flow separation noise by reducing Liutex frequencies. 

Beyond its use in LES simulations, Liutex is significant in other contexts. It is a 

useful tool for showing how vortices grow and change, making it possible to predict when 

turbulence will start to occur and how intense it will be. A wide range of prospective 

technical applications are made possible by this improved understanding of underlying 

dynamics. Liutex's discovery of the anti-symmetric shear vector is particularly helpful in 

pinpointing the position and intensity of vortices within boundary layers. Such knowledge 
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enables turbulence model advancements and makes precise flow behavior prediction in 

engineering applications possible. 

Furthermore, the ground-breaking Wang's Liutex-based model has demonstrated 

its advantage over competing theories. Our knowledge of turbulent flows in engineering 

applications has increased because of the novel vortex detection approach. Furthermore, 

LES has become the go-to computational technique, demonstrating its benefits over DNS 

and RANS in terms of computational effectiveness and simplicity of use. The precise and 

economical results from flat plate simulations further support Liutex's potential for 

engineering applications. 

In conclusion, using Liutex and adopting LES have changed how we approach 

researching turbulent flows. Our understanding of the dynamics of fluid systems has 

increased because of our capacity to control the complexity of vortices. These 

developments have improved engineering designs, improved turbulence prediction, and 

optimized performance across numerous industries. It is impossible to overestimate the 

importance of LES and Liutex-based modeling since they open the door to more 

sophisticated and effective fluid dynamics solutions and a new era of engineering 

applications. 
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