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ABSTRACT

This paper proposes a novel Human-Robot Interactive System
where users can interact with the robotic system using hand ges-

tures, even from a distance, through a smartphone-based IoT-Controller

Framework. The system is primarily designed to help people with
vocal and hearing impairments. A mobile application records user
gestures shown in front of a smartphone and sends the data to
a server. The server performs gesture recognition and forms a
command which is sent to the robotic system. The robotic sys-
tem performs the required task based on the given command. The
robotic system is set to carry out an object pick and place operation
based on the gesture commands in the system’s initial experiments.
The accuracy of both the gesture recognition model and the object
grasping task were measured, along with the time taken for the
system to complete the entire task. Experimental results showed
that the system performed well, achieving 100% accuracy in object
grabbing and gesture recognition, and the average time taken by
the system to complete the robotic pick and place task was around
78 seconds.

CCS CONCEPTS

« Human-centered computing — Smartphones; « Computer
systems organization — Robotics.
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1 INTRODUCTION

People with vocal and hearing impairments usually have difficulties
in communication. There have been research works in terms of aid-
ing people with vocal and hearing impairments through developing
systems that can be used for communication. Hand gesture recog-
nition is one of the popular problems in computer vision that has
its application in a variety of areas like healthcare [5, 6, 16], gaming
[4] etc. Works such as [7, 14] have focused on developing wear-
able gloves using flex sensors to detect and recognize hand signs
and gestures and produce output either through speech or display,
which helps people with vocal and hearing impairments in commu-
nication. Additionally, there have been research works [2, 9] that
focus on recognizing hand gestures and sign languages using com-
puter vision and deep learning methods. The majority of research
into developing systems to assist people with vocal and hearing
impairments primarily focus on human-to-human communication
scenarios, despite the need to develop systems that can assist these
people in a human-robot interaction scenario. Although there are
some works [1, 8] which utilize sign languages with robotic systems,
they are limited to communication scenarios where the robotic sys-
tem are used only for sign language interpretation. Robotic systems
that can perform various tasks by understanding gestures or sign
language need to be developed. Works like [3, 15] have used gesture
recognition to control and teleoperate a robot, which requires the
user to be present with the robot at all times. However, there are
situations in which the user might be working on a task from a
distance and needs to send commands to the robot to carry out
the necessary robotic task, for which a proper system needs to be
developed.

In this paper, we propose a novel and initial version of a Human-
Robot Interactive system that allows users to instruct the robotic
system to perform certain tasks using hand gestures through a
smartphone application and a Smartphone-based IoT-Controller
Framework [12], even when the user is at a distance. The IoT-
Controller Framework recognizes and interprets the gestures sent
by the smartphone application and delivers the appropriate com-
mands to the robotic system to carry out the required task. This
way, the IoT-Controller Framework connects the user’s smartphone
with the robotic system. Figure 1 demonstrates how the smartphone
camera records hand gestures and transfers them to the server for
gesture detection and command generation, which is then used by
the robotic system to execute robotic movement. The MINA Robot
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Figure 1: (Left) Smartphone Application recording the ges-
tures shown by the user, (Middle) Gesture recognition per-
formed at the server, (Right) Robotic Movement of pick and
place task
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Figure 2: System Architecture
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[11, 13], which consists of a Summit-XL Steel Mobile Base with a
Franka Emika Panda Arm, is used to implement the robotic tasks.

2 METHODOLOGY

The system architecture of the Human-Robot Interactive System is
shown in Figure 2. In this paper, the robotic task focuses on picking
up objects from a source location and placing it in a destination lo-
cation. The Smartphone application uses the smartphone’s camera
sensor to record the gestures provided by the user. Figure 3 shows
the gestures used for this application. The application sends the
gesture video to the server workstation, where gesture recognition
is performed. MediaPipe [10] is used for hand gesture recogni-
tion which employs machine-learning techniques to recognize the
hand’s landmarks from a single frame. The keypoints detected by
the framework are initially recorded in a CSV file and labeled into
one of the following five classes: Pick, Place, One, Two, Three. TF Lite
is used to train the model for recognizing the various hand gestures.
The model was fit using the Adam optimizer and was trained for
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Figure 4: Positions at which gestures were recorded and
sent to the server for testing the system
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Figure 5: Results of time taken for system to complete
task

1000 epochs. It attained a validation accuracy of about 98%. Based
on the gesture recognition results, the resultant command is formed
which contains the information regarding the object to be picked up
by the robotic system and the destination location where it should
be placed. The resultant command is stored in the server database
which is being retrieved and sent to the robotic system. The robotic
system processes the command to get the object and destination
position and map those details with the joint and cartesian values
that the robot will use to carry out the pick and place task.

3 EXPERIMENTATION

The initial version of the system was tested in an object pick and
place scenario. Three objects, labeled as numbers 1, 2, and 3, were
placed in front of the robot and two tables were placed on both
sides of the robot which served as the destination locations. The
user sends gesture commands to the system using a smartphone
application in real-time and, based on the commands, the robotic
system has to pick objects and place them on one of the destination
tables. For safety purposes, the robot was set to move at 10 per-
cent of its maximum velocity. The smartphone, server, and robotic
system are all connected through a 2.4 GHz wireless network. The
gestures for the commands were given in the following format:
"Pick x Place y", where x = 1,2,3 refers to the object number to be
picked up by the robot and y = 1,2 refers to the destination table
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number. Gesture commands were sent from four distinct locations
around the experimental area to check whether the application
delivers the commands to the robotic system through the network
and see if our model recognizes the hand gestures properly regard-
less of the background scenarios. Figure 4 shows the experimental
setup with the four different positions from which gestures were
recorded and sent to the system. A total of 12 trials were conducted.
Gesture recognition accuracy, object grasping accuracy and the
task completion time were calculated. Gesture recognition accu-
racy refers to the accuracy of the gesture recognition model, object
grasping accuracy refers to the number of times the robotic system
grasped the correct object and placed it on the correct destination
table based on the gesture command, and the completion time was
calculated from the moment the gesture commands were sent from
the smartphone application till the moment the robotic system
completed the pick and place task.

Results showed that the initial version of the system performed
well with 100 percent gesture recognition and object grasping accu-
racy. This indicates that, in every trial, the current gesture recogni-
tion model was able to recognize the given set of gestures properly
to form the required command which is utilized by the robotic
system to grasp the correct object and place it in the appropriate
destination position. Figure 5 shows the time taken for the system
to complete the task in every trial where the time taken ranges
between 70 seconds to 86 seconds and the average time taken for
the system to complete the task was around 78 seconds.

4 CONCLUSION AND FUTURE WORK

A novel hand gesture based Human-Robot Interactive System is
proposed for helping people with vocal and hearing impairments
where the users use hand gestures to instruct the robotic system to
perform a robotic task through a smartphone-based IoT-Controller
Framework with initial results showing that the system took an
average time of 78 seconds to complete the required robotic task.
Future work includes developing an eyeglass-based prototype with
embedded cameras to record hand gestures which would be user-
friendly and convenient for people with vocal, hearing, and vision
impairments, along with incorporating gesture and speech recogni-
tion to create a multimodal human-robot interaction system, as well
as integrating a mobile robot base and robotic arm functionality
to carry out various robotic tasks. Also in terms of hand gesture
recognition, the model will be improvised to make it better such
that it can verify and interpret gestures made by various kinds of
people, including those with Parkinson’s disease.
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