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ABSTRACT
There is a variety of video compression methods proposed in the
literature. Choosing the best method for a specific type of video
can involve a lot of experimentation and trial-and-error. This pa-
per offers a quantitative evaluation of three popular compression
methods, namely HEVC, MJPEG, MJPEG2000. Our evaluation uses
five different types of video data that are commonly transmitted
over a network. We use two evaluation metrics, namely PSNR and
encoding time. While our evaluation is still preliminary, and will
eventually be expanded to include more compression methods,
larger datasets, and more metrics, it already includes features not
encountered in evaluations that have appeared in prior literature.
Even in its current form, to the best of our knowledge, our eval-
uation is the first one to evaluate both PSNR and encoding time,
of both inter-frame and intra-frame codecs, on both natural and
synthetic videos.
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1 INTRODUCTION
Transmitting and processing video information streams is a part of
many important applications, in diverse fields such as telesurgery,
remote rescue operations, video chats, online presentations, etc.
High-quality video with minimal time delay is necessary for per-
forming remote surgery or rescue operations. Live video presen-
tations require the synchronization of a speaker and the audience
with minimal possible latency. Surveillance systems must be able
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to provide the user with high quality images while minimizing, de-
pending on the context, latency and/or storage requirements. Given
a fixed transmission rate, the two defining properties of a video
stream are the quality of the transmitted video and the latency,
which is at least equal to the time it takes to encode the data.

The purpose of this paper is to offer an experimental evaluation
of some popular codecs for video compression, on videos from
five categories with significantly different characteristics. The five
categories are natural videos, videos with a human face, cartoons,
video games, recorded videos of computer desktop. This is a more
diverse set of data compared to evaluations previously published
in the literature. The results demonstrate that different codecs are
advantageous for different categories.

It is important to have in mind that different application contexts
place different demands on codecs. Encoding a movie for streaming
is a task where non-real time performance is acceptable, as long
as decoding can be done in real time and video quality is visually
appealing. On the other hand, teleconferencing requires real-time
performance both for the encoding and the decoding part. Reliable
transmission channels permit the use of inter-frame compression,
where knowledge of the previous video frame is used in recon-
structing the current frame. Unreliable transmission channels, such
as Internet-based teleconferencing and wireless communication
among low-end devices, make inter-frame compression less ap-
pealing, because once a frame has been lost, all subsequent frames
that are dependent on that one lost frame cannot be recovered.
Therefore, in that case intra-frame compression is preferred. Our
evaluation includes one inter-frame method, namely H.265 (HEVC),
and two intra-frame methods, namely MJPEG and MJPEG2000.

2 RELATEDWORK
Motion JPEG, MPEG and H.2x video codecs families are compared
in [1] based on compression factor, system requirements, and bi-
trate. However, there is no comparison of video quality, and a single
doorway scene video is used. H.264 achieves three times smaller
bitrate than MPEG-4 and six time smaller bitrate than MJPEG. How-
ever, the H.264 is resource demanding, which is a disadvantage for
embedded systems, ASICS and FPGA-based solutions.

In [2], x264 and x265, and their respective LCEVC implementa-
tions are investigated and evaluated using image quality metrics
such as Peak Signal-to-Noise Ratio and Mean Opinion Score. A
few game screenshots are used as test data. The paper indicates
that, in terms of PSNR, while LCEVCx264 outperformed x264, x265
outperformed LCEVC-x265. Meanwhile, LCEVC-264 outperforms
x264 in terms of overall MOS scores for the bitrates considered and
x265 is more efficient than LCEVC-265 at lower bitrates.
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Dirac and Theora I, open and free video compression systems are
highlighted and compared in [3]. The primary benchmark criterion
is PSNR. The Akiyo video, showing a close-up of a single person,
with varying frame rates, is used as test data. The evaluation shows
that there is a substantial performance gap between Theora I and
Dirac on the one hand, and H.264- and Motion JPEG2000-compliant
reference systems on the other hand. However, a simplified version
of Dirac, called Dirac Pro, achieves performance comparable to that
of Motion JPEG2000, which can be better than one dB below the
PSNR performance of H.264 with TV-size and HD video data.

The H.264, VP8 and MPEG4 video codecs are compared over soft-
ware defined networks (SDN) in [4]. The performance of the codecs
is evaluated in terms of transmission speed and image quality, using
end-to-end delay and PSNR. Only interframe coding algorithms are
presented in the paper. The paper concludes that MPEG4 provides
the best image quality and the worst video latency over VP8 and
H264.

The author of [5] proposes a method of comparing video codecs
while also taking into account objective quality assessment metrics.
The paper also shows the process of assessing the quality for pairs
of the following video codecs: H.264, H.265, AV1. All of the codecs
are inter-frame based. The metrics utilized in the paper are PSNR,
SSIM and a metric suggested by the author of the paper. FFMPEG
environment was used for compression and the parameters of the
codecs were tuned based on ITU-T and YouTube recommendations.

In [6], several generations of video coding standards are com-
pared by means of peak signal-to-noise ratio (PSNR). The paper
includes H.262, H.263, but the main focus is on the H.264 and H.265
video codecs, all of which are inter-frame-based. For roughly compa-
rable subjective quality, the bit-rate was lower for H.265 compared
to H.264.

The video compression comparisons in [7] consider the encoding
or decoding time needed for each algorithm, in real-time stream-
ing conditions. All video test sequences are either HD or UHD
resolution. The authors compare both inter-frame and intra-frame
codecs. The criteria used in the paper are bitrate and encoding time,
however, the quality of the test video is not measured.

The author of [8] gives an experimental primer on the current
affairs in state-of-the-art video compression, focusing purely on
rate-distortion performance under quantization and bitrate con-
straints, and disregarding domain-specific factors. The codecs are
enabled as recommended by their developers for maximum perfor-
mance.

Table 1 lists previously published evaluations of video compres-
sion methods, and compares them to the evaluation conducted in
this paper. As we see on that table, our evaluation is the only one to
use both natural and synthetic videos. Several prior evaluations do
not report both PSNR and encoding time, whereas our evaluation
reports both. Also, several prior evaluations do not include both
inter-frame and intra-frame codecs, and our evaluation includes
both types.

Table 1: Comparison of features of related work.

Metric Type of codec Type of test video
PSNR Encoding

time
Inter-
frame
codecs

Intra-
frame
codecs

Natural
video

Synthetic
video

This pa-
per

✓ ✓ ✓ ✓ 2 3

[1] ✗ ✗ ✓ ✓ 1 0
[2] ✓ ✗ ✓ ✗ 0 14
[3] ✓ ✗ ✓ ✓ 3 0
[4] ✓ ✓ ✓ ✗ 1 0
[5] ✓ ✗ ✓ ✗ 2 0
[6] ✓ ✓ ✓ ✗ 0 20
[7] ✗ ✓ ✓ ✓ 3 0
[8] ✓ ✗ ✓ ✓ 6 0

3 OVERVIEW OF THE CONSIDERED
ALGORITHMS

3.1 MJPEG
MJPEG is one of the first ISO/ITU-T video compression standards
[17]. MJPEG gives good compression results in both lossy and loss-
less compression with minimal encoding time. MJPEG uses a purely
intra-frame compression scheme (compared to more complex inter-
frame compression calculation schemes). An average compression
ratio of 15:1 is achieved with lossy coding based on discrete cosine
transform (DCT) blocks [17]. The absence of inter-frame compres-
sion in MJPEG generally prevents compression ratios greater than
1:20 from being obtained, depending on the tolerance of spatial dis-
tortion in the decoded frames of the video sequence. Since frames
are compressed independently of each other, MJPEG requires less
computing resources and RAM at the encoding stage. Lossless
compression is implemented using interpolation compression tech-
niques, which include differential coding, run length coding, and
Huffman coding [18].

MJPEG also uses a quantization matrix with an adjustable ratio,
which allows configuring the degree of image compression.

Zigzag scanning of the pixel matrix is performed on quantized
coefficients, since it allows entropy to be encoded in order from
low-frequency to high-frequency coefficients.

The frame compression process consists of the following ele-
ments:

• Color model transformations (most often to YCbCr) for color
images.

• Discrete cosine transform (working with blocks of 8x8 pix-
els):

𝐺𝑢,𝑣 =
1
4
(𝛼 (𝑢)𝛼 (𝑣)

7∑︁
𝑥=0

7∑︁
𝑦=0

𝑔𝑥,𝑦 cos[
(2𝑥 + 1)𝑢𝜋

16
] cos[ (2𝑥 + 1)𝑢𝜋

16
]

(1)
,where
𝑢 - horizontal spatial frequency, for integers 0 ≤ 𝑢 ≤ 8.
𝑣 - vertical spatial frequency, for integers 0 ≤ 𝑣 ≤ 8
𝛼 (𝑢) = { 1√

2,𝑢=0
} - normalizing scaling vector.
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𝑔𝑥,𝑦 - pixel value at the point with coordinates (x,y).
𝐺𝑢,𝑣 - the DCT coefficient at the point with coordinates (u,v).

• Quantization.
• Zigzag traversal of a matrix of pixels.
• Entropy coding using Huffman tables [18].

Different quantization matrices are used for the luma and chromi-
nance components. The quality factor is set using quantization
tables.

3.2 MJPEG2000
The MJPEG2000 [11] format is a video compression standard that
supports lossy and lossless compression of grayscale or color im-
ages. MJPEG2000 has high performance at low bit rate without
sacrificing performance at high bit rate, region-of-interest coding,
EBCOT (Embedded Block Coding with Optimal Truncation) [11],
which is less restrictive than the EZW (Embedded Zerotrees of
Wavelet transforms, coding using a nested null tree) [11], namely
random access to individual areas of the video frame and error resis-
tance. This algorithm is based on transformation and uses wavelet
decomposition.

The wavelet transform has a 3dB advantage over DCT-based
compression. Lossless compression is achieved as a result of trans-
formations and entropy coding. In addition, at the beginning of
the compression process, MJPEG2000 divides the frame into non-
overlapping rectangular parts (“tiles”). Partitioning into "tiles" - one
of the most important stages of the algorithm [11].

The algorithm supports the construction of wavelets using both
convolution and Lifting Scheme. For both modes, the signal must
first be expanded periodically. This is done so that the filtering
operations that are performed on the signal boundaries operate on
a single signal instance that matches the filter coefficient. Thus, the
number of filter coefficients determines how far the signal propa-
gates from both sides relative to the boundary. Convolution-based
filtering is performed by performing a series of point operations
between the high and low pass filter coefficients and the extended
one-dimensional signal.

Filtering by the lifting scheme is carried out by replacing the
values of odd pixels in a row or column with a weighted sum of the
values of neighboring even pixels. For the lossless case, the results
are rounded to integer values. The formulas for filtering based on
the lifting scheme are given below:

𝑦 (2𝑛 + 1) = 𝑥𝑒𝑥𝑡 (2𝑛 + 1) − [𝑥𝑒𝑥𝑡 (2𝑛) + 𝑥𝑒𝑥𝑡 (2𝑛 + 2)
2

] (2)

𝑦 (2𝑛) = 𝑥𝑒𝑥𝑡 (2𝑛) − [𝑥𝑒𝑥𝑡 (2𝑛 − 1) + 𝑥𝑒𝑥𝑡 (2𝑛 + 1) + 2
4

] (3)

where 𝑥𝑒𝑥𝑡 is the extended input signal, and 𝑦 is the output signal.

3.3 H.265
H.265 (HEVC) is a video compression algorithm developed by the
ISO/IEC MPEG (Moving Picture Experts Group) and ITU-T VCEG
(Video Coding Experts Group) working group [12]. It was created
with the goal of significantly improving compression efficiency
compared to existing standards (particularly H.264 [13]), reducing
the required bit rate by 50 percent without losing video quality.

HEVC has an identical scope to H.264/MPEG-4 AVC [13] and fo-
cuses on two key issues: increasing video resolution and expanding
the use of parallel processing architectures.

First of all, the algorithm is aimed at consumer applications, since
the formats are limited: 4:2:0 8 bits and 4:2:0 10 bits. The following
modification of the algorithm supports 4:2:2 and 4:4:4 formats with
color depth greater than 10 bits.

The H.265 video encoder follows the steps below:
• Splitting each frame into multiple blocks.
• Interpolate each block and subtract the predicted part from
the block.

• Transformation and quantization of the residual (difference
between the original video frame block and the predicted
one).

• Output entropy encoding result, prediction information,mode
information and headers.

The algorithm decoder does the following:
• Entropy decoding and extraction of elements of the encoded
sequence.

• Scaling and inverting the transformation stage.
• Interpolate each block and add the predicted part to the
result of the inverse transformation.

• Restoration of the decoded video image.
In the transform step, the residual data after the interpolation is
transformed using a block transform based on the discrete cosine
transform. Only 4x4 luma is applied to the residual data in each
block.

4 SELECTION OF BENCHMARK CRITERIA
Solving the problems of performing remote surgical or rescue oper-
ations involves working with high-quality images, which, in the
context of video compression algorithms, is inextricably linked with
the peak signal-to-noise ratio (PSNR) criterion [14].

On top of that, many applications, for example broadcasting of
sport events, require real-time responsiveness, so timing is also a
high priority alongside quality. Accordingly, encoding time was
chosen as the second comparison criterion, which reflects the time
spent by the video codec on data processing.

Below is a brief description of the selected codec comparison
criteria:

• Peak signal to noise ratio: The peak signal-to-noise ratio is
an expression of the ratio between the maximum possible
value (power) of the signal and the power of the distorting
noise, which affects the quality of its presentation. Since
many signals have a very wide dynamic range (the ratio be-
tween the largest and smallest possible values of a variable),
PSNR is usually expressed in terms of a logarithmic dB scale
and should not exceed 35 dB, otherwise distortion becomes
visually noticeable [15]. PSNR in dB is defined as:

𝑃𝑆𝑁𝑅 = 20 log(𝑀𝐴𝑋𝐼√
𝑀𝑆𝐸

) (4)

, where
𝑀𝐴𝑋𝐼 - maximum value accepted by the image pixel,
𝑀𝑆𝐸 - the root mean square error:
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𝑀𝑆𝐸 =
1
𝑚𝑛

𝑚−1∑︁
𝑖=0

𝑛−1∑︁
𝑗=0

|𝐼 (𝑖, 𝑗) − 𝐾 (𝑖, 𝑗) |2 (5)

, where
𝐼 - original image, 𝐾 - a noisy approximation of the original
image,𝑚 - the number of pixel rows, 𝑛 - the number of pixel
columns. Formula used to calculate 𝑌 ‘𝐶𝑏𝐶𝑟 𝑃𝑆𝑁𝑅 for 4:2:0
format:

𝑃𝑆𝑁𝑅𝑌 ‘𝐶𝑏𝐶𝑟
=

6𝑃𝑆𝑁𝑅𝑌 ‘ + 𝑃𝑆𝑁𝑅𝐶𝑏
+ 𝑃𝑆𝑁𝑅𝐶𝑟

8
(6)

• Encoding time. The second criterion for comparative analysis
was chosen the encoding time of algorithms. This indicator
is critical for software and hardware systems which have a
real-time workflow, for example, broadcasting of sport live
events.

5 RESULTS OF ANALYSIS OF THE
ALGORITHMS

In the process of conducting a comparative analysis of the con-
sidered algorithms, five test videos were used. The videos have
fundamental structural and color differences, and these differences
help highlight the dis/advantages of each codec when measuring
PSNR. Furthermore, utilizing different frame rates allows testing
the second criterion, encoding time, in the most efficient way. The
videos that were used are presented below:

Figure 1: Left: Frame from Crowd video. Right: Frame from
Person video.

The frames of the first test video: Crowd, 2560x1600, 30fps, and
the second test video: Person, 1280x720, 60fps, are shown in Fig. 1.
The Crowd video is natural and contains a large number of small-
sized details, in fact, there are no smooth color transitions. The

Person video is a structural antipode of Crowd and includes several
monotonous zones with sharp color transitions. Also, there are
objects with a large set of components on the Person video’s frame.

Figure 2: Left: frame from Animation video. Right: frame
from Videogame video

Fig. 2 represents a snapshot of the synthetic animated video
sequence (1920x1080, 60fps). The video’s structure includes mostly
low-frequency regions and little motion. 2 also demonstrates a
frame of a computer game’s gameplay (1280x720, 60fps). The pe-
culiarity of this video is that it contains a large amount of motion,
which complicates the compression process, especially for inter-
frame algorithms, including HEVC.

A snapshot of the recorded PC’s desktop (2160x3840, 60fps) is
shown on Fig. 3. The video sequence is synthetic and has an ex-
tremely complex structure because of a multi-color spreadsheet
and a text document both of which add high frequency to every
frame of the video sequence.

Below are the results of a comparative analysis of the H.265,
MJPEG and MJPEG2000 algorithms using the test video sequences
described above, according to the selected criteria.

Peak signal-to-noise ratio.

Table 2: Comparison of video codecs by PSNR.

PSNR (dB)
MJPEG MJPEG2000 HEVC

Crowd 29.8 32.1 34.1
Person 32.2 34.9 36.1
Animation 40.4 39.6 42.6
Video game 27.6 27.2 29
Recorded desk-
top

25.7 33.6 37.4
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Figure 3: Frame from Recorded desktop video

To begin with, it is seen that the video with a large number of
high-frequency regions (Crowd) is more difficult to compress for
codecs based on both the wavelet transform and the discrete cosine
transform, which is directly reflected in decibels: an average of
34.1 dB for H. 265, 32.1 dB for MJPEG2000 and 29.8 dB for MJPEG.
However, the performance of H.265 is the most optimal in terms of
peak signal-to-noise ratio in general and this comparative analysis
in particular. The video with large low-frequency regions (Person)
is processed more efficiently by all the codecs, however, the H.265
still has a significant advantage compared to the others. In addition,
all three video codecs demonstrated outstanding results for the
synthetic video with animation and the PSNR is around 40 dB. The
video has distinct colors and mostly low-frequency regions which
are easier to compress, however, it is worth to be noted that the
HEVC showed the best result as well as for the previous videos.
Furthermore, the video sequence of a video game contained a lot
of motion and turned out to be a tall order for all three codecs.
Meanwhile, the HEVC still has the biggest PSNR among others.
In conclusion, the video sequence of a recorded PC’s desktop was
compressed efficiently by HEVC and MJPEG2000 but was problem-
atic fir MJPEG which is a DCT-based codec and had to deal with a
lot of high-frequency regions containing different colors.

Encoding time.

Table 3: Comparison of video codecs by encoding time of 60
frames in seconds.

Encoding time (sec)
MJPEG MJPEG2000 HEVC

Crowd 2.5 4.4 3.8
Person 2.8 3.8 3.3
Animation 3.1 1.7 3.2
Video game 1.9 1.2 3.5
Recorded desk-
top

2.4 1.3 2.4

As per Table 3, both the Crowd and the Person video sequences
led to similar results: the H.265 has a high latency, which can hardly
be overcome, because of its interframe nature. Meanwhile, MJPEG
and MJPEG2000 compress much faster. The large number of high
frequency regions of the Crowd also makes the H.265 unstable
in terms of latency and the time for processing every next frame

fluctuates which might result in dramatic consequences for ap-
plications, related to IP-networks. MJPEG2000, which utilizes a
Wavelet-based compression algorithm, showed the worst results
for the Animation video sequence in terms of encoding time com-
pared to MJPEG and HEVC, which signals about the weakness of
this algorithm for the synthetic video with a lot of motion. On top
of that, MJPEG2000 was the slowest with the Video game and the
Recorded desktop sequences. Meanwhile, MJPEG demonstrated
sufficiently good results.

6 CONCLUSION
This paper has considered three popular video compression algo-
rithms, and offers a comparative analysis based on a certain set of
criteria. The results of the analysis allow us to draw the following
conclusions:

• For applications requiring high image quality, like surveil-
lance systems, telesurgery and remote rescue tasks, the H.265
codec tends to work best, as shown by our PSNR results. At
the same time, with respect to encoding time, the H.265
codec has a less appealing performance.

• The shortest encoding time is achieved using MJPEG, com-
pared to H.265 and MJPEG2000. This can be a significant
consideration for broadcasting of sport events and online
video presentations.

• In situations, where high image quality is required, and low
latency is not critical, the H.265 codec seems preferable. In
situations demanding real-time performance and immediate
responsiveness, our results give MJPEG the advantage.

In our future work, we plan to significantly expand this study,
includingmore codecs such asMPEG, VP9, HT2K, andmoremetrics,
such as VMAF, SSIM, and VSNR. We also plan to create a more
comprehensive dataset, including several videos for each category,
to get a better sense of statistical fluctuations in performance among
videos of the same category.
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