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ABSTRACT
This paper describes a novel shared control teleoperation frame-
work for mobile robots that utilizes Control Barrier Functions
(CBFs) as filtering mechanism to prevent a human operator from
making dangerous actions. The proposed framework demonstrates
the potential to create a CBF controller that enables users with no
prior knowledge of robotics to safely tele-navigate mobile robots
with limited situational awareness. As formal methods, we utilize a
hand-crafted CBF, which acts as a repulsive field to describe unsafe
regions withing the robot’s vicinity. The implementation of the
application was deemed possible by creating a Virtual Reality (VR)
simulation in the Unity Engine with the SUMMIT-XL STEEL mobile
base as an experimental platform. Preliminary experimental results
show the ability of the framework to enable safe teleoperation.

CCS CONCEPTS
• Human-centered computing → Virtual reality; • Computer
systems organization→ Robotic autonomy.
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1 INTRODUCTION
The coexistence and collaboration of humans and robots have been
the aspiration of many scientific endeavors during the past cen-
tury. Research on the topic of Human-Robot Interaction (HRI) has
created a plethora of different human-robot collaboration frame-
works, which utilize different mathematical paradigms to model the
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interactions of a human-robot team. Our work is concerned with
robot teleoperation, in which a human operator controls a robot
remotely in real-time. In traditional teleoperation systems, the hu-
man operator has full control over all of the robot’s actions. Direct
control is ineffective in applications where the user must control
the robot remotely, in real-time, but cannot attain sufficient and
reliable information about the robot’s environment. For instance,
this may happen if the user can only access information through
the robot’s sensors (typically a front-facing camera), leading to
ample blind spots and collisions with obstacles.

A common way to reduce the mismatch between the capabili-
ties of the user and the capabilities of the robot is to enhance the
robotic system with an autonomy controller, which imposes and
mediates the communication between the user and the robot. In
shared control scenarios, the controller can assist the user by modi-
fying the input commands from the user to the robot in order to
prevent failures (e.g., collisions), therefore assisting in teleopera-
tion [1], [6]. Considering this, we aim to propose an autonomy
controller that prevents the robot from taking unsafe actions, by
filtering the operator’s commands to the robot through a correcting
force which is generated by a CBF [4], [2], that the shared controller
utilizes to describe undesired locations. As such, in the context of
this application, CBFs can be thought of as repulsive fields [16] that
prevent the robot from visiting undesirable regions, such as an ob-
stacle, a human, or another robot. As the operator takes control of
the mission, the CBF controller evaluates the robot’s environment
and encapsulates unsafe regions with a CBF, which projects the
correcting force that prevents the robot from reaching the unsafe
region. To facilitate the effectiveness of the proposed CBF controller
we created a virtual environment with the Unity game engine to
simulate the interaction between a human operator and a virtual
mobile robot as it traverses the environment.

2 RELATEDWORK
A considerable amount of research has been conducted in the field
of human-robot interaction to create user-friendly interfaces for
robot teleoperation. Whereas for industrial, exploration or medical
applications, the field of HRI utilizes different technologies to assist
robot operators. The variety of the techniques depend on the level
of autonomy of the robot and the task it must accomplish. These
techniques range from direct physical interaction with the robot
[9] to computer aided graphical interfaces (GUI) [22],[8]. Shared
control frameworks have proven to be promising in helping hu-
man operators to remotely control a robot. Traditionally, these
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Figure 1: Proposed Framework Architecture

frameworks [14],[15] break the link between the human’s control
command and the robot’s action. The reduced transparency of the
internal control loop can reduce user satisfaction but it enables
safety and stability for the robotic system.

Recent literature has been shown that CBFs are formulated in a
variety of different ways depending on the type of the robot and
the task it must accomplish. CBFs can take polynomial [2], [21]
or exponential [2], [13] form. Experiments that perform obstacle
avoidance [23], suggest that CBFs can take the form of potential
fields [16] or any function that relates the position of the obstacle
and the robot, such as the signed distance function [17]. More-
over, CBFs have been applied to safely cruise mobile robots [4],
enable flying robots [19], [20] and robotic swarm to avoid obsta-
cles [18], [5] and support bibedal robots to walk on uneven sur-
face [12]. Very recently, some studies have used RL in combination
with CBFs to model imperfections [7] or learn the boundaries of safe
spaces [10], [11]. In our work we propose a shared control frame-
work that at it’s epicenter utilizes a CBF controller that provides
autonomy in the context of collision and obstacle avoidance.

3 PRELIMINARIES
In this section, we will summarize the CBF framework as described
in [2]. Assuming that the robot can be modeled as an input-affine
dynamics of the form:

¤𝑥 = 𝑓 (𝑥) + 𝑔(𝑥)𝑢, (1)

where 𝑥 is the state (e.g., position, velocity) of the robot, 𝑢 is
the control input to the robot, and both 𝑓 : 𝐷 → R𝑛 , 𝑢 ∈ 𝑈𝑚 and
𝑔 : 𝐷 → R𝑛×𝑚 are locally Lipschitz continuous vector fields. The
autonomy controller keeps the robot state inside a safe space 𝐶 =

{𝑥 ∈ 𝐷 | ℎ(𝑥) ≥ 0 𝑎𝑛𝑑 ℎ ∈ 𝐶 (𝐷 ;𝑅)}, which is defined as a set of
robot states by the super zero level-set of functionℎ, with the bound-
ary of the safe set as the zero level-set 𝜕𝐶 = {𝑥 ∈ 𝐷 | ℎ(𝑥) = 0}.
During the operation of the autonomy controller the robotic sys-
tem 1 is considered safe if for all 𝑡 ≥ 0, 𝑥 (𝑡) ∈ 𝐶 when 𝑥 (0) ∈ 𝐶 that
is defined by ℎ(𝑥). As detailed in [2], [3], ℎ(𝑥) is a CBF function
and it can be used to guarantee that the robotic system will not
visit any unsafe states outside of the 𝐶 , given that ℎ(𝑥) is bound
by an extended class K function 𝛿 which is strictly increasing and

𝛿 (0) = 0 as 𝛿 ( ¤ℎ(𝑥)) ≥ 0. We consider the set 𝐾𝑐𝑏𝑓 consisting of all
control values that render 𝐶 safe as

𝐾𝑐𝑏𝑓 (𝑥) =
{
𝑢 ∈ 𝑈 | 𝐿𝑓 ℎ(𝑥) + 𝐿𝑔ℎ(𝑥) + 𝛿 (ℎ(𝑥)) ≥ 0

}
(2)

This implies that the safety of the system can then be guaranteed
under the action of a suitable control input 𝑢 (𝑥) ∈ 𝑢𝑐𝑏𝑓 (𝑥) for all
𝑥 ∈ 𝐷 . Then given a reference control 𝑢ref (e.g., from the user), the
basic CBF formulation computes a safe control 𝑢cbf according to:

𝑢cbf = argmin
𝑢

| |𝑢 − 𝑢ref | |2 (3)

which keeps the robot in 𝐶 = {𝑥 ∈ 𝐷 | ℎ(𝑥, \ ) ≥ 0}. Equation 3
can be solved as a quadratic program (QP) [2].

4 SYSTEM ARCHITECTURE
Fig. 1 provides an overview of the proposed framework. The system
is composed by an interface which includes a VR controller and a
VR headset, the CBF controller which mediates the communication
between the user and the robot, and the robotic platform. Initially,
the human operator interacts with the VR controller, which trans-
forms the user’s intentions into a low-level reference control signal
𝑢𝑟𝑒 𝑓 that accelerates the robot. The CBF controller filters 𝑢𝑟𝑒 𝑓 by
interposing a correcting force 𝑢𝑐𝑏𝑓 which is generated by a CBF
that describes the location of undesirable states. Specifically, the
CBF controller mediates the communication by receiving the con-
trol signal of the user and issues a correcting control signal 𝑢𝑐𝑏𝑓
that prevents the robot from visiting undesirable states, such as
obstacles. Thus, if the operator issues an unsafe control command,
the CBF controller will help guide the operator towards the closest
safe input command. The CBF controller is aware about the state of
the environment, such as the potion of the robot and the position of
obstacles. In this paper the environment is a 3D simulated in-doors
setting, which can also be observed by the human operator through
a VR headset.

4.1 CBF Controller
In the context of this application, CBFs act as repulsive fields that
describe robot states which should be avoided. As mentioned in the
related work section, there are many CBFs that can achieve such
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Figure 2: Simulated renders of the result (a) The robot is approaching the obstacle (b) CBF force is applied to the robot (c) After
the obstacle is avoided, the robot follows the command of the human

results such as potential fields [16]. Throughout the experimental
section we utilized the following CBF function:

ℎ(𝑥) = (𝑥 − 𝑥obs)2 − 𝑟2obs + 2(𝑥 − 𝑥obs) ¤𝑥 (4)
where 𝑥 is the position of the robot, 𝑥obs is the position of the

obstacle, 𝑟obs and 𝑟obs is the radius of the obstacles. Equation 4
describes the distance of the robot to the obstacle but also takes
into consideration the speed that robot approaches the obstacle.
The controller issues the safe command 𝑢𝑐𝑏𝑓 though equation 3 by
knowing the full state of the robot and the environment and the
state dynamics of the robot.

4.2 Robot
The state dynamics of the robot where implemented as

¤𝑥 = 𝐴 ∗ 𝑥 − 𝑏 ∗ 𝑥 + 𝑔 ∗ 𝑢, (5)
where 𝑥 is the state of the robot, and is expressed in matrix form

as 𝑥 = [𝑝x, 𝑣x, 𝑝y, 𝑣y] that concatenates the position 𝑝 and velocity
𝑣 of the robot. b is a friction coefficient that we utilize to make the
simulation of the robot in VR more realistic and is selected as 0.2
for the purposes of this study, and A and g are selected so that the
system behaves as a two dimensional double integrator.

5 EXPERIMENTAL SETUP AND RESULT
5.1 Setup
The virtual environment, the CBF controller and the robot were
simulated using Unity game engine. The simulation code was im-
plemented using C#. We used a 3D model of SUMMIT-XL STEEL
mobile robot with Panda Arm attached on top of it. The robot has
omnidirectional kinematics based on 4 high-power drive wheels.
The simulation is modeled after an in-door environment and in-
cludes a single spherical obstacle. Fig 2 shows the simulated robot,
obstacle and the environment.

To fully immerse the human operator in the environment and
to help with the teleoperation of the robot, a virtual reality setup
was used. In the VR setup, we utilized the Valve Index headset and

controllers. The operator will see the simulation through the Valve
headset in a VR setting and uses the joystick on this controller to
control the direction and acceleration of the robot to navigate the
environment. This controller is also capable of generating haptic
feedback which we will use in our future setups. Fig 3 depicts the
VR setup.

The goal of this setup is for the human operator to drive the robot
toward the obstacle and for the CBF controller to issue a command
that will guarantee the safety of the robot. This command will be
in the form a control signal 𝑢𝑐𝑏𝑓 which will be different from the
user input if there is any danger in the path of the robot and it will
be the same as the user input if there is no danger in the path of the
robot. If there is any undesirable region within the robot’s vicinity,
this safe command will drive the robot away from the obstacle
thus avoiding collision. It should be noted that when the robot is
near an obstacle, the CBF controller will only generate a different
signal than the operator when the robot is actively approaching
the obstacle with an unsafe velocity and acceleration.

5.2 Result
Fig 2 and Fig 4 illustrate the result of the experiment. Specifically,
Fig 2 shows screenshots of the robot as it is driven towards the
obstacle by a human operator in VR. When the robot gets to a
certain distance from the object, the CBF will apply a force 𝑢𝑐𝑏𝑓
that will be different from the input of the operator 𝑢𝑟𝑒 𝑓 in order
to avoid the obstacle. The robot then changes its path and avoids
colliding with the object. After passing the obstacle, since there is
no other danger, the output of the CBF controller will be the same
as the input of the human operator.

Fig 4 shows a plot of the position of the robot and the obstacle
in the x-y axis. As can be seen in the graph,the robot starts moving
towards the obstacle and at a certain point, the robot changes tra-
jectory to avoid the obstacle. Without the CBF controller, the robot
would have collided with the obstacle. After the obstacle is passed,
the robot continues on its intended path. This result indicates that
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Figure 3: The human operator uses a VR headset and con-
trollers to control the robot in a simuulated in-doors envi-
ronment.

Figure 4: Plot of robot and obstacle position

CBF-based teleoperation can help the operator navigate the envi-
ronment safely. Although more investigation is needed, this result
is a good staring point for further studies and experiments.

6 FUTUREWORK
In this paper, we presented a novel shared control teleoperation
framework for mobile robots utilizing CBFs to generate a safe signal
for a human operators to prevent dangerous actions. The result
shows a promising approach that can improve a human operator’s
ability to safely teleoperate a robot.

Our next steps will be to add a haptic feedback component to our
system. Instead of directly applying the control signal generated
by CBF to the robot, we will also apply the difference between the
command issued by the human operator and the safe command re-
turned by the CBF as a haptic feedback to the operator through the
VR Controller. Other future investigating avenues include the im-
plementation of a CBF controller with more complex CBF functions
that enable obstacle avoidance in more complex and unstructured
virtual environments.

Apart from that, we want to conduct a user study to evaluate the
effects of haptic feedback generated through CBFs on the perfor-
mance of the human operator while navigating a robot and using
the panda arm to pick up and drop off objects in a simulated 3D
environment.
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