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Cognition is the mental process of acquiring knowledge and understanding

through thought, experience, and senses. Fatigue is a loss in cognitive or phys-

ical performance due to physiological factors such as insufficient sleep, long

work hours, stress, and physical exertion. It adversely affects the human body

and can slow reaction times, reduce attention, and limit short-term memory.

Hence, there is a need to monitor a person’s state to avoid extreme fatigue con-

ditions that can result in physiological complications. However, tools to under-

stand and assess fatigue are minimal.

This thesis primarily focuses on building an experimental setup that induces

cognitive fatigue (CF) and physical fatigue (PF) through multiple cognitive and

physical tasks while simultaneously recording physiological data and visual

cues from a person’s face. First, we build a prototype sensor shirt embedded

with various physiological sensors for easy use during cognitively and physi-

cally demanding tasks. Second, participants’ self-reported visual analog scores

(VAS) are reported after each task to confirm fatigue induction. Finally, an eval-

uation system is built that utilizes machine learning (ML) models to detect states

of CF and PF from multi-modal sensor data, thus providing an objective mea-

sure.

This effort is the first step towards building a robust cognitive assessment

tool that can collect multi-modal data and be used for industrial applications



to monitor a person’s mental state. For instance, it enables safe human-robot

cooperation (HRC) in industrial environments to avoid physical harm when

a person’s mental state is not good. Another example can be a personalized

assistive robot for individuals with motor impairments to perform a task such

as preparing lunch with real-time interventions based on the help required from

the user.
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CHAPTER 1

INTRODUCTION

1.1 A Brief Introduction to Human Behavior and Cognition

Behaviorism is a branch of psychology that deals with people’s actions based on

external environmental influences. In contrast, cognitive psychology is based

on the thought process that alters a person’s behavior [125]. Human Behav-

ior research focuses on understanding human mental functions, including per-

ception, memory, attention, reasoning, and decision-making. Behavioral and

cognitive psychology uses principles of human learning and development and

cognitive processing to overcome problem behavior, emotional thinking, and

thinking. Human behavior can be expected to be adaptive (i.e., reproduction-

maximizing). Hence, a science of human behavior can be based on analyses of

the reproductive consequences of human action [113].

Cognition can be defined as a person’s ability to understand their surround-

ings using their cognitive skills to perform a specific task [10]. Several cogni-

tive processes run through our daily activities: Attention, Language, Learning,

Memory, Thought, etc. For instance, attention is the process of selecting one

piece of information from the environment and focusing on that while ignoring

other events going on simultaneously.

Understanding human behavior in the wild remains a far-fetched goal de-

spite the advancement in cognitive assessment technologies. However, the

progress in learning behavior and cognition has undoubtedly driven us closer

to that goal with the latest techniques and tools.

1



Figure 1.1: Stages of human cognitive development for any given situation. The
figure represents the relation between Action, Cognition, and Emotion in Hu-
man Behavior. The highly dependent association among these stages makes a
human able to perceive the world around them and respond to different situa-
tions and tasks.

The focus of this dissertation is to analyze the relation between a person’s

brain activity (thought process) and their performance in a real-world task. The

research focuses on using physiological and vision sensors to monitor a person’s

cognitive and behavioral cues while operating a robot. These cues and their

performance in the task can help in providing specific feedback to the user

2



1.2 Cognitive Assessments and Monitoring Systems

Cognitive assessments are tests or evaluations that measure various aspects of

an individual’s cognitive abilities and mental functioning. These assessments

aim to gain insight into an individual’s strengths and weaknesses in areas such

as memory, attention, executive function, processing speed, and language abil-

ities. On the other hand, monitoring systems are computerized systems that

use cognitive assessments as part of a comprehensive evaluation to monitor

changes in cognitive function over time. These systems typically involve re-

peated administration of cognitive assessments and can be used in various set-

tings, including clinical research or workplace settings.

The principal components contributing to a specific human behavior are ac-

tions, thoughts, and emotions [71]. Understanding complex human behaviors

require a system that can simultaneously track multiple interaction signals and

monitor parameters that do not always have an apparent correlation [111, 101].

Hence, it encourages researchers to deploy cognitive assessment and rehabilita-

tion tools at home and in the workplace as an urgent necessity.

For instance, Cogbeacon [102] is a computerized game that tests how well

people can use their thinking skills, like problem-solving and remembering. The

authors measured the subject’s brain activity through EEG signals while playing

the game and compared their performance on different versions of the game.

They concluded that the subjects could learn better if they had played a different

version of the same game in an earlier session.

3



1.3 Understanding Human Factors for Cognitive Assessment

When interacting with the surroundings, many factors may directly or indi-

rectly affect a human’s performance in accomplishing a particular task. Here,

’Human Factors’ refers to people’s different attributes that define their abilities,

limitations, and characteristics. According to [121], several factors that may

constitute Human Factors in assessing a person’s cognition and behavior are as

follows:

• Cognitive Functions: attention, working memory, perception, detection,

reasoning, and judgment.

• Cognitive Systems: An example is Kahneman’s dual process theory, which

refers to cognition as a coordinated activity of two independent but con-

nected systems. For instance, it can help in enhancing a person’s problem-

solving capacity.

• Error Types: Lapse in judgment, reason slips, mistakes, etc.

• Subjective Behaviors and Non-technical Skills: decision making, situation

awareness, and teamwork.

• Physical, cognitive, and emotional states: stress, emotion, fatigue, etc., can

affect a person’s performance.

• Physical characteristics such as speed, strength, balance, accuracy, etc.,

help in any task performance.

These ’Human Factors’ must be understood to study the relationship be-

tween the brain and the body. Research in human factors engineering aims to

minimize human error, enhance safety, reduce workload, and increase comfort.

4



In addition, productivity and accuracy can be improved while performing dif-

ferent tasks [45].

1.4 Technology as a Tool for Cognitive Assessment

Digital technologies are a rapidly advancing field that provides a previously

unavailable opportunity to alleviate challenges faced by researchers in under-

standing how human cognition works. As well as monitoring health and cog-

nition, digital technologies that provide adaptive assistance are now emerging

due to advances in machine learning [26]. With the recent advancements in AI

technology, research communities have focused more on unraveling complex

human behavior to understand the connection between the mind and the sur-

rounding environment. Moreover, much work has been carried out to identify

factors affecting daily human performance. Several research groups have been

working to demystify the behavioral instincts of humans and the reason why a

person behaves a certain way in any given situation.

Specifically, advancements in sensory technologies, data acquisition tech-

niques, and analysis have opened new doors to find solutions to these challeng-

ing problems [107, 16]. In addition, the number of people diagnosed with se-

vere mental illnesses such as dementia, ADHD, etc., is rising appreciably. Hence

the use of technology facilitates repeated and continuous assessment and sup-

ports smooth analysis of auxiliary behavioral markers to assess cognitive abili-

ties [75]. However, there’s still room for improvement to systematically monitor

and break down the brain processes that trigger and support human reactions

to different stimuli [89].

5



Humans can be considered active agents are continuously interacting with

their surrounding environment, producing and perceiving countless informa-

tion at any given moment. Hence, a non-stop process that eventually affects

their bodily needs, our reactions, and our mental desires [71] as depicted by

Figure 1.1.

Developing neurophysiological models of complex human behavior is es-

sential in exploring human-computer interaction applications that can assist

people with cognitive impairment. This thesis focuses on utilizing technologies

like sensors and machine learning to understand human behavior and cognition

while performing real-world tasks. More specifically, monitoring brain signals

while a physically disabled person takes help from an automated robot can give

us detailed insights on how they perform real-world tasks.

1.5 Sensor-Based Analysis of Human Behavior and Cognition

Behavior and cognitive analysis using wearable physiological sensors are be-

ing used prominently over other survey-based systems such as e-healthcare

and life-log analysis systems, especially in the healthcare domain [108]. More-

over, several automated monitoring systems have been built with the help of

such sensors for different domain applications like healthcare, security, enter-

tainment, user authentication, 3D games, etc [110, 15, 127, 55, 82, 18]. In this

dissertation, we will be using some of these sensors to enhance data collection

from human subjects in understanding their behavioral and cognitive skills.
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Table 1.1: Common Factors that can have an impact on Human Behavior and
Cognition along with their significance

Factors Measures Significance
Physiological Heart Rate, SpO2, EDA

[64], body temperature,
sleep quality, respiration
rate, etc. [78]

insights on an individual’s
overall health, stress lev-
els, emotional state, and
cognitive function.

Behavioral eye movements [80], gaze
duration [95], posture [69],
gait [103], attention & exec-
utive function [110], activ-
ity levels, etc.

insights on an individual’s
behavior, physical activity,
and cognitive processes.

Environmental light, noise, temperature,
humidity, air quality

insights on the impact of
surrounding environmen-
tal state on the individual

1.5.1 Physiological Features for Cognitive Assessments

Physiological and vision sensors allow real-time data collection from human

subjects while they perform day-to-day tasks. They open the potential of as-

sessing essential traits and components for identifying the cognitive load on the

participants [60]. The sensor systems employed nowadays are used to augment

and replace task performance measures when they are unavailable.

For instance, physiological sensors such as electroencephalography (EEG)

and electrocardiogram (ECG: for heart rate variability) can be used to measure

the brain’s electrical activity and changes in the heart rate, respectively. These

physiological signals can provide valuable information about an individual’s

level of arousal, attention, and stress, which are essential indicators of cognitive

function [109].
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Figure 1.2: Examples of different wearable sensors that can be used to measure
different physiological signals from a human body. [59]

1.5.2 Behavioral Features for Cognitive Assessments

Vision sensors such as eye tracking devices or RGB cameras are widely used to

measure a person’s eye movements and gaze duration. These observable be-

haviors can provide insight into the individual’s attention levels, visual search

patterns, and cognitive processes [80]. We can also use eye tracking to evalu-

ate visual attention, visual processing speed, and the ability to sustain attention

over time, which are essential indicators of cognitive function. Earlier work

have shown the value of tracking eye movements and changes in pupil size as

measures of cognitive load in human subjects [60, 61].
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For example, Saccades are rapid eye movements that shift the gaze from one

point to another. The frequency, amplitude, and velocity of saccades can pro-

vide information about the efficiency of visual attention and the ability to direct

attention to relevant information [84]. Moreover, other behavioral features like

posture and gait movements of a person can provide more information about

their engagement in a particular task [69, 103].
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CHAPTER 2

COMPONENTS OF AN INTELLIGENT COGNITION ASSESSMENT

FRAMEWORKS

An intelligent assessment system is a computer-based system designed to as-

sess various aspects of human cognitive and behavioral functioning. The com-

ponents of an intelligent assessment system typically include innovative user

interfaces, cognitive assessments, data acquisition/processing, modeling (ma-

chine learning models), user feedback, etc. This chapter will look into the sig-

nificant components critical in building an intelligent assessment system.

2.1 Cognitive Assessments

A cognitive assessment can be a study or a tool that analyzes the brain’s func-

tioning. In other words, it monitors and evaluates the processes involved in

thoughts inside the brain. Cognitive assessment not only refers to the use of IQ

tests but to any ability test designed to identify cognitive processing deficits that

influence academic skills. A comprehensive cognitive test is essential in under-

standing a person’s cognitive skills as well as building systems that can make

better decisions about interventions whenever required [52].

While measuring cognitive functions, the approaches can either have the

testing procedures administered by trained technicians in a laboratory or clini-

cal setting or use mobile technology and sensors that enable the participants to

perform the tests in uncontrolled and naturalistic settings [123]. The National

Institutes of Health (NIH) Toolbox [44] gives us a set of cognitive and physi-
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cal measures designed for use in studies of aging, disease, and rehabilitation.

Some of the tests for cognitive abilities in the NIH Toolbox include Dimensional

Change Card Sort Test (DCCS) to assess executive function, Pattern Comparison

Processing Speed Test (PCPS) to assess processing speed and visual attention,

etc. Furthermore, there are several cognitive assessment techniques designed

by psychologists such as Sequence Learning Task, Wisconsin Card Sorting Task,

N-back task, etc. Some of these techniques have been applied in this dissertation

proposal.

2.1.1 N-Back Task

Figure 2.1: An example of the N-back (2-back) Task where a sequence of differ-
ent shapes is shown to the user as stimuli.

The N-back task is a cognitive task commonly used to assess a person’s

working memory capacity and attention [67]. It typically involves presenting

a series of stimuli (such as letters, numbers, or shapes) and asking the person

to indicate when the current stimulus is identical to a stimulus presented ”n”

steps earlier in the sequence. For example, in a 2-back task, the participant

would need to press a button whenever the current stimulus is the same as the

stimulus presented two steps earlier. The N-back task is generally used in cog-

nitive psychology research to study the neural basis of working memory. It has

been used to assess the effects of drugs, brain injury, and diseases like ADHD

and working memory. It has also been used in the past to induce cognitive load,
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and fatigue [56].

Several versions of the N-back task exist where researchers have used alpha-

bets and numbers for sequences. Furthermore, in some cases, the visual stimuli

appears on different screen positions.

2.2 Intelligent Interfaces

Intelligent interfaces are a crucial component in Human-Computer Interaction

(HCI). These interfaces are designed to create a more seamless and intuitive

experience for users when interacting with computers and digital devices. Fur-

thermore, intelligent interfaces aim to make these interactions as natural as pos-

sible so that users can access information and perform tasks without feeling

frustrated or overwhelmed.

There are two practical approaches to human-computer interaction: direct

manipulation and intelligent agents (also known as delegation) [120]. The first

approach relies on input from the user while the computer passively waits,

whereas the latter course deals with the computer taking over smartly when-

ever necessary. Human-Computer Intelligent Interaction (HCII) bolsters the in-

terface with smarts (in the means of sensors and intelligent algorithms), thus

improving the overall user experience [105]. Hence, it is essential to design an

interface with sensors that can intelligently respond to user inputs and adapt

based on the user profile.

In one of our previous works [39], we built a hand-gesture recognition sys-

tem that acts as an intelligent interface to control an avatar in a game using hand
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Figure 2.2: Example of an Intelligent Interface: A hand-gesture based game for
wrist rehabilitation. The user controls an avatar in the game with different clin-
ically approved hand gestures for wrist rehabilitation [39]

gestures recorded through a web camera. First, we picked several pre-defined

gestures from a pool of clinically approved gestures that can be used for wrist

rehabilitation. Then, deep learning models were trained to perform real-time

hand gesture recognition, making it an intelligent interface.
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2.2.1 Computerized Tests

Some psychological assessment tests utilize computer technology to administer,

score, and interpret various measures of cognitive abilities. These tests are de-

signed to measure different aspects of cognitive functioning such as attention,

memory, executive function, processing speed, and language abilities. Some

common examples of computerized cognitive assessments include the Contin-

uous Performance Test (CPT), Digit Span Test, Stroop Test, and the Wisconsin

Card Sorting Test (WCST).

Computerized tests have several advantages over traditional paper-and-

pencil tests, including increased standardization, reduced administration time,

the ability to present stimuli in a controlled and consistent manner, and im-

proved scoring accuracy and reliability. They are often used in clinical settings

to diagnose cognitive and neurological disorders, assess the effect of brain in-

juries, or monitor the progression of degenerative diseases [102].

2.3 Data Acquisition and Processing

This dissertation follows a data-driven approach involving several user stud-

ies that comprise data collection, analysis, and modeling from human sub-

jects. Data collection consists in capturing data from the person being assessed

through various inputs, such as touchscreens/keyboards, gestures, voice recog-

nition, etc. Similarly, the data collected during assessments include responses

to questions, time taken to complete tasks, and other metrics relevant to the

evaluation.
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The raw data collected throughout the assessment sessions need to be pre-

processed to remove any noise or inconsistencies, correct errors and prepare it

for further analysis. This can involve techniques such as data normalization,

filtering, and outlier detection. Finally, the processed data is analyzed to deter-

mine a person’s cognitive abilities and to generate results. It involves statistical

methods, machine learning algorithms, or other data analysis techniques. Our

user studies collect physiological and behavioral data, which are explained be-

low.

2.3.1 Wearable Sensors

Physiological data is measured using sensors capable of measuring the auto-

nomic nervous system’s involuntary response to stimuli [83]. Wearable sensors

are devices worn on the body to measure physiological signals, such as heart

rate, body temperature, and movement. These sensors use various technolo-

gies, such as accelerometers, gyroscopes, and photoplethysmography (PPG), to

gather data about the user’s physiology. Wearable sensors have several applica-

tions in health and wellness, including physical activity monitoring [76], sleep

tracking [119], stress management [25], and chronic disease management [50].

This research uses data from EEG, ECG, EDA, EMG, and breathing sensors

which are capable of recording user data non-invasively. ECG, EDA, and EMG

sensors that we used are part of a wearable sensing kit called Biosignalplux [14].

These sensors are further described in the following subsections.
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MUSE EEG Headset

EEG is a method of measuring electrical activity in the brain and in widely used

in the field of neuroscience and MUSE EEG headset is a wearable device that

measures brain activity using electroencephalography (EEG) technology. It is

a non-invasive wearable device widely used for Brain Computer Interface Sys-

tems [9].

Figure 2.3: Electrode placement comparison between MUSE and the interna-
tional 10-20 system. Top: Commercial MUSE S Headband. Bottom: 10-20 Elec-
trode Placement System
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The MUSE EEG headset consists of a headband with electrodes as shown in

Figure 2.3 that are placed on the scalp and forehead to detect electrical signals

generated by brain activity. These signals are then processed and analyzed by

the headset to provide information about the wearer’s brain activity, including

brainwave patterns, attention levels, and meditation levels.

MUSE has four electrodes, two over the prefrontal lobe and two behind the

ears. It allows us to record EEG activation at a sampling rate of 220 Hz. Using

its embedded signal processing unit, we can store the features extracted from

individual EEG frequency bands namely: gamma (g) 32-100 Hz, beta (b) 13-32

Hz, alpha (a) 8-13 Hz, theta (t) 4-8 Hz, and delta (d) 0.5-4 Hz at a sampling rate of

10 Hz. For each of the four electrodes, we record different types of data streams

such as Raw EEG, Absolute Frequency Bands (A), Relative Frequency Bands

(R), Session Score (s) for each frequency band, and Signal Quality Indicator (h).

• Absolute Frequency Bands (A): The absolute band power for a given fre-

quency range is the logarithm of the sum of the Power Spectral Density of

the EEG data over that frequency range.

xA = log
f high∑

i= f low

|G( fi)|2 (2.1)

where f low and f high are the minimum and maximum frequencies of fre-

quency band x, and G is the fast fourier transform (FFT) of the EEG signal

g.

• Relative Frequency Bands (R): The relative band powers are calculated

by dividing the absolute linear-scale power in one band over the sum of

the absolute linear-scale powers in all bands.

xA =
10xA

10aA + 10bA + 10dA + 10gA + 10tA (2.2)
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where x is one of the frequency bands.

• Session Score for each Frequency Band (s): It is a value computed by

comparing the current value of a band power to its history in sampling

frequency of 10 Hz. The value is mapped to a score between 0 and 1 using

a linear function that returns 0 if the current value is equal to or below

the 10th percentile of the distribution of band powers and returns 1 if it’s

equal to or above the 90th percentile.

• Signal Quality Indicator (h): It is an integer value from 1 (optimal quality)

to 3 (the worst quality)

Electrocardiogram (ECG)

ECG sensors measure the electrical activity of the heart and record voltage over

time. As shown in Figure 2.4 (a), the ECG graph is divided into three parts. The

first part is the P wave, which represents the atria’s depolarization; the second

is the QRS complex, which means the ventricle’s depolarization. Finally, the last

part is the T wave representing the repolarization of the ventricles [122].

The most common way to record ECG is using Einthoven’s triangle [38].

It dictates three locations on the body that represent a triangle where surface

electrodes of the sensor should be attached: Right Arm (RA), Left Arm (LA),

and Left Leg (LL), as shown in Figure 2.4 (b). This setup is grounded using a

fourth electrode attached to the right leg. The ECG signal helps to monitor the

cardiovascular system and is vital when investigating cognitive workload and

fatigue [98].

Figure 2.5 shows a sample snapshot of the ECG signal after pre-processing.
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Figure 2.4: (a) ECG Waveform. P wave, QRS complex, and T wave. This wave-
form is repeated throughout the ECG signal. Analysis of this waveform helps
us study the physiological changes in the heart. (b) Einthoven’s Triangle: Right
Arm (RA), Left Arm (LA), and Left Leg (LL). This electrode configuration is fol-
lowed to collect ECG signals.

Figure 2.5: Sample ECG signal snapshot

Since ECG is measured in millivolts, it needs a unit conversion as follows:

ECG(V) =
( ADC

2n −
1
2 ) ∗ VCC

GECG
(2.3)

ECG(mV) = ECG(V)/1000 (2.4)

where
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• ECG(V) is the ECG value in volt (V)

• ADC is the value sampled from the channel

• n is the number of bits per channel equal to 16

• VCC is the operating voltage equal to 3V

• GECG is the sensor gain equal to 1000

• ECG(mV) is the ECG value in millivolts

Electrodermal Activity (EDA) / Galvanic Skin Response (GSR)

EDA sensors measure the skin conductivity of the body. For example, when a

person sweats, the skin’s conductance improves. This helps to identify episodes

of psychological and emotional arousal. In addition, studies have shown the im-

pact of fatigue on the activities of the Sympathetic Nervous System (SNS) [42].

Hence, observing skin conductance helps to study both cognitive and physical

fatigue. EDA signals are measured in microsiemens (µS ) as shown in a sample

snapshot in Figure 2.6.

Electromyogram (EMG)

In EMG, the contraction and relaxation of a muscle is recorded as a change in

voltage between two electrodes. The electrodes must be placed at either end on

the longitudinal midline of the muscle. EMG has been mostly used in detecting

physical fatigue by analyzing reduced muscle activation [29]. It has been stud-

ied that the median frequency of EMG signals decrease due to fatigue. We have

tried to detect physical fatigue in some of this work, especially using the EMG

signals. Figure 2.7 illustrates a sample snapshot of the EMG signal over time.
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Figure 2.6: EDA signal, Raw EDA and tonic component signal snapshot(top).
Phasic component signal snapshot(bottom)

Figure 2.7: EMG Signal. This is a sample segment of the EMG signal. The signal
represents the electric potential across a muscle. If the muscle is activated, the
amplitude of the signal increases.

2.3.2 Vision Sensors

Physical reactions to stimuli, such as body postures and facial expressions, are

classified as behavioral data. In this work, we have primarily used an RGB
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webcam and RGB-D Intel RealSense sensors to capture the behavioral activity

of the users. Figure 2.8 shows two cameras that have been used in this work.

For instance, in one of our works [69], we built a lightweight end-to-end

system that monitor’s the subject’s posture and provides feedback such as fixing

their posture or taking a break whenever it is required. The system utilizes an

RGB camera to input frames as shown in Figure 2.9 and a machine learning

model is trained to distinguish between good and bad posture.

Figure 2.8: Visual sensors for recording and collecting behavioral data

Lousy posture for prolonged periods can result in numerous health is-

sues such as back pains, moderate discomfort in eyes/neck/head, upper

back/shoulders, and elevated stress levels as highlighted in [3]. In addition,

bad posture can also represent a symptom of physical fatigue. According to

Chavalitsakulchai et al. [24], fatigue consists of unpleasantness as an aversion

to work, desire for rest, impatience, and physical, mental, and neuro-sensory

feelings of incongruity that workers experience. Furthermore, the authors men-

tion that physical fatigue can impact psychological or cognitive fatigue. Hence

it is essential to study posture to get insights into the overall fatigue of the sub-

ject.
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Figure 2.9: A neural network (NN) model classifying good and bad postures
using the body pose skeleton information extracted from the input frames.

2.4 Role of Machine Learning in Cognitive Assessment Frame-

works

Machine learning is a subset of artificial intelligence that involves the use of

algorithms and statistical models to enable a system to ”learn” from data, with-

out being explicitly programmed. In the context of cognitive assessment, ma-

chine learning can be used to analyze patterns in data collected from individuals

to make predictions about their cognitive abilities, such as memory, attention,

problem-solving, and decision-making skills.
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Machine learning can be used to analyze physiological and behavioral fea-

tures collected from wearable sensors and other sources to gain insight into

an individual’s cognitive abilities and functions. For example, several works

have been done to analyze heart rate variability [92], eye movements [80], and

posture data [47] to predict an individual’s level of stress, attention, and emo-

tional state using machine learning algorithms. This information can be used

to support the diagnosis and treatment of cognitive impairments, monitor the

progression of cognitive disorders, and evaluate the effectiveness of cognitive

rehabilitation programs.

In addition, machine learning can be used to develop personalized models

of human cognition based on an individual’s physiological and behavioral data.

These models can be used to understand how different cognitive processes and

behaviors are related to one another and how they vary across individuals. It

also allows for the analysis of large amounts of data, the identification of pat-

terns and relationships, and the development of personalized models of human

cognition. These capabilities have the potential of to revolutionize our under-

standing of human cognition and have applications in fields such as healthcare,

psychology, and sports performance.

2.5 Multi-modal analysis using Machine Learning

Utilizing multi-modal analysis in machine learning involves leveraging diverse

data types (modalities) to forecast specific phenomena. For instance, when con-

ducting a cognitive assessment, various data sources like demographic details,

test scores, brain imaging data, and self-reported symptoms can be combined to

24



predict an individual’s cognitive abilities.

As previously mentioned, two crucial attributes for evaluating and compre-

hending human cognition are Physiological and Behavioral features. Further-

more, environmental factors such as light, noise, temperature, and air quality

can influence an individual’s cognitive capacity. Consequently, employing ma-

chine learning algorithms to process and scrutinize these multiple data sources

can enhance our understanding of the interconnections among physiological,

behavioral, and environmental factors and their effects on human cognition and

fatigue [102].

This dissertation employs multi-modal methodologies to extract informa-

tion from diverse modalities, aiming to enhance the efficiency of machine learn-

ing models and overall assessment frameworks. Detailed discussions on these

methodologies are presented in the subsequent chapters.

25



CHAPTER 3

TASK-BASED COGNITIVE ASSESSMENT FRAMEWORKS

3.1 Activate Test of Embodied Cognition (ATEC)

With improvements in computer technology, there has been a need to assess

cognitive abilities with objective measures. Numerous computerized assess-

ments have been proposed in the recent past to assess various cognitive as-

pects, mainly executive functions. The inclusion of physical exercises in cog-

nitive training is motivated by research illustrating that physical fitness and ac-

tivity in children lead to measurable improvements in cognitive skills and aca-

demic performance [31]. The Activate Test of Embodied Cognition (ATEC) is

a computer-based cognitive assessment tool that measures a person’s cognitive

abilities through physical movements. It is based on the theory of embodied

cognition, which suggests that our cognitive processes are closely linked to our

bodily experiences and interactions with the environment.

The ATEC system consists of a series of interactive tasks that require the

user to make specific movements in response to visual and auditory stimuli.

The tasks are designed to assess a range of cognitive functions, including atten-

tion, working memory, executive function, and processing speed [11, 35, 7]. It

provides a more ecologically valid measure of cognition that traditional paper-

and-pencil tasks. The results of the test are automatically scored and compared

to normative data to provide an objective measure of the person’s cognitive abil-

ities.
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Data Collection

The ATEC setup uses Kinect technology to record videos of children perform-

ing different physical tasks. The Kinect sensor captures 3D images of the partic-

ipant’s movements, including RGB videos of the scene and depth information.

Therefore, two Microsoft Kinect V2 cameras [124] capture the participants’ front

and side views. In addition, the recording modules are linked to an Android-

based administrative interface that enables the management of the task flows

and options to switch tasks. Figure 3.1 highlights the data collection setup.

Each session comprises an instructional film and tutorial videos to ensure that

the subjects understand the rules of the activity. Furthermore, an administrator

is present to ensure that the tasks run smoothly.

Figure 3.1: The ATEC Setup: Participants perform various physical tasks based
on the visual and auditory cues provided. It includes two Kinect cameras for
recording, a large screen displaying a virtual assistant for instructions, and a
tablet interface with a smart GUI for the administrator.

Data was recorded from N=55 children between the age of 5 - 11 years
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(mean=8.04, std=1.36) in classroom environments. Under procedures approved

by the University IRB, the parents supplied written informed consent, and

the children offered verbal assent. Although all the children were in regular

classes, 9 (16.4%) received additional services through a 504 plan approved by

the school. The population was ethnically diverse (56.4% Caucasian, 58.2% male)

[11].

Pre-screening paperwork is collected to obtain the children’s and their fam-

ily’s history. Next, paper-based assessments such as Child Behavior Checklist

(CBCL) [1], Social Responsive Scale, Swanson, Nolan, and Pelham question-

naire [6] are carried out. In addition, the participants are requested to complete

a couple of standard computerized tests from the NIH Toolbox: Flanker test and

Working Memory Test [44]. Finally, the children perform all the tasks from the

ATEC program, and data is collected for two trials, each a week apart.

Table 3.1: ATEC tasks to assess various Cognitive Measures

Category Test
Lateral Preference Patterns -
Gross Motor Gait and Bal-
ance

Natual Walk, Gait on Toes, Tandem Gait, Stand
Arms Outstretched, Stand on One Foot

Synchronous Movements March Slow, March Fast
Bilateral Coordination and
Response Inhibition

Bi-Manual Ball Pass with red, green, and yellow
light

Visual Response Inhibition Sailor Step Slow, Sailor Step Fast
Cross Body Game Cross your Body (Ears, Shoulders, Hips, Knees)
Finger-Nose Coordination Hand Eye Coordination
Rapid Sequential Move-
ments

Foot Tap, Foot-Heel, Toe Tap, Hand Pat, Finger
Tap, Appose Finger Succession

The ATEC system consists of 17 physical tasks with different variations and

difficulty levels that are designed to provide an assessment of executive and

motor functions, including sustained attention, self-regulation, working mem-

ory, response inhibition, rhythm & coordination, and motor speed & balance as

depicted in Table 3.1. This thesis incorporates some of the ATEC tasks that are
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described below.

3.1.1 Ball Drop To The Beat

Figure 3.2: (a) A child performing Ball Drop to the Beat Task with ball on one
hand at a time (b) Audio-visual stimuli for instructions. Green light: Pass the
ball, Yellow light: Raise the hand, and Red light: No Pass. [35]

Ball Drop to the Beat is a core ATEC task devised to assess bilateral coordi-

nation, and response inhibition [11, 7]. It evaluates audio and visual cue pro-

cessing while performing a physical task involving upper body movements. In

this task, the participant must pass a ball from one hand to the other by follow-

ing verbal and visual instructions. According to the rules, a participant must

pass the ball from one hand to another when a green light is shown (Pass). If

there’s a yellow light, they must raise the hand that has the ball (Raise). Finally,

they remain still on a red light with no movement at all (No Pass). Figure 3.2 (a)

illustrates a child performing the task with a ball in their hand by following the

audio-visual stimuli shown in Figure 3.2 (b).

The task is assessed at 60 beats per minute (slow trial) and 100 beats per

minute (fast trial) for a total of 16 counts for each trial [11]. In addition to

accuracy and response inhibition, this task also measures rhythm. A virtual

avatar Aliza on the TV screen rhythmically announces the stimuli by saying

Green Light, Red Light, and Yellow Light in two beats. The first beat represents
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the color, and the second beat means the word light. Therefore, the subjects are

expected to perform the task in two beats. For instance, in the case of yellow

light, the participant raises the ball on the first beat and lowers it on the second.

As shown in the visual stimuli in Figure 3.2 (b), each segment (activity) is di-

vided by red lines (two beats), and each segment contains two beats separated

by green lines.

Attention and Response Inhibition from the task

The score for Response Inhibition (RI) is calculated as

RI =
No. of correct No Pass / Red Light Actions

Total No. of No Pass / Red Light Commands
(3.1)

Similarly, the score for attention (Attn.) is calculated as:

Attn =
No. of correct Raise & Pass actions

Total No. of Raise and Pass Commands
(3.2)

Body Skeleton Based Approach

Initially, we use a simple body skeleton-based approach to automate the Ball

Drop to the Beat Task scoring. During the task, the videos are recorded at 30

frames per second (FPS). Hence, the video is decoded into individual frames,

and body keypoints are extracted as features from each edge. 2D/3D human

poses acting as trajectories of skeleton joints are one of the most effective repre-

sentations for characterizing the dynamics of human actions. Each coordinate
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in the skeleton is referred to as a joint or a keypoint, and a valid connection

between any two keypoints is referred to as a limb or a pair.

Figure 3.3: Body skeleton keypoints based approach using an Long Short-Term
Memory (LSTM) recurrent neural network to predict the movement performed
by the participant along with the rhythm [110].

We use the convolutional neural network (CNN) based frameworks Open-

Pose [19], and VIBE [73] to extract the body key points. These feed-forward

networks predict 2D confidence maps of the body’s joints’ locations and a set of

2D vector fields of part affinity fields which is the degree of association between

the parts. It is a top-down method that first detects humans in the scene and

performs pose estimation for each detected subject. Furthermore, noise such as

incorrect detection of keypoints or missing keypoints is rejected before using

the algorithm in Figure 3.3.

In our approach, as shown in Figure 3.3, for a video segment containing n
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frames, 18 keypoints are extracted from each frame that represent various body

joint positions, including facial keypoints such as eyes, ears, and nose. Since the

task only focuses on the movements of the upper body parts, we selected only

9 out of the 18 keypoints that include the upper body joints. Each keypoint is

represented as a 3D coordinate (z, y, v) on the image plane. For instance, for a

give frame P at time t is represented by the coordinates of the nine keypoints as

follows:

Pt = [(z1,t, y1,t, v1,t), (z2,t, y2,t, v2,t), ..., (z9,t, y9,t, v9,t)] (3.3)

where z represents the coordinate extending from left to right (horizontal

axis), y extending from top to bottom (vertical axis), and v represents the depth

for each keypoint.

The proposed subnet to extract spatial and temporal features from skeletal

points is comprised of a series of 1D convolutional layers and batch normaliza-

tion followed by a pooling layer as shown in Figure 3.3. A single layered Long

Short-Term Memory (LSTM) unit with only one hidden state (h) of dimension 32

is used to capture the temporal relation among the frames in the sequence. The

network is trained with a softmax layer at the end, providing a 3-fold test accu-

racy of 74.7 % for the 3-class classification problem. Furthermore, the rhythm

accuracy obtained using this model is 62.8 % [110].

Multi-modal Deep Learning Approach

Fusing multiple modalities and features from a visual scene have been proven

to improve human activity recognition (HAR). For instance, Franco et al. [41]
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fused skeleton-based features with video-based features such as histogram of

oriented gradients (HOG) to improve the performance of HAR tasks. Similarly,

Kapidis et al. found out that combining hand and object detection to recognize

human actions from an egocentric view camera enhances the accuracy of a HAR

system [68]. In this work, we combine three different modalities for our HAR

task (Ball Drop to the Beat with three activity classes): human pose (skeleton-

based), optical flow (video-based), and object detection (detection of the ball in

hand).

Figure 3.4: Body keypoints considered in the multi-modal approach for action
and rhythm detection in the Ball Drop to the Beat task when using the body
skeleton-based approach [110]

Since the task involves movement of the upper body parts only, nine key-

points, as shown in Figure 3.4 in addition to some facial keypoints such as eyes

and nose, are considered for multi-modal fusion. During the fusion process,

features ht, which is the last hidden state of the last LSTM block, are extracted

and used.

Optical flow has been rigorously used as input features for HAR tasks as it

captures the motion information between consecutive frames [117]. First, opti-
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Figure 3.5: Human Activity Recognition (HAR) based on individual modalities:
(a) Optical flow (b) Coordinates of the ball in hand using object detection

cal flow is computed from the recorded videos of the participants performing

the task using the off-the-shelf implementation of [17] from the OpenCV tool-

box. Next, a deep neural network-based architecture inspired from [53] is used

to extract meaningful information from the optical flow segment as shown in

Figure 3.5 (a). The dotted blocks in Figure 3.5 (a) represent residual blocks, and

a batch normalization operation follows every convolution operation to reduce

the internal covariate shift.

Finally, the system could benefit from the positional information about the

ball in one of the hands. The ball is first recognized in the scene at coordinate

oi = {li, si} comprising of a bounding box li and its category si ∈ S , where S is the

set of all possible object categories (e.g., ball, person) being encoded in the form

of Binary Presence Vector (BPV) and i ranges from 0 to k with k representing

the total number of objects detected in the scene. A popular object detection

algorithm YOLO V3 [112], is used to detect objects. Any missing objects in a
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given frame t are fixed with information from the previous frame t − 1.

Figure 3.6: Self-Attention based Multi-modal Fusion Algorithm to combine in-
formation from optical flow, human pose, and object detection for Human Ac-
tivity Recognition (HAR)

As explained earlier in section 2.5, not all modalities and features contribute

equally towards the predicted result in a multi-modal fusion algorithm. Hence,

identifying the highest contributing modalities and prioritizing them while

training a machine learning model can improve the overall performance of a

system. Therefore, a self-attention-based fusion approach inspired from [57]

is proposed as shown in Figure 3.6. In this approach, every feature within a

modality is associated with a corresponding weight vector learned during the

training process based on its impact on the results. To calculate the weights of

features from each modality, first, all the features are concatenated into a single

vector as follows:

x = [x f , xk, xb] (3.4)
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where x f ∈ RC f is the feature vector obtained from the optical flow subnet

(Figure 3.5 (a)), xk ∈ RCk is the feature vector from the pose subnet (Figure 3.4),

xb ∈ RCb is the feature vector from objects position based subnet (Figure 3.5 (b)),

and x ∈ RC(C = C f +Ck +Cb) comprises all features from all modalities.

Next, Fw is introduced as represented in equation 3.5 to calculate the atten-

tion weights for features of x. For Fw to fully capture feature-wise dependen-

cies, it should meet two criteria. First, it must be capable of learning nonlinear

interaction between features. Second, it must retain a non-mutually-exclusive

relationship that ensures multiple features can be emphasized. Hence, a gating

mechanism with a sigmoid activation is employed.

α = Fw(x,W) = σ(g(x,W)) = σ(W2δ(W1x)) (3.5)

where δ refers to the ReLU activation function [97], W1 ∈ R
C
r ×C and W2 ∈ R

C
r ×C.

The gating mechanism is parameterized by forming a bottleneck with two fully-

connected (FC) layers (W1&W2) around the non-linearity, i.e., a dimensionality

reduction layer with reduction ratio r, a ReLU, and a dimensionality increasing

layer returning to the original feature dimension of X. The final output is ob-

tained by the element-wise product of combined feature vector X and calculated

attention weights vector α:

x′ = Fa(x, α) = αx (3.6)

where x′ represents the output of the attention block with the features from

the modalities combined and weighted, which is succeeded by a softmax layer

for the final prediction.
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Results and Discussion

Several methodologies have proposed a multi-modal approach to achieve state-

of-the-art results on existing popular action recognition datasets, as shown in

Table 3.2. For the 3D convolution-based approach, ResNet with variable depth

sizes (18, 34, 51) and inception model was trained. Although, it was observed

that as the depth of the model increased, the model started to overfit. Hence,

the results shown are only for resNet-18. For the two Stream I3D, an inception-

based model was trained for RGB-based and Optical flow-based sequences.

During testing, the outcome of both models was combined for the final pre-

diction. The hyper-parameters for initial training were used as recommended

by the authors of the papers, followed by fine-tuning in the later trials.

Table 3.2: Comparison of our proposed method v/s existing state-of-the-art
approaches. The results are averaged over 5-folds. KP - Key points, flow - Dense
optical flow, RGB - RGB image frames, Object Pose - Objects in the scene

Method Test. Acc. Features
3D CNN [53] 0.730 RGB

Two Stream I3D [20] 0.825 RGB+flow
CNN + RNN(LSTM) [43] 0.690 RGB

DeepGRU [88] 0.610 KP
Dillhoff et. al. [35] 0.780 KP

Attnsense [87] 0.810 RGB
Proposed approach 0.898 KP+Object Pose+flow

For training, the dataset was split into training, validation, and testing sets

based on the subjects. It was done to ensure that video segments of the same

subjects were not present in both training and validation/test sets to influence

the results. The validation was performed after every epoch of training to iden-

tify the right epoch to stop the training and avoid overfitting. The model was

evaluated on the test set at the end of training. Stochastic Gradient Descent

based optimization with momentum was used during the training. Since the
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dataset is comparatively smaller than the other publically available datasets, ex-

tensive temporal and spatial augmentation was performed during the training.

A video clip of size t is generated with a randomly selected temporal position

as the starting frame. If the video is shorter than t frames, it’s looped through

until it matches the size t. For spatial augmentation, a spot is randomly chosen

between four corners and the center of the image, and multi-scale cropping is

performed, after which the images are spatially resized. The cross-entropy loss

was used during training with starting learning rate set to 0.0001 and divided

by ten every time the validation loss saturates, with a weight decay of 0.001 and

0.9 for momentum. To train the models, four NVIDIA GTX 1080 Ti GPUs were

used, whereas, for testing, only one GPU was used.

Table 3.3: Ablation Study: Experimental results for multi-modal approach [110].
All results are averaged over 5-folds.

Method Test. Time(Sec.)
Optical Flow (Flow) 72.0% 0.229
Body Keypoints(KP) 76.0% 0.106
Objects Trajectories (Obj Pos) 68.0% 0.103
Flow+KP(natural-concat.) 82.0% 0.236
Flow+KP(balanced-concat.) 83.9% 0.239
Flow+KP(Self-Attn.) 84.6% 0.240
Flow+Obj Pos (natural-concat.) 84.1% 0.232

Flow+Obj Pos (balanced-concat.) 83.9% 0.236

Flow+Obj Pos (Self-Attn.) 84.0% 0.241

KP+Obj Pos (natural-concat.) 79.0% 0.118

KP+Obj Pos (balanced-concat.) 76.3% 0.123

KP+Obj Pos (Self-Attn.) 79.5% 0.139

KP+Obj Pos+flow (natural-concat.) 89.0% 0.254

KP+Obj Pos+flow (balanced-concat.) 87.5% 0.259

KP+Obj Pos+flow (Self-Attn.) 89.8% 0.260

Extensive training was performed using different combinations and differ-

ent fusion approaches to identify the effective combination of the modalities
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Figure 3.7: (a) Normalized confusion matrix of our proposed method [110]. (b)
Graph representing model accuracy as a function of the number of frames.

used in our approach. Table 3.3 an ablation study and the results of the ex-

periments. All results were averaged over 5-folds. Similarly, to fuse the fea-

tures from individual modalities, in addition to the approach depicted in Figure

3.6, other approaches were also attempted. The natural concatenation (natural-

concat) is a vanilla approach where output features of different modalities are

directly concatenated, followed by a softmax layer to classify the actions. On the

other hand, balanced concatenation (balanced-concat) aims to convert the fea-

ture vectors from different modalities into the same dimensional size, followed

by concatenation and a softmax layer. As the goal was to deploy the proposed

system for future data collection, it was essential to measure the execution time

of the model, which is also presented in Table 3.3, primarily when multi-modal

approaches are used. Figure 3.7 (a) illustrates the normalized confusion matrix

of the proposed method on the test data to predict actions.

From Table 3.3, it can be observed that the body keypoint-based model

achieves the highest accuracy as a single modality. However, the accuracy is

lower than required for an assessment system. Although using three modal-
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ities produced satisfactory results compared to the previous works for action

recognition, extensive tests were necessary with different modalities and fusion

strategies to find the optimal solution. No other variety of modalities and fusion

methods seemed to outperform our proposed method. Adding object detection

as an additional modality improved the accuracy by 5.2% for attention-based

fusion. Moreover, the combination of optical flow and object position and opti-

cal flow and body keypoints provide similar accuracy, and it is higher than the

combination of keypoints with object position.

These results verify the importance of using optical flow as an additional

modality to any multi-modal algorithm. Furthermore, irrespective of the com-

bination of the available modalities, the attention-based fusion seems to work

better almost every time, as shown in Table 3.3. As expected, combining all

three modalities yields the highest execution time of 0.2603 seconds, although

producing the best prediction results. Since the assessment system does not re-

quire real-time processing of the image frames, this approach works best in this

scenario as the execution time is acceptable. In Figure 3.7 (b), it is clear that as

the number of frames increases, the model’s performance drops linearly. How-

ever, it stagnates after a certain number of frames is reached, possibly due to

overfitting of the model, as the frames are repeated and duplicated in the loop

during our proposed temporal augmentation method.

3.1.2 Tandem Gait Forward

The tandem gait test requires the individual to walk along a straight line heel to

toe, with one foot in front of the other, placing the heel of one foot in front of the

40



toes of the other foot. The person performing the task must maintain balance

and walk a certain distance in a straight line without falling or stepping off

the line. The tandem gait primarily assesses motor coordination and balance,

which the cerebellum controls. In addition, it requires the individual to have

good executive functions to complete the test [11].

Several machine learning methods have been proposed for gait assessment

through the estimation of spatio-temporal parameters on pathological popu-

lations impacted by Huntington’s disease and post-stroke subjects as well as

healthy elderly controls [91]. Furthermore, wearable sensor technologies have

been employed to monitor parameters that characterize mobility impairments

such as gait speed outside of the clinic [93].

In our proposed task [128, 11], the participants are asked to walk in a straight

line and complete eight valid steps based on the abovementioned criteria. A

dataset containing 27 children performing the test has been created. In addition,

a computer vision assessment system that only requires one camera to monitor

the gait movements has been devised.

Data Collection

This task is one of the 17 physical tasks from the ATEC system. Hence, the data

collection setup is as shown in Figure 3.1. The side view of the participants is

recorded while they perform the task, and a total of 27 children (aged 5-11 years)

were involved. In each session, the child is asked to perform eight valid steps of

the Tandem gait task. A step is considered valid only if one foot’s heel touches

another foot’s toe.
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Figure 3.8: A participant performing the Tandem Gait Forward task: (a) Ex-
tracted body pose keypoints, (b) An invalid tandem gait step, and (c) A valid
tandem gait step [129].

The subject’s 3D pose is extracted using the VIBE [73] pose estimation al-

gorithm that predicts the parameters of a skinned multi-person linear (SMPL)

body model [85] for each frame of an input video. From the keypoints extracted

using VIBE, 17 are selected, including head, hands, hip, feet, and toes. Finally,

the extracted body poses from a single video are divided into eight equal seg-

ments (with overlap), each corresponding to one step taken by the participant.

Examples of valid and invalid steps are shown in Figure 3.8. In the figures, the

children’s bodies are covered by their estimated SMPL body mesh to see the

VIBE pose estimation in action and protect the subject’s identity. Each session is

manually scored and annotated by the assistants, which act as the ground truth
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for our algorithms.

Proposed Method and Results

The 3D body keypoints extracted from an input video is first divided into 8

equal segments with each containing a step performed. Each segment (X ∈

R32x51) includes 32 samples with 51 features each. The features are (x, y, z) coor-

dinates for each of the 17 body keypoints rasterized into one vector.

Figure 3.9: Proposed Classification Architecture. Top (pink): Supervised classi-
fication and Bottom (blue): Self-supervised pre-training [129].

The input X is fed into an encoder network as shown in Figure 3.9 to obtain

a compact latent representation z ∈ R256. It is then fed into a linear classifier

to classify between valid and invalid segments. The encoder is comprised of a

4-layer 1D convolutional neural network (CNN) [77]. To evaluate the perfor-

mance of the proposed method, the dataset is split into three scenarios. First,

80% of the total is used for training and the remaining 20% for testing. In the

second scenario, 50% is used for training and 50% for testing. Finally, 10% is

training and 90% for testing. An average classification accuracy is calculated

using multi-fold cross validation and is presented in Table 3.4.
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Figure 3.10: Contrastive Learning Algorithms. Left: End to End (E2E) train-
ing of encoders. Right: Using a momentum encoder as a dynamic dictionary
lookup (MoCo) [54]

It is evident from Table 3.4 that the baseline supervised algorithm performs

worse as the training set size decreases. The goal is to propose an algorithm

that performs well despite the dataset’s scarcity of labeled data. Therefore, a

self-supervised learning technique called contrastive learning is used [62]. To

improve the performance of the baseline model, the encoder is pre-trained on a

large public dataset NTU-RGB+D 120 [118] using self-supervised learning [62].

Contrastive learning (CL) tries to group similar samples closer and diverse ones

far from each other in its latent representation space.

Table 3.4: Top-1 Classification Accuracy when different train/test split sets are
used. First, 80% trainset and 20% testset. Second, 50% trainset and 50% testset.
Third, 10% trainset and 90% testset [129].

Method 80% 50% 10%Trainset Trainset Trainset
Supervised 72.39% 63.33 % 52.13%
Contrastive Learning (E2E) 76.61% 72.44% 70.90%
Contrastive Learning (using MoCo) 76.61% 74.03% 72.46%

One sample (query xq) from the training set is taken during training. An
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augmented (transformed) version (or another view in the NTU dataset) of the

sample is considered a positive sample (positive key xk+), and the rest of the

samples in the training batch are considered negative samples (negative key

xk−). The pre-training encourages the encoder network to differentiate the posi-

tive samples from the negative ones.

In our work, we use two contrastive learning strategies for pre-training:

End-to-End (E2E) learning and Momentum Contrast (MoCo) [54] as shown in

Figure 3.10 to improve the performance of our system even when there are

fewer annotations available. In E2E learning, a large batch size is used, and

all the samples except for the query are considered negative samples. However,

large batch sizes inversely affect the optimization during training; one possible

solution is to maintain a separate dictionary known as a memory bank that con-

tains all the negative keys and gets updated every epoch. In case of MoCo, the

momentum encoder (θk) shares the same parameters are the query encoder (θq)

and gradually gets updated as follows: θk = mθk + (1 −m)θq,m ∈ [0, 1), where (m)

is the momentum coefficient.

3.1.3 Stand on One Foot

The ”Stand on One Foot” or ”Balancing on One Foot” is another physical task

for measuring gross motor, gait, and balance. The participant is expected to

stand on one foot for 10 seconds in this task. Participants are scored based on

their capability to sustain their position for the given period. In the first round,

the subjects stand on their left foot, and in the second round, they stand on their

right foot. An example of a participant performing the task with their left foot is
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shown in Figure 3.11. The data collection is similar to the ”Tandem Gait” task as

explained in section 3.1.2 with the participant’s front and side view recorded. In

this work [104], we only use the front view as it is sufficient for our algorithms.

Figure 3.11: An example of a participant performing the second round of the
”Stand on One Foot” task standing on their right foot [104].

Proposed Method

Our proposed method works in two stages. First, it analyzes the total time the

foot is balanced correctly out of the entire ten seconds. Next, we present an

ergonomic score on a scale of 1 to 3 to indicate the participant’s posture, with

1 being poor, 2 being average, and 3 being perfect. Finally, we use body key-

points extracted using MoveNet [46] to analyze the pose of the subjects from

the recorded videos. The idea is to build a lightweight system that can be de-
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ployed on smartphones and tablets without requiring specialized hardware and

sensors. As shown in Figure 3.12, the algorithm first identifies whether the cur-

rent pose is a good standing pose. Next, it scores the validity of the pose based

on proper posture and ergonomics.

Figure 3.12: Complete system architecture to classify valid standing pose and
score it based on their ergonomics (a) Static Balance Identifier: classifier a valid
stand on one foot, (b) Scores the standing based on the pose [104].

Static Balance Identifier

First, a more straightforward approach is taken to identify whether the subject is

”Standing” on both feet or ”Balancing” on one foot. Next, the angle between the

line joining the knee and the ankle and the perpendicular line to the floor is cal-

culated as shown in Figure 3.13. Based on detailed observations by the experts,

if the angles of both the legs are less than ten degrees with the perpendicular

(P), the frame is classified as Standing.

• Classify the frame as ”Standing” if the angle between the line segment

joining the ankle and knee and P is between 0 and 10 degrees for both legs
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(θ1&θ2).

• Classify the frame as ”Balancing” if the angle between the line segment

joining the ankle and knee and P is more than 10 degrees for any one of

the legs (θ1orθ2).

Figure 3.13: Angle range-based classification. Top: Standing on both feet (when
the angles between the perpendicular and both the legs are less than 10 degrees,
Bottom: Balancing on one foot (when one of the angles surpasses 10 degrees)
[104].

Another approach to classifying between ”Standing” and ”Balancing” is to

use a deep neural network using the body keypoints as the input features. For

each image frame extracted from the videos, the feature matrix is of shape 17×3

(17 body keypoints with coordinates (x, y, c)), where (x, y) is the 2D coordinate,

and c is the confidence score for the correctness of the keypoint position. The

features are first normalized and flattened into a vector of shape 51 × 1 before

training the neural network. The neural network is a 2-layer fully connected
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network with one output logit predicting one of the two classes.

Ergonomics Scoring

The extracted body keypoints from MoveNet [46] are used to evaluate the body

posture and provide an ergonomics score. The first method used is called

Weighted Matching, where the weighted score for each test image is calcu-

lated by comparing its extracted keypoints to the training images that act as

the standard images for three different scores from 1 to 3. The weighted dis-

tance between the test image and three standard images representing scores 1,

2, and 3 is calculated as:

D(F,G) =
1∑17

k=1 FCk

× FCk ||Fxyk −Gxyk || (3.7)

where F and G are the two L2-normalized pose vectors of the test and train

images, Fxyk and Gxyk are the (x, y) coordinates of the kth keypoint for each vector,

FCk represents the confidence score of the kth keypoint of F.

Once the weighted distance between the test images and all standard train-

ing images is calculated, we sort them in ascending order and pick the top-k

images. Then, the test image is scored based on the highest frequency of the

images with the same score.

An alternative method is to use the above-calculated angles (θ1 & θ2). For

example, suppose only one leg is pulled above the ground, and its angle to the

perpendicular P is between 0 to 20 degrees. In that case, we say that the subject

is not balancing well enough and assign an ergonomic score of 1. Similarly, if
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the angle is between 20 and 40 degrees, we set an average ergonomic score of 2.

Finally, if the angle exceeds 40 degrees, it is given a perfect score of 3.

Results and Discussion

During training, an 80-20 train-test split is done on the dataset where 20% of

the set is used for testing and evaluation. The performance of the models is

evaluated using a 5-fold cross-validation method. An SVM classifier is used as

a baseline model to compare our proposed methods [104].

Table 3.5: Performance of our proposed methods [104] for Static Balancing clas-
sification and Ergonomic Scoring

Method Accuracy
Static Balancing Ergonomics Scoring

Weighted Ergonomic - 77.24%
SVM 95.48% 80.1%

Angle (Range) Based 87.15% 61.5%
Neural Network 97% 86.5%

The experiments are performed in a system with an intel core i7-8750 quad-

core CPU, 16GB of RAM, NVIDIA GTX 1060 GPU with 120 Cuda cores, and

14GB of graphics memory. The neural network is trained for 100 epochs with

ADAM optimizer [72]. The empirical learning rate and batch sizes selected are

0.001 and 48, respectively.

For the Range-based classification (angles approach), a threshold of 10 de-

grees is selected to identify if the subject is Balancing or Standing as explained

earlier. It is clear from Table 3.5 that the neural network outperforms other

methods and is more suitable for the assessment task with a 97% classification

accuracy.

Finally, the classification results and the calculated ergonomics scores are
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used to derive an ATEC score that helps measure the subjects’ balance and at-

tention. Since the videos are processed as 30 frames per second, the total time

subject balances on one foot can be calculated as follows:

TB =
1
30
× FB (3.8)

where TB is the total balance time by the subject and FB is the number of

frames classified by the algorithm as balanced in the video. The following ATEC

scores are assigned based on the above equation: 0 if TB < 5, 1 if 5 <= TB <=

8, and 2 if 9 <= TB <= 10. Psychology experts use these scores to diagnose

symptoms of different cognitive functions addressed in the ATEC system.

3.2 Cognitive Fatigue in TBI Subjects with fMRI

Functional magnetic resonance imaging (fMRI) measures slight changes in

blood flow that occur with activity in different brain regions. This imaging

technique is completely safe and non-intrusive to the human brain. It is used to

identify parts of the brain that handle critical functions and evaluate the effects

of conditions such as stroke and other diseases. Some abnormalities can only be

found with fMRI scans as they provide detailed access to human brain activity

patterns.

Traumatic Brain Injury (TBI) is one of the most prevalent causes of neuro-

logical disorders in the US [40]. It is a condition that has been shown to affect

working memory [28], and induce cognitive fatigue [74]. In this work, we focus

on understanding cognitive fatigue that results from performing standardized
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cognitive tasks, as it is one of the primary indicators of moderate-to-severe TBI.

Cognitive Fatigue (CF) is a subjective lack of mental energy perceived by

an individual which interferes with everyday activities [34]. It is a common

condition among people suffering from moderate to severe brain injury. Many

researchers have tried to use different approaches to assess CF through vari-

ous cognitive tasks and assessment tests by using objective measures such as

response time (RT) and error rate (ER) [34]. However, these measures have cer-

tain limitations and do not correlate well with the self-reported scores during

the tasks [126]. The inability to relate objective measures to self-reported cogni-

tive fatigue led us to study the blood-oxygen-level-dependent (BOLD) signal as-

sociated with neural activation changes. The increased BOLD activation in TBI

subjects signifies excessive cognitive work compared to healthy subjects [126].

Raw fMRI scans are full of artifacts and noise due to several issues like cen-

tral point artifacts, data clipping, data error artifacts, etc. These artifacts can dif-

fer based on the scanner used, and the settings applied during the scan. Thus,

addressing and removing the unwanted noise is essential before analyzing the

images. However, if a model can work directly on the raw data, it eliminates

the painful process of pre-processing the images and saves time and effort.

Hence, we prioritized training our models on raw data directly and compared

the performance with models learned from pre-processed data. With the self-

supervised approach, our model outperformed supervised methods trained on

images without any artifacts or noise.
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Figure 3.14: Distribution of self-reported cognitive fatigue scores after every N-
back session from TBI subjects (top) and Healthy Controls (bottom). The score
is a difference between the reported session score and the resting-state fatigue
score recorded at the beginning of the first session.

Data Collection and Processing

For data collection, fMRI scans of the brain were recorded where each subject

was asked to perform a series of cognitive N-back tasks, as shown in Figure

3.15. The data was collected from thirty participants with moderate-severe TBI

and 24 healthy controls (HCs). The average age of the subjects was 41 years

(SD=12.7). Each participant performed four rounds of both 0-back and 2-back

tasks. A baseline fatigue score was reported initially, followed by scores being

reported after each round. Functional images were collected in 32 contiguous
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slices during eight blocks (four at each of two difficulty levels), resulting in 140

acquisitions per block (echo time = 30 ms; repetition time = 2000 ms; field of

view = 22 cm; flip angle = 80°; slice thickness=4 mm, matrix = 64 × 64, in-plane

resolution = 3.438 mm2). Using the Visual Analog Scale of Fatigue (VAS-F), the

subjects were asked to rate the fatigue they experienced (in the range of 0-100)

after each round of the N-back task. The self-reported scores were mapped to

six classes to make it a multi-class classification problem, as represented in table

3.6.

Figure 3.15: A flow diagram of a series of N-back tasks (some performed the
2-Back tasks first) performed during data collection (VAS-F Score: SR Score)

On empirical inspection of the distribution (in Figure 3.14), we find that six

categories strike a good balance/compromise between adequately describing

the distribution of VAS-F scores in a limited set of categories while also main-

taining sufficient complexity in the VAS-F data to allow for accurate modeling.

Reducing the number of categories to five or increasing it to seven does not

materially affect the model’s performance. Additionally, the cognitive fatigue

levels shown in table 3.6 are for reference only in order to quantify different

levels of fatigue corresponding to the class label. The final 4D tensor acquired

in NIfTI format was 140 x 32 x 64 x 64. The raw fMRI images are preprocessed

using Analysis of Functional NeuroImages (AFNI) [30] and other standard tech-
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niques as discussed in previous works [126], shown in Figure 3.15.

Table 3.6: Mapping self-reported (SR) Cognitive Fatigue scores to respective
class labels. The fatigue levels are for reference only and are not of any clinical
significance.

Fatigue Score (SR) Fatigue Level (Reference) Class
0-10 No Fatigue 0

10-20 Very Low Fatigue 1
20-40 Mild Fatigue 2
40-60 Fatigue 3
60-80 High Fatigue 4
80-100 Extreme Fatigue 5

Proposed Method

fMRI scans are 4D in shape and are represented as (t, x, y, z), where ’t’ repre-

sents the timesteps of individual 3D brain volumes. The other three dimensions

represent the intensity of voxels in the brain. The temporal relation between

the scans recorded at different time steps is captured using a Recurrent Neural

Network (RNN) based architecture. We combine a CNN architecture with an

LSTM [48] network for the encoder as shown in Figure 3.16. We use three layers

of 2D convolution and batch normalization to learn the images’ spatial (struc-

tural) features, whereas the LSTM network understands the temporal relation

between the timesteps.

We use a specific self-supervised learning approach known as contrastive

learning [62] to learn data representations from unlabelled samples. The en-

coder shown in Figure 3.16 is pre-trained on a public dataset called BOLD5000

[21] as well as our custom dataset using contrastive learning. Many researchers

have opted for the BOLD5000 dataset as it is a large-scale, slow event-related

human fMRI study incorporating 5,000 real-world images as stimuli. It also ac-

counts for image diversity, overlapping with standard computer vision datasets,
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Figure 3.16: Spatio-temporal Model Architecture: CNN layers in the Encoder
extract spatial features while LSTM layers model the temporal relation of the
fMRI images followed by attention-based averaging over time [63].

making it ideal for transfer learning tasks.

In contrastive learning, two augmented versions are generated for every im-

age in a batch containing N samples, resulting in a total of 2N. Every sample’s

augmented version is considered the positive candidate, and their similarity is

encouraged to be maximum. In contrast, the model tries to minimize the pos-

itive and negative pair similarity. This condition is represented in Figure 3.17

with green and red double-headed arrows. We use cosine similarity to measure

the closeness between two samples in a batch. In addition, we apply extensive

spatial and temporal augmentation during training. As part of spatial trans-

formation, methods such as random affine, z-normalization, and re-scale inten-

sity were used. One arbitrary transformation is also used among random blur,

gamma, random motion, and random noise. Similarly, a random starting time

t is selected for temporal augmentation, and n consecutive scans are extracted.

Finally, the loss is calculated using a variant of the Noise Contrastive Estima-
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training on BOLD5000 dataset. The green arrows represent positive pairs and
red arrows represent negative pairs [63].

tion function (NCE) called InfoNCE, which is used when there is more than one

negative sample present during the learning process and is defined by equation

3.9.

Lin f oNCE = −log exp(sim(q,k+)/τ)
exp(sim(q,k+)/τ)+

∑K
i=0 exp(sim(q,ki)/τ)

(3.9)

where q represents the current sample, k+ represents the positive sample (aug-

mented version of q), and ki represents the negative samples (other samples in

the batch). τ represents the temperature coefficient, and sim represents the co-

sine similarity between two samples.

MoCo [54] is a contrastive learning technique that maintains a dictionary

queue of negative samples that is updated gradually during the training phase.
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Two encoders with the same architectural configuration are used; the main en-

coder Q (Query Encoder) is trained end-to-end on the sample pairs. The sec-

ond encoder (Momentum Encoder) shares the same parameters as Q. The mo-

mentum encoder generates a dictionary as a queue of encoded keys with the

current mini-batch enqueued and the oldest mini-batch dequeued. It gets up-

dated based on the parameters of the query encoder using an update parameter

called momentum coefficient as represented by equation 3.10. In equation 3.10,

m ∈ [0, 1) is the momentum coefficient. Only the parameters θq are updated by

back-propagation.

θk ← mθk + (1 − m)θq (3.10)

Region of Interest Analysis and Cognitive Fatigue Interactions

Based on the studies in [22, 36, 126, 37, 27], the striatum of the basal-ganglia

also known as caudate, the medial prefrontal cortex (mPFC), the anterior insula,

and the middle frontal gyrus (MFG) has been found to play a critical role in

functional connectivity of the fatigue network in the brain. Therefore, these

brain areas need to be analyzed thoroughly to understand activation regions in

the brain during cognitive fatigue.

Data analysis occurs in two steps. A whole-brain study is conducted first,

followed by a fatigue-interaction (FI) analysis where cerebral activity in the

brain is investigated in different regions of interest (ROIs):

• We train ML models for CF detection using the whole brain scan.
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• We apply several masks one at a time to the brain scans corresponding to

different selected ROIs before training the same ML models.

• We compare the performance of the ML models for each region of interest

against the whole brain scan.

Results and Discussion

Most publicly available datasets are preprocessed with a standard pipeline

for fMRI images. However, we used two different data versions to train the

models: one using the raw (unprocessed) version and the other using prepro-

cessed normalized version as obtained from the preprocessing pipeline in Fig-

ure 3.15. Furthermore, we used data from all four subjects in the publicly avail-

able BOLD5000 dataset for self-supervised pre-training of the Encoder model as

represented in Figure 3.17. In this case, we trained the encoder using MoCo [54]

algorithm and Adam optimizer on the public dataset. The pre-training was car-

ried out for a total of 200 epochs. The starting learning rate was set to 0.03 with

a weight decay factor of 10−4 and a momentum parameter of 0.9. The learning

rate was decayed by ten at 120 and 160 epochs, respectively.

Table 3.7: Performance results for different models on cognitive fatigue classifi-
cation task. Accuracies are calculated with 3-fold cross-validation. The encoder
model used is CNN+LSTM and is the same for all three approaches. For the
supervised approach, we add a linear layer at the end for classification.

Approach Data Format Dataset Used Accuracy
HC only TBI only Overall

Supervised
(Encoder + Linear)

Raw Ours 71.72
± 0.82

78.44
± 1.71

74.35
± 1.27

Supervised
(Encoder + Linear)

Pre-processed Ours 80.87
± 0.63

84.91
± 1.44

82.79
± 0.73

Self-supervised +
Fine-tuning

Raw BOLD5000 +
Ours

82.58
± 0.53

92.39
± 1.26

86.84
± 1.13

We split our supervised labeled dataset into train, validation, and test sets to
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train the deep learning models. The train set contained 70% of the dataset, while

the validation and the test datasets consisted of 15% each. The test set included

a mix of TBI and HC subjects and constituted more than 300 reported instances

during the N-back tasks. On the other hand, scans from all four subjects in the

BOLD5000 dataset were used to pre-train the model using the self-supervised

approach, as mentioned earlier. The primary encoder was initially trained on

our collected dataset separately using a supervised approach for benchmark-

ing. We used raw and preprocessed data for the supervised method to train

two different models, as shown in table 3.7. Finally, once the encoder was pre-

trained on the BOLD5000 dataset using the self-supervised algorithm, it was

fine-tuned on our dataset. The performance of the different models is presented

in table 3.8. The results show that the model pre-trained on the public dataset

(BOLD5000) and later fine-tuned on our dataset outperformed other supervised

methods.

One of the main objectives of analyzing different brain regions is to under-

stand and quantify the activity in those regions when a subject exerts effort in

the brain and fatigue increases. The higher the activation in an area, the more

significant its contribution towards the induction of CF. It can be made more

evident by testing the ML models on each selected brain region separately. To

achieve this, 3D binary masks of the same size as the original scan were gener-

ated that correspond to each brain region respectively. Next, they were applied

to the input scans using multiplication to prepare them for training. In this way,

each of the four areas mentioned above in the brain was used to train our ML

models and evaluated based on its sole ability to detect CF.

Table 3.8 highlights the performance of different models on detecting cog-

60



Table 3.8: CF Detection using Different Regions of Interest (ROIs) to identify
areas with most brain activity. Supervised model refers to (Encoder + Linear)
combination of layers trained on labeled data from our dataset where as SSL
refers to Self-supervised Model initially trained on BOLD5000 dataset and later
finetuned on our dataset.

Mask Used Data Format Model Accuracy

Caudate
Pre-processed Supervised 69.21%
Raw Supervised 62.33%

SSL 76.87%

Insula
Pre-processed Supervised 64.77%
Raw Supervised 62.12%

SSL 67.94%

MedialPFC
Pre-processed Supervised 73.78%
Raw Supervised 70.94%

SSL 78.92%

MFG
Pre-processed Supervised 75.29%
Raw Supervised 70.98%

SSL 79.13%

NONE
Pre-processed Supervised 82.79%
Raw Supervised 74.35%

SSL 86.84%

nitive fatigue when trained using scans from various regions in the brain. It is

prominent that the models perform better when the whole brain scan is used

than using only a part of the brain. However, it is interesting to note that some

regions in the brain provide more information than others when detecting cog-

nitive fatigue. In this case, the medial prefrontal cortex (mPFC) and the middle

frontal gyrus (MFG) seem to contribute way higher than the insula and slightly

more than the caudate. It indicates a higher functional activity in the brain’s

frontal portion during fatigue induction.

Since our dataset contains a mix of TBI and HC subjects, it is essential to un-

derstand the difference between the cerebral activity in the brain that induces

cognitive fatigue in both groups. Therefore, we compare the performance of

our ML models independently on data from each group. As shown in table 3.7,

when testing TBI and HC subjects separately, the models seem to perform bet-

ter on the TBI data. It could mean that the enhanced brain activations in the

TBI subjects made it easier for the model to predict cognitive fatigue compared
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to the scans from healthy subjects. However, the difference in the performance

is negligible, and the model seems to perform comparatively well on data from

both subjects, which makes it robust for all cases. Also, based on the score distri-

bution of TBI and HC subjects in Figure 3.14, TBI subjects seem to induce more

fatigue than healthy subjects.
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CHAPTER 4

ASSESSMENT OF COGNITIVE FATIGUE WITH MULTI-MODAL

SENSORS

In this chapter, we look into the current work that is being carried out and the

outline of the final dissertation.

4.1 Introduction

Fatigue is a state of weariness that develops over time and reduces an individ-

ual’s energy, motivation, and concentration. Fatigue can be classified into three

types: Acute fatigue is caused by excessive physical or mental exertion and is

alleviated by rest. Changes in circadian rhythm and daily activities influence

Normative fatigue. In contrast, Chronic fatigue is primarily caused by stress or

tension in the body and is less likely to be relieved by rest alone. While various

factors influence human fatigue in the real world, factors affecting sleep and the

circadian system have a high potential to contribute to fatigue [66].

Severe or chronic fatigue is usually a symptom of a disease rather than the

result of daily activities. Some conditions, such as Multiple Sclerosis (MS) [79],

Traumatic Brain Injury (TBI) [12], and Parkinson’s Disease (PD) [51], have fa-

tigue as a significant symptom. Physical and cognitive fatigue are the two types

of fatigue. Physical fatigue (PF) is most commonly caused by excessive physical

activity and is usually associated with a muscle group or a general feeling of

fatigue in the body [23]. Cognitive fatigue (CF), on the other hand, can occur

as a result of intense mental activity, resulting in a loss of cognition with de-
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creased attention and high-level information processing [94]. In the real world,

however, there is no clear distinction between what causes both types of fatigue.

Workers with heavy machinery, for example, may require both cognitive skills

and physical labor to complete a task that may induce both PF and CF simulta-

neously.

Researchers have previously attempted to assess both types of fatigue sep-

arately by approaching them differently. One of the most common methods of

studying fatigue is to analyze the participants’ subjective experience by having

them fill out surveys rating their current state of fatigue. Although these meth-

ods have successfully quantified human fatigue, they are frequently prone to

human bias and poor data collection methods. For example, an aviation study

[13] discovered that 70-80 percent of pilots misrepresented their fatigue level. As

a result, relying solely on a subjective measure from the participants may raise

safety concerns. It is where physiological sensors, which provide objective mea-

sures of fatigue, come into play. To study fatigue, data collected from sensors

such as electrocardiograms (ECG) [58], electroencephalograms (EEG)[65], elec-

trodermal activity/galvanic skin response (EDA/GSR) [32], and electromyo-

grams (EMG) [29] have been commonly used.

4.2 Multi-modal Physiological Sensory System

In a multi-modal sensory system, it is essential to figure out what variety and

combination of sensors contribute the most towards assessing cognitive fa-

tigue. A review of wearable and vision sensors [2] uncovers that motion (MOT),

electroencephalogram (EEG), photoplethysmogram (PPG), electrocardiogram
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(ECG), galvanic skin response (GSR), electromyogram (EMG), skin temperature

(Tsk), eye movement (EYE), and respiratory (RES) sensors are the most effective

for monitoring fatigue.

(a) (b) (c) (d)

Figure 4.1: Sensor placements on the human body (a) ECG: right shoulder, the
left and the right hip forming Einthoven’s triangle [38] (b) EDA/GSR electrodes
on the left shoulder to record the skin conductivity, (c) EMG electrodes record-
ing muscle twitches from the right calf, (d) EEG sensor positions in the 10-10
electrode system used by MUSE. It records data from the TP9, AF7, AF8, and
TP10 positions in the system.

In our preliminary work, we use a combination of four wearable sensors

(ECG, EDA, EMG, and EEG) as shown in Figure 4.1. A MUSE S headset (sec-

tion 2.3.1, Figure 2.3) is used to monitor the EEG signals of the participants.

On the other hand, Biosignal Plux kit [14] is integrated into a wearable shirt

(Figure 4.2) to simultaneously collect ECG, EDA, and EMG signals from the

participants. Fatigue can harm the cardiovascular system, endocrine system,

and brain. Therefore, these multi-modal signals help keep track of the subject’s

physical state and can provide quality information on whether the person is

feeling fatigued.
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Figure 4.2: A prototype of the sensor shirt (inside-out view): Physiological sen-
sors are embedded in the shirt and remain in contact with the subject’s torso
during data collection using adhesive tapes. Multiple sensory signals are col-
lected using different combinations of the sensors present. In this work, we do
not use the microphone, oximeter, and breathing band signals.

4.3 Experimental Setup

We build an experimental setup (Figure. 4.3) around our custom-built wear-

able t-shirt (presented in Figure. 4.2) to record physiological data using the at-

tached sensors and a MUSE S headband (as shown in Figure. 2.3). In Figure.

4.2, although additional sensors are connected to the shirt, such as Microphone,

Breathing Band, and Oximeter, we ignore these signals for fatigue detection as

they are not significant for cognitive assessment. The suit uses a stretchable Un-

der Armour shirt [5]. The advantage of using a shirt with embedded sensors is

its ease of use during data collection and practical applications during day-to-

day use. In addition, the sensors are hidden behind a detachable covering, so
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they can easily be removed while washing the shirt. In two separate study ses-

sions, we collected data from 32 healthy people (18-33 years old, average age 24

years, 28/72% female/male). In addition, brain EEG signals are recorded using

a MUSE S headband sensor. Participants are asked to wear the t-shirt and the

MUSE headband throughout the experiment.

Figure 4.3: System Flow Diagram for CF Detection: Data collection using the
sensors attached to the t-shirt (named PNEUMON) and MUSE S worn by a par-
ticipant while performing the tasks presented in Figure. 4.4. Features extracted
from the recorded signals are used to train ML models to detect the state of CF
[64].

The depicted architecture in Figure 4.3 represents a real-time machine learn-

ing system designed for the detection of both physical and cognitive fatigue.

The data extraction component retrieves sensor data from the PNEUMON T-

shirt, encompassing parameters like heart rate, respiratory rate, and body tem-

perature. Subsequently, relevant features for fatigue detection are extracted

from this sensor data. For instance, it might include metrics such as the average

heart rate over the past minute or heart rate variability.

A machine learning algorithm is then deployed to predict fatigue based on

the extracted features, trained on data from individuals known to be either

fatigued or not fatigued. Following the prediction, personalized feedback is
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Figure 4.4: Flow diagram of the tasks performed by a participant.

provided to the user in the form of a fatigue score, enabling them to monitor

changes in their fatigue levels over time. This versatile system finds applica-

bility in various settings such as workplaces, schools, and sports facilities. Its

utility lies in aiding individuals to recognize and manage their fatigue levels,

consequently enhancing safety, performance, and overall well-being.

4.4 Data Collection

Figure 4.5: Graphical User Interface built for the N-Back tasks with an example
image of a letter during a game round on the right.
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As shown in Figure 4.4, we first collect baseline readings from the sensors

while the subject stands still for a minute. Then, since the experiment is focused

on inducing cognitive fatigue (CF), the participants are asked to perform mul-

tiple sets of N-back tasks (section 2.1.1). Next, a GUI for the N-back game is

developed, as shown in Figure 4.5. In the N-back tasks, the subject is shown a

series of letters, one after the other. The goal is to determine whether the cur-

rent letter matches the letter presented N steps back. If it does, the subject must

perform the specified action (pressing the space bar on the keyboard). Further-

more, they are also asked to run for 2 minutes on a treadmill (speed - 5mph,

incline - 10%) to induce physical fatigue (PF). Again, it is done to study the ef-

fects of physical activity on CF. The signals from the sensors are recorded after

each block of activity presented in Figure 4.4.

The study is divided into two sessions on separate days for each participant.

Each subject is asked to come in the morning for one session and in the evening

for another. It eliminates the effect on the data caused by the time of the day.

The tasks performed in both sessions are identical, the only difference being

the order in which they are done. The first session follows the flow depicted

in Figure. 4.4, whereas the cognitively challenging 2-Back game is performed

before the physical task in the second session. It dismisses PF’s reliance on CF

and allows us to collect more robust data for analysis. Each round of 0-back

and 2-back tasks lasted between 80.4 seconds and 144.3 seconds, respectively

(on average) during the data collection process.

Participants are asked to complete a brief survey indicating their current

physical and cognitive fatigue levels following each task. In addition, they re-

ported visual analog scale (VAS) scores ranging from 1 to 10 for the following
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questions:

1. Describe your overall tiredness on a scale of 1-10.

2. How physically fatigued/tired do you feel on a scale of 1-10?

3. How cognitively fatigued do you feel on a scale of 1-10?

4. How sleepy or drowsy do you feel on a scale of 1-10?

4.5 Data Processing

4.5.1 EEG

We employed the MUSE S headset to capture EEG signals while subjects en-

gaged in various tasks throughout the experiment. The headset features four

electrodes (AF7, AF8, TP9, TP10) placed on different regions of the head, as

illustrated in Figure. 4.1(d). EEG signals serve as a measure of electrical activ-

ity in the brain, commonly decomposed into five frequency bands: alpha, beta,

delta, gamma, and theta, as depicted in Figure. 4.6. Each band corresponds to

a distinct brain state; for instance, delta waves (0.5 Hz to 4 Hz) emerge during

deep sleep, while beta waves (13 Hz to 30 Hz) are indicative of active thinking.

Similarly, alpha waves (8-12 Hz) are associated with normal awake conditions,

gamma waves (30-80 Hz) with sensory perception integration, and theta waves

(4-7 Hz) with drowsiness and early stages of sleep. To prevent power line inter-

ference on the signals, frequencies in the range of 50-60 Hz were preprocessed.

The MUSE SDK facilitated the streaming of various EEG bands and raw sig-

nals through a UDP server, with data recorded from all four electrodes into a
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Figure 4.6: Raw Amplitude plot of Frequency bands extracted from the elec-
trode at AF7 position (on MUSE) from a sample raw EEG signal from one of the
subjects. The readings were collected during one of the 2-Back tasks undergoing
for a little under 3 minutes.

CSV file. For feature extraction, we applied the sliding window technique to

calculate statistics such as mean, standard deviation, minimum, maximum, and

median for each band from the corresponding electrodes.

4.5.2 ECG, EDA, and EMG

In the wearable T-shirt, illustrated in Figure. 4.2, physiological sensors were

integrated to concurrently capture ECG, EDA, and EMG signals throughout

the experiment. Given that fatigue can impact the cardiovascular system, en-

docrine system, and brain, these multi-modal signals serve to monitor the sub-

ject’s physical state and offer valuable insights into their fatigue levels.
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ECG signals reflect changes in the cardiovascular system by capturing the

heart’s electrical activity. Characterized by fiducial points labeled P, Q, R, S, and

T, ECG provides essential information about cardiac pathologies [114]. Studies

indicate that fatigue influences the cardiovascular response [98]. Einthoven’s

triangle approach, utilizing three limb leads in an imaginary triangle, was em-

ployed for ECG signal recording [38], aiding in the identification of incorrect

sensor lead placement.

In contrast, EDA (also known as galvanic skin response or GSR) gauges sym-

pathetic nervous system activity, dependent on physiological and emotional ac-

tivation, by measuring skin conductivity. EDA signals offer insights into emo-

tional states, allowing the identification of psychological or emotional arousal

episodes. EMG signals, capturing voltage changes during muscle contraction

and relaxation, reveal muscle activity alterations influenced by fatigue [116].

To mitigate unwanted noise in ECG signals, the Pan and Tompkins QRS

detection algorithm was employed [100]. Signal cleaning involved a high-

pass Butterworth filter with a fixed cutoff frequency of 0.5 Hz, followed by a

notch filter to eliminate components at 50 Hz and prevent power line interfer-

ence. RR intervals were extracted from the signals, outliers were removed, and

missing values were interpolated linearly. Subsequently, 113 time-domain and

frequency-domain features, including heart rate variability (HRV) metrics, were

extracted for training machine learning models.

EDA signals underwent a low-pass Butterworth filter with a 3 Hz cutoff fre-

quency. The phasic component, representing faster-changing elements due to

stimuli, was extracted for analysis. Skin Conductance Response (SCR) peaks

were identified as features from the cleaned EDA signals. Time-domain and
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frequency-domain features were similarly extracted from EMG signals. The

Neurokit2 package [90] facilitated most of the feature extraction for all three

signals.

4.6 Data Analysis and Results

(a) (b) (c) (d) (e)

Figure 4.7: Likert plots for survey responses from subjects after each block of
tasks (before taking the sensor readings) as shown in Figure. 4.4. (a) Initial sur-
vey at the start of the session showing that less to no fatigue was found in most
of the participants. (b) Response after the first 0-Back task and before sensor
reading 2 showed a slight increase in CF for some participants. (c) Response
after the treadmill task verifying that PF is induced in most of the participants.
(d) Response after the first 2-Back task indicating a prominent increase in CF (e)
Shows that CF continues to be persistent even during the easier 0-Back task [64].

Figure. 4.7 visualizes the distribution of self-reported VAS scores after each

task. We divide the scores from 1 to 10 into three categories for simplified visu-

alization: None (<4), Moderate (≥ 4 and =7), and Extreme (>7). We found that

most participants gradually began to feel cognitively fatigued as they kept per-

forming each task block. In fact, after the fourth block, CF appears to be induced

in more than 80% of the subjects (Figure. 4.7 (d)), supporting the hypothesis on

which the experimental setup is based. Similarly, as shown in Figure. 4.7(c), the

physical task manages to induce at least moderate PF in more than 90% of the

subjects (c). Thus, data collected during the fourth and fifth blocks of the study

are considered a state for CF in the participants, whereas data collected imme-

diately following the physical task is regarded as a PF condition. We expect to
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have some biases in the subjective scores collected. However, the participants’

overall performance indicates the experiment stands a success.

We derived 100 statistical features from EEG signals and a combined set of

169 features from ECG, EDA, and EMG to train the machine learning models.

Responding to participant feedback (as depicted in Figure. 4.7), data obtained

from sensor readings 1, 2, and 3 (prior to the 2-Back tasks illustrated in Figure.

4.4) were categorized as the ”No CF” condition. Conversely, data recorded dur-

ing the final two readings (4 and 5, i.e., post the 2-Back rounds) were labeled

as ”CF” conditions. Similarly, data acquired immediately after the physical task

(sensor reading 3) was designated as a ”PF” condition when subjects were sta-

tionary. Notably, readings 4 and 5 were excluded from PF analysis.

For training purposes, rather than processing the entire signal block for a

task as a singular input, we segmented the time signal into multiple slices based

on different window sizes (5 seconds, 10 seconds, and 20 seconds). Each signal

slice retained the original signal’s label, and features were extracted, augment-

ing the volume of input data for ML model training. Nonetheless, the models

were also evaluated using entire signal blocks as inputs. Likewise, during in-

ference, the input signal was subdivided into smaller slices, adhering to the

window size chosen during training. Each slice was individually classified by

the model, and the entire signal block was ultimately classified based on the pre-

dominant class among the classified slices. This technique enhances the model’s

resilience to noise or outliers in the signals, as the impact of noise in certain slices

may not significantly influence the final classification outcome.

The complete dataset was randomly partitioned into training (70%, 22 sub-

jects), validation (15%, five subjects), and test (15%, five subjects) sets. Stratified
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Table 4.1: Detection of Cognitive Fatigue (CF) with EEG Features only

Model Accuracy (Window Size) Avg. Recall5s 10s 20s Full Block
Log Reg. 69.7% 72.6% 71.3% 62.3% 0.76

SVM 73.1% 73.3% 71.7% 69.4% 0.81
RF 72.3% 81.9% 79.1% 76.3% 0.89

LSTM 69.8% 71.8% 73.8% 81.9% 0.82

Table 4.2: Detection of Cognitive Fatigue (CF) with ECG + EDA + EMG Features

Model Accuracy (Window Size) Avg. Recall5s 10s 20s Full Block
Log Reg. 69.8% 70.1% 67.2% 65.3% 0.69

SVM 71.2% 71.7% 70.8% 70.1% 0.73
RF 74.8% 76.3% 72.1% 70.9% 0.71

LSTM 62.2% 63.7% 68.9% 70.1% 0.69

Table 4.3: Detection of Physical Fatigue (PF) with ECG + EDA + EMG Features

Model Accuracy (Window Size) Avg. Recall5s 10s 20s Full Block
Log Reg. 72.2% 72.2% 68.2% 62.9% 0.74

SVM 76.1% 79.6% 75.2% 73.1% 0.86
RF 79.9% 80.5% 77.6% 77.2% 0.88

LSTM 64.2% 64.8% 62.7% 68.9% 0.79

Table 4.4: Detection of Cognitive Fatigue (CF) with EEG + ECG + EDA + EMG
Features

Model Accuracy (Window Size) Avg. Recall5s 10s 20s Full Block
Log Reg. 64.0% 66.9% 66.1% 60.4% 0.69

SVM 70.3% 74.6% 74.5% 70.3% 0.79
RF 67.9% 77.2% 76.8% 74.5% 0.81

LSTM 71.3% 74.2% 74.8% 84.1% 0.90

sampling was employed during the dataset split to address any potential im-

balance. Additionally, a 5-fold cross-validation was conducted for each of the

four machine learning models: Logistic Regression (Log Reg.), Support Vector

Machines (SVM), Random Forest (RF), and Long Short-Term Memory (LSTM)
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recurrent neural network. Various combinations of features extracted from the

signals were utilized for physical and cognitive fatigue prediction.

Given that EEG signals capture brain activity linked to cognitive functions,

the initial focus involved using features exclusively extracted from EEG data

for predicting cognitive fatigue (CF), as outlined in Table 4.1. Similarly, models

predicting both cognitive and physical fatigue (PF) were trained using features

derived from physiological sensors (ECG, EDA, and EMG), as detailed in Ta-

bles 4.2 and 4.3. Ultimately, features from all data modalities were combined

and normalized for CF detection, as depicted in Table 4.4. Principal Compo-

nent Analysis (PCA) [115] was applied to reduce dimensions to 189 features for

optimal ML model performance in the results presented in Table 4.4.

The initial three models (Log Reg., SVM, and RF) were trained using features

extracted from the signals. In contrast, the LSTM model (with 256 hidden layers)

was trained directly on raw signals, as it is proficient in processing time-series

data. The LSTM models were trained using a window-based approach, with the

input size for EEG signals set at t x 20 x 1 (five frequency bands from each of

the four electrodes). Conversely, ECG, EDA, and EMG signals were combined

to form t x 3 x 1 inputs. Finally, the LSTM was trained on t x 23 x 1 inputs for all

combined signals, where ”t” represents the number of timesteps in the signal,

varying based on the chosen window size.

The average recall (Avg. Recall) featured in all four tables signifies the av-

erage recall for the ”Fatigue” condition (either cognitive or physical) attained

through 5-fold cross-validation for each model. The optimal value achieved for

each model across various window sizes was selected. Notably, in Table 4.1, RF

demonstrates superior performance in CF prediction, with an accuracy of 81.9%
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Table 4.5: Comparison of different models with the state-of-the-art algorithms

Fatigue Type Model Accuracy Avg. Recall Ref.
Physical RF 71.85 0.72 [86]
Physical cCNN + RF 71.40 0.73 [86]
Physical RF (Ours) 80.50 0.88 Table 4.3

Cognitive RF 64.69 0.65 [86]
Cognitive RF 66.20 0.66 [86]
Cognitive LSTM

(Ours)
84.1 0.90 Table 4.4

and correctly identifying CF conditions 89% of the time. The emphasis on re-

call is crucial, given our primary objective of accurately detecting actual fatigue

conditions in subjects and minimizing false negatives.

Furthermore, RF exhibits a notable edge when trained with features from

ECG, EDA, and EMG to identify both CF and PF, achieving respective accura-

cies of 76.3% (recall=0.71) and 80.5% (recall=0.88). Notably, the 10s window size

proves optimal for feature-based models, while the LSTM model excels when

provided with the entire signal block, as evident in Table 4.4. The amalgamation

of all four modalities processed directly with an LSTM network eliminates the

need for feature engineering and yields the best results for CF detection.

In a comparative context, Luo et al.’s study [86] is the only one addressing

fatigue detection in human subjects using wearable sensors. Their pilot study

explores various digital data sources related to physical activity, vital signs,

and other physiological parameters, examining their correlation with subject-

reported non-pathological physical and mental fatigue in real-world scenarios.

A performance evaluation against their methodology, as presented in Table 4.5,

reveals that our approaches outperform theirs in detecting both physical and

cognitive fatigue, with RandomForest (RF) and LSTM models, respectively.
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4.7 EEG-based Cognitive Fatigue Detection

In one of our studies [70], we delved into EEG data to identify cognitive fa-

tigue in participants. The investigation focused on the correlation between self-

reported, non-pathological cognitive fatigue and physiological multi-variate

time-series data obtained from a MUSE EEG sensor device worn by healthy sub-

jects. Various machine learning and deep learning approaches, such as Support

Vector Machines (SVM) and Convolutional Neural Networks (CNNs), were em-

ployed for time series classification.

Figure 4.8: Experimental Setup that includes a VR game to induce cognitive
fatigue in the participants along with the traditional N-back tasks.

As discussed earlier (see Section 4.5.1), raw timeseries EEG data was initially

transformed into individual spectral components using Fast-Fourier Transform

(FFT). The primary goal of this research was to ascertain the presence of cogni-

tive fatigue solely through EEG readings.
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Figure 4.9: EEGNet architecture [81]

Two classification methods: SVM and EEGNet [81] were utilized to predict

the classification labels. SVM models were trained using features extracted from

the spectral components of the EEG data, achieving a maximum accuracy of

68%. Conversely, as depicted in Figure 4.9, causal EEG features were employed

to train the convolutional network (EEGNet). The rationale behind selecting

EEGNet was its ability to deliver high performance with limited training data

and a modest number of model parameters. The Scikit-learn package in Python

[106] was employed for model training on hardware consisting of an Intel Core

i7-8750 quad-core CPU with 16 GB of RAM and an NVIDIA GTX 1060 GPU.

The dataset was partitioned into 60% for training, 20% for validation, and

20% for testing. For EEGNet, a filter length of 128 and a dropout rate of 0.2

were chosen. The kernel length was set to half of the sampling rate (256 Hz).

Training utilized the Adam optimizer with a learning rate of 0.00001, a batch

size of 16 for 500 epochs, resulting in the optimal performance with an accuracy

of 91.40%. Precision, recall, and specificity values were reported at 0.91, 0.92,

and 0.91, respectively.
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Figure 4.10: Percentage of CF inducing tasks according to user survey

Figure 4.11: Classification Accuracy comparison between SVM and EEGNet
models

The data presented in Figure 4.10 unmistakably indicates that participants

experienced greater cognitive fatigue during two specific tasks: the VR game

and the N-back task. The incorporation of the VR game aimed not only to en-

hance the experimental enjoyment but also to impose a higher cognitive load
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(a) Validation Accuracy (b) Validation Loss

Figure 4.12: Validation accuracy and validation loss of EEGNet

Figure 4.13: ROC Curve

on the participants, presenting a promising technique for analyzing an indi-

vidual’s cognitive state [4]. Within the VR task, participants engaged in two

rounds of the Beat Saber game while wearing the Meta Quest 2 headset. This

VR rhythm game involves participants slashing beats to exhilarating music as

they approach, all within a futuristic virtual environment. According to user

survey results, the VR task emerged as the most significant contributor to cog-

nitive weariness among participants.
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4.8 Discussion and Applications

This research presents an innovative method that utilizes a unique combination

of physiological sensors (ECG, EDA, EMG) and brain sensors (EEG) to simulta-

neously identify cognitive fatigue (CF) and physical fatigue (PF). The designed

task flow for data collection effectively induced CF (reported by over 80% of

participants) and PF (reported by over 90% of participants), as evidenced by

subjective Visual Analog Scale (VAS) scores. While the Random Forest classifier

excelled in detecting PF, the LSTM model demonstrated significant success in

predicting CF, eliminating the need for extensive data preprocessing and feature

extraction. Overall, even the top-performing models in the system exhibited

minimal failure rates, detecting actual PF in less than 12% of cases (recall=0.88)

and CF in less than 10% (recall=0.90), showcasing promising outcomes. Further-

more, our models outperformed state-of-the-art approaches in detecting cogni-

tive and physical fatigue. Future research directions will explore integrating

visual sensor data to analyze facial expressions and gait movements, enhancing

fatigue prediction. The inclusion of subjects with severe conditions impacted by

fatigue can further enrich the study, aiding in the detection of symptoms related

to those diseases.

This research holds significant promise for various practical applications. An

immediate application is in the realm of human performance optimization, par-

ticularly in work environments where cognitive and physical fatigue can impact

productivity and safety. Industries such as aviation, healthcare, and manufac-

turing could benefit from real-time fatigue monitoring to prevent errors and ac-

cidents. Additionally, the integration of physiological and brain sensors opens

avenues for personalized health monitoring and wellness programs. Athletes
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and fitness enthusiasts could utilize this technology to optimize training regi-

mens by understanding the interplay between cognitive and physical fatigue.

Finally, our our main focus is to deploy the system to provide assistive

care using robots for individuals with disabilities and mobility issues. For

example, a robot could assist someone with motor impairments in performing

daily tasks, such as preparing lunch. While current research mainly empha-

sizes safe Human-Robot Cooperation (HRC) in industrial settings to ensure the

well-being of human collaborators, there is a noticeable gap in investigating the

cognitive or mental state of individuals engaging with robots on a daily basis.

Our specific focus lies in empowering assistive robots to evaluate the Cognitive

Fatigue (CF) level of their human counterparts. Moreover, the potential inte-

gration of visual sensor data to analyze facial expressions and gait movements

could extend the system’s utility to mental health applications, aiding in the

early detection of fatigue-related symptoms in individuals with conditions such

as chronic fatigue syndrome or neurological disorders. Overall, the system’s in-

novative approach has broad implications for enhancing human performance,

safety, and well-being across various domains.
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CHAPTER 5

APPLICATION: ASSISTIVE ROBOTIC SYSTEM FOR COGNITIVE STATE

ASSESSMENT IN INDIVIDUALS WITH SPINAL CORD INJURY

5.1 Introduction

This chapter delineates the practical application of our research in evaluating

cognitive fatigue to design and create a comprehensive personalized assistive

robotic system named iRCSA (Intelligent Robotic Cooperation for Safe Assistance).

The primary objective of this system is to recognize, assess, and respond to

Cognitive Fatigue (CF) levels in individuals with Spinal Cord Injury (SCI) dur-

ing human-robot cooperation (HRC) tasks. With the increasing prevalence of

robotics and Artificial Intelligence (AI), assistive robots hold immense potential

for enhancing the independence and quality of life for individuals with disabil-

ities. While existing research primarily concentrates on ensuring safe HRC in

industrial settings, there exists a significant gap in comprehending the cogni-

tive states of individuals interacting with robots in their everyday lives.

To bridge this gap, we integrate our multi-sensory system for detecting par-

ticipants’ CF levels and an assistive robot capable of providing corresponding

support. Alongside physiological data (ECG, EDA, and EEG), audio and video

data are gathered from individuals on wheelchairs during our pre-designed

HRC tasks. Employing advanced machine learning algorithms, relevant fea-

tures are extracted from the collected data, automatically evaluating the indi-

vidual’s CF level. Based on this evaluation, the iRCSA system dynamically

adjusts the robot’s behavior to provide personalized support. However, our

primary focus in this preliminary work is to understand the cognitive state of
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the participants during HRC tasks.

The development and evaluation of iRCSA adheres to the Participatory Ac-

tion Research (PAR) approach, involving SCI subjects at every stage of the

project. Their invaluable insights and feedback is taken to ensure the accept-

ability and usability of the proposed system. HRC scenarios, encompassing

daily tasks such as cooking and preparing for work, are orchestrated to facilitate

cooperative interactions between individuals with SCI and the assistive robot.

The potential outcomes of this research are significant, promising to elevate the

quality of life for individuals with SCI by enabling assistive robots to compre-

hend and respond to their cognitive state. By addressing the cognitive aspect of

HRC, the iRCSA system stands to enhance the safety, efficiency, and effective-

ness of assistive robotic systems in delivering support and care to individuals

with SCI.

In this chapter, we conduct a thorough examination of the design of our

assistive robotic system, explaining the functionality of each module: the mo-

bile robot assistant, physiological sensor setup, facial expressions recording,

and speech recognition. As this study is in its initial stages, our emphasis

lies on detailing the design, methodology, data collection, and labeling pro-

cesses. Additionally, we validate our cognitive fatigue assessment system as

introduced in Chapter 4 through a preliminary analysis of the gathered sam-

ple data. Recognizing that this work is ongoing, we wrap up by delineating

potential applications and proposing directions for future research.
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5.2 System Design

In this section, we delve into the specifics and design of the experimental setup,

as depicted in Figure 5.1. We have formulated a system in which participants

engage in two Human-Robot Collaboration (HRC) tasks featuring robotic assis-

tance, designed to simulate real-world situations. These tasks, namely Cooking

Pasta Sauce and Getting Ready for Work, are aimed at assisting wheelchair-

bound participants in the performance of everyday activities. To ensure the

seamless execution of these tasks, a robotic manipulator, illustrated in Figure.

5.2, is utilized to fetch objects for participants as required.

Figure 5.1: System Design: A robotic system that can monitor the user’s cogni-
tive state using physiological, vision, and audio sensors and adapt its behavior
accordingly.

The robotic system is intricately linked with a multi-sensory system to gather

physiological data, facilitating the assessment of participants’ cognitive fatigue

states. Furthermore, a speech assistant module is incorporated to aid partici-
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pants in interacting with the robot using natural language. The entirety of the

participant’s activity, encompassing facial expressions, is recorded through RGB

cameras.

Figure 5.2: Experimental Setup: (a) Overview and (b) A subject on wheelchair
performing the simulated task–Cooking Pasta Sauce

The experimental arrangement is depicted in Figure. 5.2, featuring two ta-

bles: one designated for task execution by the subject and the other for the ar-

rangement of required items. The figure highlights the ingredients required for

the Cooking Pasta Sauce task. In this task, participants receive a list of cooking

ingredients (such as tomato sauce, mushrooms, salt, etc.) to memorize before

initiating the task. Subsequently, they direct the robot to retrieve each ingredi-

ent individually, commencing the pasta sauce cooking process. The sequence

and quantity of ingredients fetched by the robot entirely hinge on the partic-

ipant’s instructions. Similarly, in the Getting Ready for Work task, the robot

assists the participant in procuring six common items essential for preparing to

leave for work. These items include a cellphone, laptop, headphones, keys, etc.

87



Figure 5.3: Cognitive Fatigue (CF) assessment and personalized Human-Robot
Cooperation (HRC).

5.2.1 Mobile Robot Assistant

The mobile robotic assistant module within our system consists of two key com-

ponents: the Summit XL omnidirectional mobile robot and the 7-DOF Franka

Emika Panda robotic manipulator, commonly known as the Panda arm. The

Summit XL robot enables agile and versatile movement in confined spaces.

Atop its base, the Panda arm is equipped with a 2-finger gripper capable of

handling objects with dimensions of up to 80mm in width and a weight of up

to 3 kg.
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For precise interactions with objects and enhanced safety in close proximity

to humans during collaborative tasks, the Panda arm is fitted with torque sen-

sors on each joint. Additionally, an RGBD camera is integrated into the robotic

arm, improving its ability to grasp and pick up objects by providing visual in-

formation.

To facilitate navigation and interaction, the robot base is outfitted with Li-

DAR sensors and cameras. This sensor suite assists the robot in perceiving its

surroundings and navigating through the environment effectively. Participants

can guide the robots through predefined sequences of actions or make real-time

adjustments using spoken commands, enabling intuitive and dynamic interac-

tion with the mobile robotic assistant module.

5.2.2 Physiological Sensor Setup

Our human-centric framework incorporates a diverse array of physiological

sensors seamlessly integrated into a multi-sensory system. This system is adept

at collecting electroencephalogram (EEG), electrocardiogram (ECG), and elec-

trodermal activity (EDA). These physiological sensors play a crucial role in eval-

uating cognitive fatigue (CF) levels during Human-Robot Collaboration (HRC)

scenarios. The PLUX Biosignals sensor module [14] is utilized for gathering

ECG and EDA data, while the Muse S headset [96] is employed for collecting

EEG signals. These sensors actively monitor electrical activity in the heart, skin,

and the brain and are significant in detecting the cognitive state of a person

[86, 64, 70].

During various tasks performed by subjects, EEG signals are captured us-
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ing the Muse S headset, which features four electrodes (AF7, AF8, TP9, TP10)

strategically positioned on different areas of the head. The EEG signals pro-

vide quantifiable data on brain electrical activity, categorized into five frequency

bands: alpha, beta, delta, gamma, and theta, each corresponding to a distinct

brain state. As illustrated in Fig. 1.2, electrodes for ECG and EDA from the

PLUX Bluetooth module are attached to different points on the body, with red

and white dots denoting the front and the black dot denoting the back. Both

the Muse headset and the PLUX module are connected to the ROS system via

Bluetooth, ensuring a continuous stream of data to their respective topics.

5.2.3 Facial Expressions

In addition to physiological sensors, our setup incorporates two types of camera

sensors to meticulously capture the physical activities and facial responses of in-

dividuals with spinal cord injury (SCI) as they engage in their daily tasks. These

RGB-D cameras, equipped with both color and depth capabilities, are designed

to provide a comprehensive view of the environment. One camera focuses on

capturing the overall activity area (the table) where the participant performs

tasks, while the other offers a close-up, dynamic view of the participant during

the Cooking Pasta Sauce and Getting Ready for Work tasks.

An additional aim of our system is to extract vital features such as human

body position and facial landmarks by leveraging advanced libraries like Open-

Pose [19] and OpenFace [8]. Recognizing human activity is pivotal, and our

system endeavors to predict and interpret captured behaviors using robust com-

puter vision algorithms. These inferred actions can provide crucial insights into
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cognitive fatigue levels, especially during interactions with the robot. For ex-

ample, by monitoring eye motion, blink rate, and utilizing facial landmarks, we

can discern different eye movement patterns, which serve as essential indica-

tors of cognitive fatigue. However, it’s important to note that the exploration of

vision data goes beyond the scope of our preliminary work.

5.2.4 Speech Recognition Module

To facilitate communication between humans and the robot, we integrate a

speech recognition module for receiving commands from participants and

controlling the mobile robot. The speech recognition pipeline, implemented

through the Google Cloud Speech library for Python 1, involves the following

steps: i) adapting to ambient noise, ii) recognizing a trigger word and identi-

fying the task keyword, and iii) dispatching the pick-and-place command to

the robotic system. In the initial step, the speech recognizer adapts to ambient

environmental noise for 0.5 seconds to improve speech command recognition

in subsequent steps. During the command recognition stage, participants are

instructed to:

• Begin by saying, ”Hi/Hey Robot” to prompt the robot to listen to the com-

mand,

• Subsequently, state, ”I would like to get an item name” as the command to

instruct the robot to fetch the specified item.

Items are fetched one at a time, with the robot initiating the task by respond-
1https://cloud.google.com/speech-to-text/docs/

speech-to-text-client-libraries
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ing with ”Sure, fetching item name for you.” After delivering the item to the

designated location, the robot notifies the user of task completion. The prede-

termined items for the ”Cooking Pasta Sauce” and ”Getting Ready for Work”

tasks are fixed and include:

• Cooking Pasta Sauce: pasta, cheese, carrots, tomato sauce, green beans, mush-

rooms, garlic, chili, butter, salt, bell pepper, and corn

• Getting Ready for Work: cellphone, coffee, keys, calculator, laptop, and head-

phones

Upon issuing the command, we capture both the speech audio and tran-

scribed text commands that can be used to facilitate the downstream cognitive

fatigue detection task in the future. The speech audio is stored in WAV format,

while the transcribed text is obtained from the Google Cloud Speech library and

saved in CSV format. The rationale behind collecting speech data from partici-

pants is rooted in previous studies indicating that fatigue can lead to potential

dangers, accidents, or a decline in life quality [49, 33].

5.3 Experimental Phases

The experimental study is structured into three distinct phases, each aimed at

systematically assessing the impact of cognitive fatigue on performance. In

the initial phase, participants commence the experiment in a rested state, de-

void of cognitive load. During this baseline phase, physiological measurements

(ECG, EMG, and EEG) and facial expressions are recorded through cameras.
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The baseline data is crucial for normalizing signals for each participant. Fol-

lowing this, participants engage in N-Back tasks (2-Back) known for inducing

cognitive fatigue and mental workload [99]. After each N-Back round, partici-

pants complete a VAS-F questionnaire, gauging their level of cognitive fatigue.

Once moderate cognitive fatigue is induced, participants perform daily tasks

(cooking pasta and getting ready for work). The severe cognitive fatigue phase

is initiated when the VAS-F score surpasses 70, prompting participants to repeat

the daily tasks.

Throughout the Cooking Pasta and Getting Ready for Work tasks, physio-

logical signals and facial expressions are continuously recorded as participants

interact with the robotic system. The robot aids participants in task completion,

responding to speech commands issued by the participant. All data modali-

ties are captured during these tasks, resulting in a comprehensive dataset for

analysis.

5.4 Data Collection and Labeling

The recruitment of participants was a collaborative effort between the Student

Access & Resource (SAR) and the Office of Accessible Education (OAE) at the

university. Specifically, we reached out to members of the UTA basketball team

who use wheelchairs, also known as the MovinMavs. For our initial study, we

invited eight participants, ensuring a balanced representation by sex. The pri-

mary objective was to gather feedback on the design of two Human-Robot Col-

laboration (HRC) tasks: Cooking Pasta Sauce and Getting Ready for Work.

Participants, assisted by the mobile robot assistant, engaged in these daily ac-

93



tivities and interacted with the robot using natural language (English) through

speech. The study was structured to assess task performance at three distinct

phases of cognitive fatigue: baseline, moderate, and severe.

Cognitive fatigue was induced through multiple rounds of N-back tasks,

with participants completing a minimum of six rounds. Additional rounds were

administered if the desired level of severe fatigue was not reached. The VAS-F

questionnaire gauged the level of cognitive fatigue experienced by participants

after each N-back task. Physiological sensor data, collected using Muse EEG

headbands, ECG sensors, and Bioplux EMG sensors, provided insights into cog-

nitive workload, heart rate variability, and skin sensitivity, respectively. Facial

expressions captured by a camera will be used to analyze signs of stress, fa-

tigue, and changes in emotional state. Speech commands were recorded and

can be used to assess variations in participants’ vocal characteristics, potentially

correlating with cognitive fatigue levels.

Sensor data were synchronized using timestamps from the robot operating

system (ROS). Preprocessing steps were applied to EEG, ECG, and EDA data to

eliminate noise, artifacts, and baseline shifts. Spectral analysis was conducted

on EEG data to extract cognitive load-related frequency bands. ECG data were

processed to compute heart rate variability parameters, and EDA data were fil-

tered and normalized for skin conductivity quantification.

The VAS-F questionnaire, providing subjective cognitive fatigue scores be-

tween 0-100, offered a general rating of overall fatigue intensity perceived by

participants. Scores below 40 were categorized as No Fatigue (< 40), those be-

tween 40 and 70 as Moderate Fatigue (> 40 and < 70), and anything surpassing

70 as Severe/Extreme Fatigue (> 70). The VAS-F scores served as a benchmark
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for evaluating the effectiveness of induced cognitive fatigue and validating the

multi-modal data analysis.

5.5 Preliminary Analysis

The primary focus of this study is the detection of participants’ cognitive fa-

tigue states during Human-Robot Collaboration (HRC) tasks. Although vi-

sion data, speech transcriptions, and robot state are recorded during the exper-

iments, their primary role is to contribute to the development of an interven-

tion system, a topic that will be explored in future research. In this section, we

outline the pre-processing pipeline for physiological signal data and delve into

their significance in identifying the three pre-defined levels of cognitive fatigue.

For the detection of different levels of cognitive fatigue, 100 statistical fea-

tures are extracted from EEG signals, and 129 combined features are derived

from ECG and EDA signals. These features encompass a variety of aspects

at different frequency levels, such as peaks, rates, onsets, offsets, and more.

Rather than processing the entire signal for a task as a single input, we parti-

tion the temporal signals into multiple slices based on various window sizes (5

seconds, 10 seconds, and 20 seconds) for training the machine learning models.

Each signal slice inherits the same label as its parent signal, and features are

then extracted. This approach increases the volume of input data points for ML

model training. However, we also evaluate the models using complete signal

blocks as inputs. Similarly, during inference, the input signal is subdivided into

smaller slices based on the window size established during training. Each slice

is classified individually by the model, and ultimately, the entire signal block is
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classified based on the predominant class among the classified slices. This tech-

nique enhances the model’s resilience to noise or outliers in the signals, as noise

within certain slices may have minimal impact on the final classification result.

Despite the limited sample size of eight participants in our current prelim-

inary study, we employ transfer learning to leverage data acquired from our

previous study for cognitive fatigue detection [64] in Chapter 4. The dataset

originates from a similar experimental setup involving N-back tasks designed

to induce cognitive fatigue. We possess physiological sensor data (ECG, EEG,

EDA, and EMG) from 32 healthy participants, who provided self-reported sub-

jective VAS-F scores after each round of N-back. The features extracted from

these samples are incorporated into the dataset from our preliminary study to

facilitate the classification of the three intended levels of cognitive fatigue.

The entire aggregated dataset, comprising data from a total of 40 subjects,

is randomly partitioned into training (70%, 28 subjects), validation (15%, 6 sub-

jects), and test (15%, 6 subjects) sets. Stratified sampling is employed during

the partitioning process to address potential imbalances in the dataset. Addi-

tionally, 5-fold cross-validation is performed for each of the models. Four dis-

tinct machine learning models—Logistic Regression (Log Reg.), Support Vector

Machines (SVM), Random Forest (RF), and Long Short-Term Memory (LSTM)

recurrent neural network—are employed in the analysis. Various combinations

of features extracted from the signals are utilized to predict cognitive fatigue.

Classifiers such as Logistic Regression, SVM, and RandomForest are trained

on features extracted from physiological signals. However, LSTM models (with

256 hidden layers) are trained on raw signals, given their proficiency in process-

ing time-series data. The LSTM models follow a similar window-based method
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Table 5.1: Detection of Cognitive Fatigue (CF) with EDA/GSR + EMG Features

Model Accuracy (Window Size) Avg. Recall5s 10s 20s Full Block
Log Reg. 68.1% 68.7% 68.9% 71.8% 0.59

SVM 77.3% 79.7% 80.1% 82.1% 0.68
RF 71.1% 79.9% 76.4% 80.9% 0.73

LSTM 68.6% 79.2% 84.2% 84.5% 0.77

Table 5.2: Detection of Cognitive Fatigue (CF) with EEG + EDA/GSR + EMG
Features

Model Accuracy (Window Size) Avg. Recall5s 10s 20s Full Block
Log Reg. 64.2% 64.9% 66.7% 66.7% 0.69

SVM 77.1% 80.3% 80.3% 80.9% 0.77
RF 73.7% 77.8% 78.9% 78.8% 0.70

LSTM 68.8% 77.1% 84.4% 85.7% 0.87

for training, with the input size of EEG signals being t x 20 x 1 (five frequency

bands from each electrode). Conversely, ECG and EDA signals are combined to

form inputs of size t x 2 x 1. Ultimately, the LSTM is trained on t x 23 x 1 inputs

for all signals combined, where ”t” represents the number of timesteps in the

signal, varying based on the window size.

Table 5.3: Comparison of different models with the state-of-the-art algorithms

Model Accuracy Avg. Recall Ref.
RF 64.69% 0.65 [86]
RF 66.20% 0.66 [86]

LSTM 84.1% 0.90 [64]
LSTM (Ours) 85.7% 0.87 Table 5.2

The Avg. Recall presented in the tables represents the average recall for

Moderate Fatigue and Severe Fatigue conditions obtained across 5-fold cross-

validation for each ML model. The best-performing value for each model

among different window sizes is considered. Remarkably, the LSTM model

outperforms others with an accuracy of 85.7% in predicting cognitive fatigue
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states. The recall value of 0.87 indicates that actual fatigue cases are correctly

identified 87% of the time, with only a 13% false positive rate.
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CHAPTER 6

CONCLUSION AND FUTURE DIRECTIONS

6.1 Conclusion

This dissertation delves deep into the intricate domain of frameworks for intel-

ligent cognition assessment, investigating the union of human behavior, cogni-

tion, and technology. The research initiated with a thorough examination of the

constituents that form such frameworks, explaining the roles of cognitive as-

sessments, intelligent interfaces, and data acquisition processes, including the

crucial integration of machine learning in chapters 1 & 2. Task-based cognitive

assessment frameworks were then analyzed in chapter 3, with a focus on inno-

vative tests such as the Activate Test of Embodied Cognition (ATEC) and the

study of cognitive fatigue in subjects with traumatic brain injuries. The subse-

quent phase of the study in chapter 4 concentrated on the meticulous evaluation

of cognitive fatigue using a multi-modal sensor approach, encompassing phys-

iological sensory systems and advanced data processing techniques. Moreover,

in chapter 5, we explain the application of these findings in the creation of an

assistive robotic system for individuals with spinal cord injuries was explored,

highlighting the practical implications of the research. The results of this com-

prehensive exploration not only enhance our comprehension of cognitive as-

sessments but also present tangible applications in real-world scenarios.
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6.2 Future Directions

As we conclude this dissertation, it is imperative to outline the avenues for fu-

ture research stemming from this study. Firstly, ongoing investigation into the

continuous refinement and expansion of intelligent cognition assessment frame-

works is vitally important, with a specific emphasis on improving the sensitiv-

ity and specificity of cognitive assessments. Furthermore, the incorporation of

emerging technologies, such as augmented reality and virtual reality, holds the

potential to introduce new dimensions to the assessment process.

Future research endeavors should also delve deeper into the personalized

nature of cognitive assessments, recognizing the diversity in cognitive profiles

and tailoring assessment frameworks accordingly. Additionally, sustained at-

tention is necessary for exploring the long-term implications of cognitive fatigue

and its influence on cognitive decline. The field stands to gain from collabora-

tive efforts between researchers and practitioners, facilitating the bridging of the

gap between laboratory findings and real-world applications. This ensures the

seamless integration of cognitive assessment technologies into healthcare and

everyday life.

In summary, the outlined future directions underscore the dynamic and

evolving nature of this field, urging researchers to persevere in advancing our

understanding of human cognition and its assessment in diverse contexts.
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