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by Benjamin Randolph Smithers

The IceCube Neutrino Observatory is a cubic-kilometer-scale neutrino observatory built using a

gigaton of instrumented ice near the Amundsen-Scott South Pole Station in Antarctica; it measures

the Čerenkov light emitted by the daughter particles of deep inelastic scattering interactions

occurring inside and around the detector from neutrinos of both astrophysical and atmospheric

origin. For eV2-scale sterile neutrino models, matter-effects can yield resonant ν̄µ → ν̄s oscillations

for TeV-scale up-going neutrinos. For certain combinations of mixing angles, this is expected to

yield resonant ν̄µ → ν̄τ oscillations at the same energies and angles as the νµ disappearance. This

superimposed νµ disappearance and ντ appearance presents itself as an ideal signature with which

we can search for indications of sterile neutrino oscillations.

This dissertation presents the development of novel techniques for quantifying new sources of

detector uncertainty, new simulation methods, calculations of the detector’s sensitivity to these

processes, and applies each of these in a multi-channel analysis searching for signs of both the

resonant muon neutrino disappearance alongside the tau neutrino appearance. The analysis finds

a best fit at ∆m2
41 = 7 eV2, |Uµ4|2 = 0.03, and |Uτ4|2 = 0.0, indicating no significant preference

for a sterile neutrino.
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Chapter 1

Introduction

1.1 Neutrinos Today

Of the seventeen fundamental particles known to exist, illustrated in Figure 1.1.2, three are

neutrinos. This three-neutrino model has been well-established after several decades of study [1,

2, 3, 4, 5, 6]. Despite this success, several anomalies exist in short-baseline neutrino oscillations

experiments in νµ → νe appearance [7], reactor neutrino experiments [8, 9], and in Gallium [10, 11].

Several of these could be explained by additional oscillations of unknown neutrino mass and flavor

eigenstates with eV2-scale mass squared differences from the known active states [12]. To be

consistent with measurements of Z-boson decay [5] any light new flavor state would need to be non

weakly-interacting, or “sterile”. One of the simplest models satisfying these criteria is the “3+1”

light sterile neutrino model in which only a single sterile neutrino is added to the three-neutrino

paradigm. This introduces a single mass eigenstate ν4 that is sufficiently heavy, compared to

the other three, such as to be described by a single mass difference ∆m41 = m4 −m1. Since the

states are non-interacting, the most direct way1 of testing for their existence is through neutrino

oscillations.

Several recent developments have further motivated exploration of the 3+1 sterile neutrino

landscape. Recent results from MicroBooNE [14, 15] have failed to support the 3+1 explanation

of the MiniBoone low-energy excess [7]. While the implications of this new tension were just

starting to be understood [16, 17], the Baksan Experiment on Sterile Transitions (BEST) validated

existing anomalies in Gallium short-baseline oscillations experiments SAGE [10] and GALLEX [18]:
1Indirect probes of sterile neutrinos are possible by measuring the neutrino effective mass in 0νββ decays. This

will only work if the neutrino is Majorana, however [13]
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Figure 1.1.1: (Left): the exclusion contours for the results of BEST; best fit
is at ∆m = 3.3 eV2 and sin2 2θ = 0.42; (right): the exclusion contours from
the IceCube matter-enhanced sterile neutrino search. Figures from Ref [20] and
Ref [22], respectively.

two experiments designed to detect solar neutrinos through νe +71 Ga → e− +71 Ge. Known

as the gallium anomaly [19], SAGE and GALLEX had observed an event rate 2-3σ below the

expected amount, or about 86% what was predicted. This lead to extensive validation studies on

cross-sections, germanium extraction efficiency, and counting efficiency; no calibration issues were

found, although the lack of observed could be explained by eV2-scale neutrino oscillations [19]. As

a response to this open anomaly, BEST employed a 51Cr source placed at the geometric center

of two concentric spherical volumes of Germanium of outer radii 133.5 cm and 234.5 cm. As

51Cr decays via electron capture with νe emission at four distinct energies, it is ideal for making

precision measurements of very short baseline neutrino oscillations by comparing the ratio of

νe +71 Ga→ e− +71 Ge interaction rates in the inner and outer volumes. In BEST, the gallium

anomaly became even more pronounced: the observed rates were 0.77± 0.05 and 0.79± 0.05 of

the predicted rates for the outer and inner rates, respectively. BEST’s results prefer 3+1 over the

null in excess of 3σ with the best fit at ∆m2 = 3.3 eV2 and sin2 2θ14 = 0.42; its results are shown

in Figure 1.1.1 (left) [20, 21].

Meanwhile Neutrino-4 claims signal at a similar significance at 2.9σ in ν̄e disappearance, pre-

ferring a 3+1 model with ∆m2 = 7.3 eV2 and sin2 2θ14 = 0.38 [9]. By leveraging matter-enhanced

oscillations, IceCube has independently observed signal-like evidence at the 90% confidence level

in one of the strongest ν̄µ disappearance measurements to date [22, 23]. Its exclusion contours



1.1. Neutrinos Today 3

Figure 1.1.2: A table of the seventeen fundamental particles. The mass eigen-
states for the fermions are shown.

are shown in Figure 1.1.1 (right), and are consistent with constraints from BEST. These results

complicate matters as they strongly refute previous solutions to the anomalies in MiniBooNE and

LSND [24], and other constraints around 1 eV2 [25, 26, 12, 27, 28, 29]. These previous IceCube νµ

disappearance results, however, conservatively assumed θ14 = θ34 = 0. And so strong motivations

are abundant to expand these previous IceCube analyses in a widened search, taking advantage of

newer event morphologies, to study signatures we might expect given the results from BEST and

previous IceCube analyses.

First, however, we begin with a review of the physics relevant to neutrinos.
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1.2 Neutrino Oscillations

The weak interaction couples left-handed neutrinos and charged leptons in SU(2) doublets,

 νe

e−


 νµ

µ−


 ντ

τ−

 . (1.2.1)

As a consequence, neutrinos can only be produced in one of these three flavor eigenstates. Similar

to in the quark sector, the neutrino flavor eigenstates can be expressed as linear superpositions of

the mass eigenstates, which are related to one another by the unitary Pontecorvo-Maki-Nakagawa-

Sakata (PMNS) matrix in the standard 3ν model

UPMNS =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

 . (1.2.2)

And so the mass-basis is related to the flavor basis as

(
νe νµ ντ

)
=


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3




ν1

ν2

ν3

 , (1.2.3)

where νi, i ∈ (1, 2, 3) is in the mass basis and i ∈ (e, µτ) is in the flavor basis. We can, in general

then, express a stationary neutrino state in the flavor basis in terms of the mass basis. First, let

us consider two neutrino oscillations, where a generic SU(2) matrix can be written as

U2d =

 cos θ sin θ

− sin θ cos θ

 (1.2.4)

where θ is some real-valued angle describing a rotation from one basis to the other. So we can

write an initial |νe〉 state as

|νe〉 = cos θ |ν1〉+ sin θ |ν2〉 . (1.2.5)
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A time-evolved neutrino state will be one solving the time-dependent Schrödinger Equation,

i
∂

∂t
|νi(t)〉 = Hν |νi(t)〉 , (1.2.6)

which we can do with a stationary state solution

|νi(t)〉 = e−iEt |νi(0)〉 . (1.2.7)

Neutrinos are known to have very small masses [30], and so we expand out an expression of the

four-momentum energy and cut off any terms with O(> m2).

Ei =
√
p2c2 +m2

i c
4 (1.2.8)

u pc+
m2
i c

4

2E
(1.2.9)

The stationary state solution Equation (1.2.7) becomes, using t = L/c and c = 1

|νi(t)〉 = e−ipte−im
2
iL/2E |νi(0)〉 (1.2.10)

and for the state described in Equation (1.2.5),

|νe(t)〉 = e−ipte−im
2
1L/2E cos θ |ν1〉+ e−ipte−im

2
2L/2E sin θ |ν2〉 . (1.2.11)

Considering the muon flavor state expressed in the mass basis,

〈νµ| = − sin θ 〈ν1|+ cos θ 〈ν2| , (1.2.12)

the oscillations probabilities can be calculated by projecting the final considered state onto the

evolved state.

〈νµ|νe(t)〉 = −e−ipte−im2
1L/2E cos θ sin θ + e−ipte−im

2
2L/2E sin θ cos θ (1.2.13)

〈νµ|νe(t)〉 = 1
2e
−ipt

[
e−im

2
2L/2E − e−im2

1L/2E
]

sin 2θ (1.2.14)
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To calculate actual transmission probabilities, we need the conjugate-square of this, Peµ ≡

|〈νµ|νe(t)〉|2. While the phase term, e−ipt, cancels we are left with

〈νµ|νe(t)〉 = 1
4

[
e−im

2
2L/2E − e−im2

1L/2E
] [
eim

2
2L/2E − eim2

1L/2E
]

sin2 2θ (1.2.15)

〈νµ|νe(t)〉 = 1
4

[
1− e−i∆m2

21L/2E − ei∆m2
21L/2E + 1

]
sin2 2θ (1.2.16)

〈νµ|νe(t)〉 = 1
4

[
2− 2 cos

(
∆m2

21L/2E
)]

sin2 2θ (1.2.17)

〈νµ|νe(t)〉 =

[
1− cos

(
2∆m2

21L/4E
)

2

]
sin2 2θ (1.2.18)

〈νµ|νe(t)〉 = sin2

(
∆m2

21L

4E

)
sin2 2θ (1.2.19)

Neutrino oscillation probabilities are dependent not on the mass of the neutrino eigenstates,

but the differences of square of the masses over which oscillations are considered. Through

oscillations, we can only measure the absolute of the difference of the masses, and so the ordering

of the masses is invisible to neutrino oscillations. Since oscillations today are well-established,

at minimum two of the neutrino masses must be non-zero. Oscillations will also depend on the

energy E of the neutrinos involved and the baseline L over which they travel.

For oscillations over a fixed L/E baseline, the mass-squared splitting will affect the frequency of

the neutrino oscillations and the elements in the neutrino mixing matrix will affect the amplitudes

of the oscillations. A toy-model example is shown in Figure 1.2.1, where an initial νµ flux is

propagated over a fixed baseline. A varying amount of the initial flux is expected to oscillate to

νe as a function of energy.

We next consider the general case of a neutrino initially in the electron-flavor neutrino state.

|νe〉 =
∑
j

Uej |νj〉 (1.2.20)

Much like before we evolve an arbitrary stationary state

|νj(t)〉 = e−ipte−m
2
jL/2E |νj(0)〉 (1.2.21)
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Figure 1.2.1: A toy 2-neutrino oscillations example. The initial flux is shown
as a solid blue line, and the propagated fluxes are shown as dashed lines in or-
ange and blue.

such that Equation (1.2.20) becomes

|νe(t)〉 =
∑
j

Ueje
−ipte−m

2
jL/2E |νj(0)〉 . (1.2.22)

Again, we consider the probability of measuring the neutrino in the muon flavor state some time t

after preparing it the electron flavor state.

〈νµ|νe(t)〉 = e−ipt
∑
j

U∗µjUeje
−m2

jL/2E (1.2.23)

We need the conjugate-square of this, Peµ ≡ |〈νµ|νe(t)〉|2.

Pµe =
∑
i

[
|Uµi|2 |Uei|2

+ 2
∑
i>j

U∗µiUeiUµjU
∗
ej e
−i∆m2

ijL/2E
] (1.2.24)
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Using the sinusoidal form of the exponential, we can write this in other components

Pµe =
∑
i

[
|Uµi|2 |Uei|2

− 2
∑
i>j

<(U∗µiUeiUµjU
∗
ej) cos

(
∆m2

ijL/2E
)

− 2
∑
i>j

=(U∗µiUeiUµjU
∗
ej) sin

(
∆m2

ijL/2E
)

(1.2.25)

1.3 Neutrinos and Matter

1.3.1 Matter Effects on Neutrino Oscillations

Although neutrino-anything cross-sections are small compared to all other standard-model in-

teractions, neutrinos at higher energies2 passing through a large amount of media can result in

a measureable effect on the neutrino flux. The neutrinos experience coherent forward elastic

scattering with the electrons and nucleons composing the medium through which they propagate.

Although all three neutrinos can scatter via Z0 boson exchange with nucleons; only νe can scatter

via the exchange of W± and Z0 with electrons. The consequence of these interactions is that

neutrinos behave as if they had slightly different masses, which are referred to as effective masses,

and so their oscillations are impacted. The mass-modification is parametrized through a weak-field

effect from the Z0 and W± on the neutrino flavor state νi, which we first write out as

V Z0+W±
νi,e = −

√
2

2
GFNe +

√
2GFNe V Z0

νi,n = −
√

2

2
GFNn V Z0

νi,p =

√
2

2
GFNp (1.3.1)

where GF is the Fermi constant and Nα is the number density of particle α in the medium. If we

assume similar numbers of protons and neutrons in a medium the effects of nucleons cancel for

each neutrino flavor. The resulting weak-field effects, per-flavor, are

V Z0+W±
νe =

√
2

2
GFNe V Z0

νµ = −
√

2

2
GFNe V Z0

ντ = −
√

2

2
GFNe (1.3.2)

2seen to be relevant in IceCube at energies above a few GeV
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Differences in the propagation of the different flavors will appear due to a difference in the

weak-field potential. Since there are only two unique terms, it follows that

V ≡ V Z0+W±
νe − V Z0

νµ = V Z0+W±
νe − V Z0

ντ =
√

2GFNe (1.3.3)

We now define a function V (~x) ≡
√

2GFNe(~x) that depends on the electron number-density at

arbitrary position ~x. Since the electron flavor is the only one with a unique matter-effect, the

potential difference that could modify neutrino oscillations goes like

V = V (x)


1 0 0

0 0 0

0 0 0

 (1.3.4)

From here, we use the small-mass approximation of the neutrino mass

〈να|Hvac|νβ〉 =

〈∑
i

Uαiνi

∣∣∣∣∣∣Hvac

∣∣∣∣∣∣
∑
j

U∗βjνj

〉
(1.3.5)

=
∑
j

UαjU
∗
eβ

(
p+

m2
j

2E

)
(1.3.6)

As in the case of vacuum oscillations, it is the relative phases of the mass eigenstate wave packets

that contribute to the interference in the flavor basis. The difference in the energies for the

different mass states is what gives rise to neutrino oscillations, so we can equivalently express each

of the masses as differences from m2
1

Hαβ,vac =
∑
j

UαjU
∗
αj∆m

2
j1 (1.3.7)

Hvac =
1

2E
U


0 0 0

0 ∆m2
21 0

0 0 ∆m2
31

U †. (1.3.8)
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And so we can construct a modified Hamiltonian with the matter contribution

Htot =
1

2E

U


0 0 0

0 ∆m2
21 0

0 0 ∆m2
31

U † + V (x)


1 0 0

0 0 0

0 0 0


 (1.3.9)

A common tactic for working with this modified Hamiltonian is in the diagonal basis, where

the new diagonal elements are treated as effective mass eigenstates.

1.3.2 MSW Effect

The Mikheyev-Smirnov-Wolfenstein (MSW) is a neutrino matter effect effecting neutrino oscilla-

tions in media of varying density. First, we re-write Equation (1.3.8) in the two neutrino-case.

Hvac =
1

2E

 cos θ sin θ

− sin θ cos θ


 0 0

0 ∆m2


 cos θ − sin θ

sin θ cos θ

 (1.3.10)

=
∆m2

2E

 − sin2 θ cos θ sin θ

− cos θ sin θ cos2 θ

 (1.3.11)

=
∆m2

4E

 −2 sin2 θ sin 2θ

− sin 2θ 2 cos2 θ

 (1.3.12)

We can subtract an identity from this since its the relative energy of eigenstates that are important

for oscillations,

Hvac =
∆m2

4E

 −2 sin2 θ − 1 sin 2θ

sin 2θ 2 cos2 θ − 1

 , (1.3.13)

Hvac =
∆m2

4E

 − cos 2θ sin 2θ

sin 2θ cos 2θ

 . (1.3.14)
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When adding in matter-effects, we refer to Equation (1.3.2),

Hmatter =


√

2GFNe
2 0

0 −
√

2GFNe
2

 (1.3.15)

Hmatter =
∆m2

4E

 2
√

2GFNeE
∆m2 0

0 −2
√

2GFNeE
∆m2

 (1.3.16)

and we construct the full Hamiltonian by combining Equations (1.3.14) and (1.3.2):

Htot =
∆m2

4E

 −(cos 2θ −A) sin 2θ

sin 2θ cos 2θ −A

 A =
2
√

2GFNeE

∆m2
. (1.3.17)

We can then define an effective mass difference as

∆m2
M = ∆m2

√
sin2 2θ + (cos 2θ −A)2 (1.3.18)

and an effecting mixing amplitude as

sin2 2θM =
sin2 2θ

sin2 2θ + (cos 2θ +A)2
. (1.3.19)

Using these, the matter-Hamiltonian of Eq (1.3.17) can be written as

Htot =
∆m2

M

4E

 − cos 2θM sin 2θM

sin 2θM cos 2θM

 . (1.3.20)

As can be seen, as A→ 0 Equations 1.3.18 and 1.3.19 yield the original vacuum forms, and so

Equation 1.3.20 would also predict vacuum oscillations in the absence of matter. A itself is also

now seen to depend upon the on the sign of the difference of the squares of the mass: in the

presence of matter neutrino oscillations can be used to directly probe the neutrino mass ordering.
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1.3.3 3+1 Neutrino Oscillations

Including a fourth, sterile, neutrino flavor and mass eigenstate expands the normal PMNS matrix

to SU(4). To describe the new SU(4) mixing matrix uniquely, three new mixing angles (θ14, θ24,

and θ34) and two new CP-violating phases (δ14 and δ24) are required. While this leads to the

aforementioned short-baseline neutrino oscillations needed to explain extant oscillation anomalies,

it also will yield novel effects in the presence of matter [31, 32, 33, 34, 35].

For eV-scale sterile neutrino models, the mass difference between the new ν4 and othe mass

states are essentially degenerate; we can sufficiently describe the new state using only a single

new mass difference ∆m41 = m4 −m1. MSW matter effects would also yield a near complete

disappearance of TeV-energy muon anti-neutrinos passing through the Earth’s core [36, 37, 38,

39, 40, 41, 42], as shown in Figure 1.3.1. This is of particular interest to large-volume Čerenkov

neutrino observatories, like the IceCube Neutrino Observatory, which have high event rates for

up-going muon neutrino events. Recent results from IceCube searching for such a signature have

already found signal-like results with closed contours at the 90% confidence level and a best

fit point at sin2 2θ24 ∼ 0.1 and ∆m2
41 = 4.5 eV2 [22, 23]. Despite the signal-like results, the

measurement is also in tension with the LSND [24], MiniBooNE, and other constraints for values

of ∆m2
41 of around 1eV2 [25, 26, 12, 27, 28, 29].

1.3.4 Neutrino Propagation with Interactions

In addition to neutrino oscillations and coherent matter effects, several other phenomena effect the

full description of neutrino propagation through the Earth. These include, but are not limited to,

neutrino flux attenuation as neutrinos interact in the Earth, the process where charged tau leptons

produced through neutrino-nucleon interactions decay to produce lower energy tau neutrinos called

tau regeneration, and Glashow resonance interactions [43]. These effects become increasingly

relevant at the higher energies relevant to the analysis presented in this dissertation. Here we

describe the methods used for numerically propagating neutrino fluxes from the Earth’s surface to

IceCube; these procedures were originally described by Reference [44].
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Figure 1.3.1: A plot showing the log of the ratio between the neutrino flux
at the Earth’s surface and at the IceCube detector. The top left corner of each
panel shows the disappearance due to the Earth’s opacity to high energy neutri-
nos. The blue region shows tau appearance from 3ν oscillations. The resonance
in the ν̄µ channel is an example signature of eV2-scale sterile neutrinos.

The neutrino flux is described as a function of energy E and location x for neutrino flavor α

using the density matrix formalism in the weak-interaction flavor-eigenstate basis as

ρ(E, x) =
∑
α

φα(E, x) |να〉 〈να| , (1.3.21)

where φα specifies the neutrino flux of the flavor α. The evolution of the system can be described

by the von Neumann equation,

∂ρ(E, x)

∂x
= −i [H(E, x), ρ(E, x)] , (1.3.22)

where H is the Hamiltonian for the whole system. H can be approximated, in the case of small

perturbations, as

H(E, x) = H0(E) +H1(E, x) (1.3.23)
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where H0 is the term giving vacuum neutrino oscillations, which can be solved exactly, and H1 is

an additional term incorporating matter-effects. These are, for neutrinos,

H0(E) =
1

2E


0 0 0

0 ∆m2
21 0

0 0 ∆m2
31

 (1.3.24)

H1(E, x) =
√

2GFNe(x)U †PMNS


1 0 0

0 0 0

0 0 0

UPMNS , (1.3.25)

where GF is the Fermi constant, UPMNS is the PMNS neutrino mixing matrix, Ne is the electron

number density at position x, and the ∆m2 terms are the mass-squared splittings. Since the

evolution of the vacuum component can be soled analytically, it is more convenient to evolve of

the system in the interaction basis. So, we transform the density matrix and the mass-effect terms

as

ρ1(E, x) = e−iH0xρ(E, x)e−iH0x. (1.3.26)

HI,1(E, x) = e−iH0xH1(E, x)e−iH0x. (1.3.27)

Similarly to Equation (1.3.22), the evolution in the interaction basis is dependent on the matter-

effect term,
∂1ρ(E, x)

∂x
= −i [HI,1(E, x), ρ(E, x)] . (1.3.28)

We require a series of additional terms that modify Eq (1.3.28) to account for the effects which do

not preserve neutrino number and energy. The first of which is the attenuation of the fluxes from

neutrino-Earth interactions, which follow

Γ(E, x) =
1

2

∑
α∈(e,µ,τ)

Πα(E, x)

λαNC(E, x) + λαCC(E, x)
(1.3.29)

Γ̄(E, x) =
1

2

∑
α∈(e,µ,τ)

Π̄α(E,x)

λ̄αNC(E, x) + λ̄αCC(E, x) + λ̄αGR(E, x)
(1.3.30)
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where Πα is a neutrino projector onto the flavor α ∈ {e, µτ}, ναCC (ναNC) is the charged (neutral)

current neutrino interaction length given by 1/
[
Nnuc(x)σαCC(NC)(E)

]
[45, 46, 47, 48, 49], and

λ̄eGR is the mean free path due to the Glashow Resonance 1/ [Ne(x)σeGR(E)] [43].

We also account for tau regeneration, neutrino-antineutrino coupling, and low-energy neutrino

re-injection from neutral current interactions following the functional forms for neutrinos F and

antineutrinos F̄ given by

F [ρ, ρ̄, E, x] =
∑
α

Πα(E, x)

∞∫
E

Tr [Π(Eνα , x)ρ(Eνα , x)]

λαNC(Eνα , x)

∂Nα
NC(Eνα , E)

∂E
dEνα

+ Πτ (E, x)

∞∫
E

∫
Eτ
∞Tr [Π(Eντ , x)ρ(Eντ , x)]

λτNC(Eντ , E)

∂N τ
NC(Eντ , x)

∂E

×
∂Nall

dec(Eτ , E)

∂E
dEντdEτ

+

Br (τ− → ν̄e
)

Πe(E, x)

∞∫
E

∞∫
Eτ

Tr
[
Π̄(Eντ , x)ρ̄(Eντ , x)

]
λ̄τNC(Eν̄τ , x)

+ Br
(
τ− → ν̄µ

)
Πµ(E, x)

∞∫
E

∞∫
Eτ

Tr
[
Π̄(Eντ , x)ρ̄(Eντ , x)

]
λ̄τNC(Eν̄τ , x)


×
∂N̄ τ

CC(Eν̄τ , E)

∂E

∂N̄ lep
dec(Eτ , E)

∂E
dEν̄τdEτ

(1.3.31)
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and

F̄ [ρ, ρ̄, E, x] =
∑
α

Π̄α(E, x)

∞∫
E

Tr
[
Π̄(Eν̄α , x)ρ̄(Eν̄α , x)

]
λ̄αNC(Eν̄α , x)

∂N̄α
NC(Eν̄α , E)

∂E
dEν̄α

+ Π̄τ (E, x)

∞∫
E

∞∫
Eτ

Tr
[
Π̄(Eν̄τ , x)ρ̄(Eν̄τ , x)

]
λ̄τNC(Eν̄τ , x)

∂N̄ τ
NC(Eν̄τ , E)

∂E

×
∂N̄all

dec(Eτ , E)

∂E
dEν̄τdEτ

+

Br (τ+ → νe
)

Π̄e(E, x)

∞∫
E

∞∫
Eτ

Tr [Π(Eντ , x)ρ(Eντ , x)]

λτNC(Eντ , x)

+ Br
(
τ+ → νµ

)
Π̄µ(E, x)

∞∫
E

∞∫
Eτ

Tr [Π(Eντ , x)ρ(Eντ , x)]

λτNC(Eντ , x)


×
∂N τ

CC(Eντ , E)

∂E

∂N lep
dec(Eτ , E)

∂E
dEντdEτ

+

(∑
α

Π̄α(E, x)

) ∞∫
E

Tr
[
Π̄e(Eν̄e , x)ρ̄(Eν̄e , x)

]
λ̄eGR(Eν̄e , x)

×
∂N̄ e

GR(Eν̄e , E)

∂E
dEν̄e

(1.3.32)

Interaction rates in these functionals for neutral current, charged current, and Glashow

resonance interactions are given by

∂N τ
NC(CC)(Eντ , E)

∂E
=

1

σαNC(CC)(Eνα)

∂σαNC(CC)(Eνα , Eα)

∂Eα
and, (1.3.33)

N̄ e
GR(Eν̄e , E)

∂E
=

1

σeGR(Eν̄e)

∂σeGR(Eν̄e , Ee)

∂E
. (1.3.34)

The tau decay distributions for the leptonic-only modes (N lep
dec) and for all-modes (Nall

dec) are given

by

∂N lep
dec(Eτ , E)

∂E
=

1

Γ̄τlep(Eτ )

∂Γ̄τlep(Eτ , E)

∂E
(1.3.35)

∂Nall
dec(Eτ , E)

∂E
=

1

Γ̄τall(Eτ )

∂Γ̄τall(Eτ , E)

∂E
(1.3.36)
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These systems are implemented within the nuSQuIDS framework [50, 44], which implements

Equations (1.3.29)-(1.3.30) to numerically propagate the state-density matrix along a neutrino

fluxes’ baseline. Different neutrino oscillation parameters can be specified, along with various

other new physics scenarios, if desired.

1.4 Structure

In this dissertation I present the work for and the results from a multichannel search of signatures

of matter-enhanced neutrino oscillations with eV2-scale sterile neutrinos. It is organized as follows:

Chapter 1 has introduced the background physics relevant for this work and the sterile

neutrino model we are testing.

Chapter 2 will describe the IceCube Neutrino Observatory and the details of its operation.

Chapter 3 will describe the upcoming IceCube Upgrade and ongoing work being done to test

the new optical modules.

Chapter 4 will provide the calculations for the predicted sensitivities for this analysis [51].

Chapter 5 will discuss the event generation schema and Monte Carlo simulation procedure

used in IceCube [52].

Chapter 6 will summarize the sources of systematic uncertainty relevant for this analysis.

Chapter 7 will provide the results of this analysis.

Chapter 8 will discuss the implications of the results presented here.

Chapter entries with citations refer to the papers in which the work discussed was published.
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Chapter 2

The IceCube Neutrino Observatory

The IceCube Neutrino Observatory is a gigaton-scale Cherenkov observatory instrumented across

a cubic kilometer at the South Pole, two kilometers deep, in the Antarctic glacial ice [53]. As

shown in Figure 2.0.1 (left) IceCube is composed of 5160 photo-multiplier tubes encased within

glass pressure vessels, called “Digital Optical Modules” (DOMs) [54], which are used to detect the

Cherenkov light emission from the charged daughter-particles resulting from neutrino interactions

in and around the detector. These DOMs are arranged vertically with a seventeen-meter spacing

into seventy-nine strings, which themselves are aligned into a hexagonal lattice with a 125-meter

spacing. A more densely instrumented sub-detector called DeepCore was also installed towards

the bottom-center of the main detector [55]; the additional strings of this dense in-fill brings the

total string count to eighty-six. Working primarily as a cosmic-ray air shower detector, an array

of surface detectors named IceTop is installed on surface of the IceCube glacier. A schematic

illustration of the IceCube string and IceTop tank locations is shown in Figure 2.0.11.

2.1 Event topologies

Large-volume neutrino telescopes, like IceCube, typically are sensitive in the TeV to PeV energies;

here, Deep-Inelastic Scattering (DIS) [56] interactions dominate, and Glashow Resonance [43]

interactions have only just been observed [57]. The detected neutrino interaction events fall into

two morphological categories: tracks and cascades.
1String 37 is off-grid as a result of a sub-surface crate of pork chops obstructing the original drill-site, see

Appendix A.1.
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Figure 2.0.1: Left: a side-view of the IceCube Neutrino Observatory detector
array, showing the span of the instrumented volume and DeepCore, plus the
IceCube Lab and IceTop on the surface. The IceCube Lab is not to scale. Right:
a top-down schematic showing the distribution of IceCube and DeepCore strings
and the distances between them.

Charged-current (CC) νµ DIS events result in muons at energies where radiative processes

dominate energy loss rates. As a result, energy losses are stochastically driven and the produced

muons travel for kilometers. The consequences are threefold: muons are difficult to fully contain in

neutrino telescopes, muon energies are poorly correlated with progenitor muon-neutrino energies,

and muons’ long travel-distance can allow for reconstructing their direction to within 1◦ [58].

These events are called tracks [59].

All neutral-current (NC) DIS events result in a hadronic shower spreading around the interaction

point and a secondary neutrino invisibly carrying away a proportion of the parent neutrino’s

energy. These events are often contained with a roughly spherical topology. νe-CC interactions

develop similarly to neutral-current interactions, but repeated inverse Compton scattering of the

produced electron initiates an electromagnetic shower superimposed over the hadronic shower.

Thus, nearly all of the interacting neutrino’s energy is observable as detectable light. These

events are called cascades. Such events tend to be well-contained permitting an efficient energy

reconstruction, although they suffer from poor angular reconstruction [59].

The evolution of a ντ -CC interaction is highly dependent on the energies involved. A tau

is produced simultaneously as a hadronic cascade propagates around the interaction point, and

then the tau decays. Due to their large mass, taus have a short lifetime and a decay length of
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∼ 50 m per PeV of tau energy [60]. From the tau branching ratios [1], 17.37% of the charged tau

decays evolve as muon tracks, while the remainder of the decays evolve as electromagnetic or

hadronic cascades. Only at neutrino energies above 60 TeV do ντ -CC interactions yield events with

potentially distinguishable primary and secondary cascades [60]; at lower energies the secondary

cascade is indistinguishable from the hadronic one. Tau events which decay into muons will appear

as starting track events while the remainder appear as cascades.

2.2 The Ice

As discussed in Ref [61], the Antarctic ice containing IceCube is a rapidly-moving2 glacier formed

over hundreds of thousands of years of compacted snowfall. The first few hundred meters, known

as the firn layer, is an opaque layer of geologically new snow. At greater depths the integrated

weight of the snow overburden compresses the firn layer snow into an ice characterized by short

scattering lengths (O(meters)) dominated by trapped bubbles of air. At even greater depths, the

pressures reach an extreme enough level such that the ice enters a new crystalline phase along

with the air molecules. The resulting, clathrate ice boasts good optical properties, where the

optical defects are characterized instead by microscopic grains of dust and pollutants. Scattering

lengths at these depths are on the order of 10s of meters while the absorption lengths rise to 100s

of meters. Layers formed at the same point in time, or isochrons, tend to have similar ice optical

properties as a result.

The properties were studied during the deployment of IceCube using a dust logger, a long,

ruggedized, device with a fan-shaped 404 nanometer diode laser that could probe a 60 degree

wide field of view. It used a downward-looking PMT at the bottom of the device to measure the

intensity of back-scattered light. This device was lowered down six of the eighty-six boreholes dug

during the IceCube deployment, which are shown on the right of Figure 2.2.2. A diagram of the

dust logger is shown in Figure 2.2.1.

Data from the dust logger, shown in Figure 2.2.2, demonstrate that the absorption length

and scattering length vary greatly as a function of depth. The depth-profiles also varied slightly
2several meters per year
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Figure 2.2.1: A diagram of the IceCube dust logger.

Figure 2.2.2: On the right we show which of the eighty-six boreholes dust-
logger data was taken, and on the left we show the intensity of the back-
scattered light as measured at each of the sampled holes as a function of depth.
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Figure 2.2.3: (a) shows the flow direction of the South Pole glacier (b-f) Cross-
sections of the ice at various depths showing contours for different isochrons:
demonstrating the tilt of the ice.

from hole-to-hole: suggesting ice at similar depths, but separated laterally, did not have the same

optical properties.

As the glacier around the present day location of IceCube moved and formed over hundreds of

thousands of years, the pressures of the ice over the hard bedrock beneath it warped and bent the

glacier. The result of this is that the layers of ice with similar optical properties are not flat layers,

but tilted and warped. Uncertainty in the bulk ice properties and their impacts on analysis-level

quantities are discussed in Section 6.2.2.

As the borehole water refroze around the IceCube strings, it froze inwards from the glacial

wall. This drew in trapped air from the clathrate air, resulting in a column of bubbles which

formed in the central 5-10 cm of each borehole. This bubbly “hole ice” results in a much shorter

scattering length when compared to the bulk ice in the region around the DOMs. The models

which describe it, and its impact on analysis quantities, are described in Section 6.2.3.

During one of the dust-logger ascents, it was observed to smoothly rotate at a rate of one

revolution per 25 meters depth. Below 1100 meters, a consistent intensity in the back-scattered
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light was observed when the fan-laser was aligned with the direction of the glacial flow. Later

in-ice studies attributed the optical anisotropy to a process where the flow of the glacial ice

induced a shear between ice crystal grains and reorienting them to be orthogonal to the flow

axis. The ice crystals became birefringent, such that light diffusion is greatest along the flow axis,

and light would deflect towards the flow axis [62, 63]. Only some newer, internal, IceCube ice

models account for the birefringence. Legacy models, like South Pole ICE 3.2.1 (Spice 3.2.1), are

still widely used for analyses. Newer models, like BireFRingence v2 (BFR v2), are slowly being

adopted by other analyses where it is shown that birefringence is found to be a relevant effect.

This adoption is slowed, however, by the expensive cost of re-generating Monte Carlo samples

with the updated ice models and by the need to then validate changes to the simulation.

2.3 Čerenkov Radiation

As charged particles move through ice (or any transparent media), due to dielectric effects the

particles themselves can move faster than the phase velocity of the light within it. The particle

will collectively polarize molecules in the surrounding bulk as it passes, and as these molecules

relax to their original orientations. This manifests as the emission of light in the shape of a cone

opening outwards into the direction of the particle’s propagation: Čerenkov Radiation.

The threshold above which this happens can be found from energy-momentum relationships

with a velocity substitution of the 3-momentum, or

E2 = m2 +
m2v2

1− v2
. (2.3.1)

We then consider a transparent material with an index of refraction n = 1./vcritical, where v is the

phase velocity light in the medium. Particles travelling at a velocity at or above this threshold
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will emit Čerenkov radiation. The associated energy Ecritical can be solved for algebraically,

E2
critical = m2 +

m2v2
critical

1− v2
critical

(2.3.2)

E2
critical −m2 − E2

criticalv
2
critical +m2v2

critical = m2v2
critical (2.3.3)

E2
critical

(
1− v2

critical

)
= m2 (2.3.4)√

m2

(1− n−2)
= Ecritical (2.3.5)

Like a sonic boom of light, the light is emitted in a cone which opens at an angle θc relative to

the direction at which the particle travels. This angle is given by

tan θc =
√
v2n2 − 1. (2.3.6)

Although the light is emitted in the forward direction, the Čerenkov light wave-front counter-

intuitively trails in a cone opening behind the radiating particle.

For highly relativistic particles travelling through ice, this angle is 41◦, and the emitted light

ranges from 300 to 600 nm.

2.4 The Digital Optical Modules

IceCube’s Digital Optical Modules, or DOMs, are composed of a 0.5” thick borosilicate glass

pressure vessel with a downwards-facing 10” Hamamatsu R7081-02 PMT and an onboard computer

mounted internally on the DOM mainboard. The PMT has single-photon sensitivity in the 300-650

nm range with a 25% peak quantum efficiency at 390 nm [64]. The PMT is optically connected

with the glass pressure vessel using gel to maximize transmittance of light through the vessel and

into the PMT; it is protected from the Earth’s magnetic field via a mu-metal wire mesh. The

DOM’s onboard computer houses the electronics and software necessary to trigger the DOM on

any signal incident upon the PMT. A schematic design of a DOM is shown in Figure 2.4.1.
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Figure 2.4.1: A schematic of a Digital Optical Module (DOM).
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2.5 Data Acquisition

When a DOM’s PMT reads sufficient charge to cross the single-photon threshold, the DOM is

triggered and signal collection starts.

To minimize spurious detector triggers a coincidence threshold trigger is used. Upon DOM

triggering, DOMs communicate directly with their neighbors, and if any neighboring DOMs are

triggered within a 1µs window, a “hard local coincidence” (HLC) occurs. After an HLC, the

surface-based IceCube Lab (ICL) registers a ‘hit’ and the DOMs transmit their trigger timing

information and full PMT waveforms. At the ICL a Simple Multiplicity Trigger (SMT) is applied:

if eight3 HLC hits or more are detected in a 5µs window, a global detector trigger occurs and the

trigger window is extended until another 5µs window passes with no further HLC hits neighboring

the DOM hits. At this point, the global detector trigger rate is approximately 2kHz and the

raw data output is around 1 TB/day. This data rate is too large, and so, all hits within the

time window are collected into an Event and passed to the ICL “Processing aNd Filtering” (PnF)

system in order to reduce the data volume below the amount allocated for IceCube’s satellite

collection (100 GB/day). A rudimentary reconstruction is run to calculate an approximate event

interaction vertex, direction, and energy. About 25 separate filters are then applied on these

reconstructed event values to select only those Events of interest for ongoing IceCube analyses:

if any trigger passes then the event is kept, processed further, and transmitted to the North4.

Each filter is carefully studied before implementation, analyzers must provide predictions for the

expected data bandwidth, CPU core-hours of processing required, data storage requirements, and

extensive testing of the software responsible for running the trigger. Approximately 15% of all

events are selected by one or more filter [53].

3Starting in 2024 runs, this threshold is changing to twelve
4Anywhere that isn’t Antarctica: the North usually refers to Madison, Wisconsin, however.
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Chapter 3

IceCube Upgrade

The IceCube Upgrade [65] is a planned expansion of the IceCube array designed to improve its

sensitivity to low-energy neutrino events, which at the moment has a planned deployment for the

2025/6 south-pole season. It will consist of seven additional strings of 700 optical sensors, which

will be embedded near the bottom-center of the existing IceCube array where the ice is optically

cleanest. An illustration of the Upgrade is shown in Figure 3.0.1 Two new optical sensors will be

installed in Upgrade: the Multi-PMT Digital Optical Module (mDOM) [66], and the Ellipsoid

Glass for Gen2 (D-Egg) module [67].

These modules are designed to improve the photon detector efficiency and overall calibration

of the detector within a small two megaton volume within the greater array. This will allow

for the use of the main IceCube array to act as a veto layer for high-precision measurements of

neutrino interactions in the O(1 ∼ 10GeV) energy range. This will allow for the measurement of

tau neutrino appearances with high precision, allow for cutting-edge measurements of neutrino

oscillations, and to probe the unitarity of the Pontecorvo-Maki-Nakagawa-Sakata neutrino mixing

matrix. Figure3.0.2, from Reference [65], shows how well IceCube Upgrade will be able to

constraint three-neutrino oscillations using only three years of data.

3.1 IceCube D-Eggs

The “Dual optical sensors in an Ellipsoid Glass for Gen2,” or D-Egg, is a new module designed

for future extensions of IceCube. A schematic of a D-Egg is shown in Figure 3.1.1 In particular,

it is one of the planned optical modules to be deployed at the IceCube Neutrino Observatory
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Figure 3.0.1: A top-down view of the planned installation locations of IceCube
Upgrade strings relative to existing IceCube and DeepCore strings.

Figure 3.0.2: On the left, the 1σ sensitivity of the IceCube Upgrade (and other
experiments) to constrain the normalization of the tau normalization, where we
assume a normalization of one with one year of data. On the right, the predicted
sensitivity of IceCube Upgrade to the 3ν oscillations parameters sin2(θ24) and
∆m2

32 with comparisons to References [68, 69, 70, 71, 72]
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Figure 3.1.1: (left) A D-Egg with the harness around its equator, which is
used to hold the device during deployment, and its sealed UV-transparent glass
housing. (right) An exploded figuring showing the D-Egg internal structure,
including: the mainboard, three cameras, twelve LED flashers, two PMTs, optical
coupling silicone gel, and the magnetic shielding.

as part of IceCube Upgrade, with a planned deployment in the 2025-2026 South Pole season.

The D-Eggs have been designed with an elongated egg-like shape and narrow cross-section to

maximize its photon-sensitive area while maintaining a slim shape to reduce the time needed

for deployment-hole drilling in the Antarctic ice to depths of up to 2,700 meters. Two 8-inch

R5912-100-70 high-efficiency PMTs from Hamamatsu are used per D-Egg: one each facing upwards

and downwards. Rather than the mu-metal cage, D-Eggs have a newer magnetic shielding made

of FINEMET foil wrapped into a conical shape around the neck of each PMT.

In order to minimize damage to the sensitive PMTs, whenever a D-Egg is not actively being

tested it is either kept in its shipping boxes or covered under a protective UV-opaque black plastic

bag, as shown in Figure 3.1.3.

3.2 Final Acceptance Testing of D-Eggs

Before being packed and shipped to the pole, the IceCube D-Eggs undergo a rigorous testing

procedure to ensure they meet the standards and performance requirements for necessary for

IceCube Upgrade. In this Final Acceptance Testing (FAT), the D-Eggs are tested in batches of

fifteen along with one reference D-Egg. They are loaded into a large freezer, which is capable of
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Figure 3.1.2: A D-Egg PMT

Figure 3.1.3: Several D-Eggs are placed on carts and covered with opaque,
protective, black plastic bags at an undisclosed location.
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Figure 3.2.1: A schematic layout of the FAT apparatus.

reaching temperatures as low as negative sixty degrees Celsius, and placed into light-sealed boxes

in order to isolate individual D-Eggs from one another and from any external sources of light that

may interfere with measurements. Optical fibers and insulated cables are routed into the freezer

to provide communications, power, and light sources to each D-Egg.

IceBoot sessions are established with each of the sixteen D-Eggs allowing for communication

between the D-Eggs and a PC which runs a series of tests on the D-Eggs at various freezer

temperatures and PMT high-voltages; this PC is called the “DAQ PC,” or Data AcQuisition

PC. Measurements are taken on a consistent basis as the freezer is brought to negative forty

degrees Celsius, then up to negative twenty Celsius, back down to negative forty Celsius, and then

returned to room temperature (approximately positive twenty degrees Celsius).

The block-diagram FAT facility and network architecture is shown in Figure 3.2.1. The DAQ

PC is used to communicate with the D-Eggs via two Mini FieldHubs (MFHs); these are simplified

versions of the hardware used on-site at the South Pole to communicate with in-ice DOMs. A third

MFH is used to synchronize timing between a pulsed laser source and the other two MFHs: the

Mini FieldHubs and DAQ PC are shown in Figure 3.2.2. The light source used to test the PMT

response is a Hamamatsu PLP-10 C10196 with a 400 nm picosecond laser diode head M10306.

Two programmable filter wheels with six distinct neutral density filters are used to attenuate the
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Figure 3.2.2: Working on one of the Mini FieldHubs at the International Cen-
ter for Hadron Astrophysics in Chiba, Japan; the DAQ PC can be seen running
in the background.

laser light by discrete amounts. The laser light is carried through optical fiber and a series of

splitters to expose both the top and bottom PMTs of each D-Egg; sixteen total PMTs. This allows

for the characterization of the gain of each D-Egg PMT at light levels ranging from low-occupancy

SPE signals to levels greater than 200 SPE.

A 10 MHz clock and the IRIB-B GPS time signals are split and fed into each of the MFHs

to synchronize their internal clocks to UTC. This allows for conversion of the internal D-Egg

timestamps to UTC using the standard IceCube Reciprocal Active Pulsing (RAPCal) method [54].

Data readouts for the PMTs are triggered in two ways: an Analog-to-Digital Converter (ADC)

counts trigger, and a Finite Impulse Response (FIR) trigger. In the former, the analog current

from the waveform is discretized into a time-dependent number of counts. Generally single-electron

events are then used to calibrate the number of ADC counts to a physical quantity. Then, a

threshold number of ADC counts measured is used as a trigger to indicate when an event occurs

in the PMT. FIR triggering, on the other hand, uses a rolling-average of the raw waveform before

the ADC conversion happens. This smooths out the waveform and typically yields a lower dark

rate.
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Quantity Temperature Criteria
HV at 1e7 Gain Various 1000 ≤ x ≤ 2000
darknoise max Various x ≤ 4000
darknoise δt Various x ≤ 3.5

timing resolution Various x ≤ 3.5
Qobs/Qideal at 200pe -20, -5 0.6 ≤ x
Iobs/Iideal at 200pe -20, -5 0.6 ≤ x

double pulse separation -20 x ≤ 4000
double pulse peak-to-valley -20, -5 1.5 ≤ x ≤ 2.0
double pulse peak-to-valley 2 -20, -5 1.75 ≤ x ≤ 2.8

Table 3.2.1: The tests ran for each D-Egg. Tests with temperature “various”
were run with the freezer set at room temperature, -40C, -20C, -40C, and room
temperature again.

3.2.1 Detailed Monitoring

As the temperature in the freezer is moving to its new target temperature, gain scans are regularly

performed on the D-Eggs. The D-Egg PMTs have been independently measured to have an SPE

pulse full-width half-maximum of approximately 14 nanoseconds and an amplitude of approximately

12 mV. Mainboard electronics on the D-Eggs broaden these pulses to an approximate amplitude

of 6mV and FWHM of 20ns. As such, a trigger threshold of 2.0mV is typically used.

To calculate the gain, a charge distribution is first constructed from the read-out SPE waveforms

by integrating from ten bins before the peak to fifteen bins after it. A Gaussian is then fitted to

the charge histogram, whose peak corresponds to the PMT voltage at a given set high-voltage.

An example SPE waveform and charge distribution is shown in Figure FIG. This procedure is

repeated at varying high voltages until the calculated gain is within ±2% of 107. A typical high

voltage found is around 1500V.

3.2.2 Analyses

Once the measurements are taken, data are transferred from the local DAQ PC to the grappa

server system in Chiba. Several analyses are then performed, as described in Ref. [67]. Tests are

then ran on the results of these analyses, which are enumerated in Table 3.2.1.

The most important of these is the gain analysis. We verify that each PMT is capable of

reaching a gain of 1e7 at a high voltage between 1-2 kV. In addition to that, we verify a linear
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Figure 3.2.3: The gain fit for DEgg DEgg2021-3-109’s lower PMT, SQ0650.
Data are shown in blue diamonds and the fit is shown in orange.

relationship exists between the high voltage and the log of the gain. An example of a good

high-voltage versus gain relationship is shown in Figure 3.2.3.

Dark noise rates are also verified to be within acceptable bounds. Dark noise describes any

events that trigger the detector and which do not originate from an external photon hitting the

detector. The sources of these photons are thermionic cathode emissions, PMT afterpulses, and

any radioactive processes within the glass pressure vessel. These have been observed to be highly

dependent on temperature.

Two triggering methods are used; one uses a simple ADC triggering and the other uses the

FIR-filtered triggering. Test are done for each D-Egg to verify that the dark noise rates do not

ever exceed 10 MHz, and it should not consistently exceed 10kHz. For the FIR-smoothed rates,

we verify that the trigger rate does not exceed 5kHz. Figure 3.2.4 shows examples of good and

bad dark rates.

We also measure the linearity of the D-Egg response when compared to a known amount of

injected light. By using the D-Egg filter wheels, the amount of light incident on the PMTs can
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Figure 3.2.4: Histograms showing the dark rates for PMTs SQ0784 (left) and
SQ0969 (right). Dark rates are abnormally high for PMT SQ0969.

be set to nine different settings ranging from 2.5% to 100%. The test laser intensity was also

calibrated such that a 5% filter corresponds to an observed signal of few 10s of PMTs.

One additional analysis is performed to test the ability of the D-Eggs to distinguish between

the light from a charged tau lepton and its decay product. This requires being able to separately

identifying two PMT pulses separated by only a few nanoseconds. To emulate a tau-like signal, a

function generator creates two picosecond bursts separated by 20 nanoseconds. The generator

creates then waits one microsecond before creating another burst of pulses. A peak-finding

algorithm is then run 5000 digitized waveforms and the separation of the fit peaks are verified to

be consistent with 20 nanoseconds and any error within half of the width mainboard timing bins.

An example good PMT response to this double-pulse test is shown in Figure 3.2.6.

The results of all analyses and tests are automatically compiled into a pdf by software I

developed and wrote. A PDF for each D-Egg is generated including a table of the test results

and relevant plots for failed tests are fetched and included. A second PDF is generated which

summarizes the results of each D-Egg’s tests and lists it as either Passing, Failing, or concerning.

In the latter, it raises warning, and individual intervention is required to decide if the D-Egg will

go to the pole or be left behind.
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Figure 3.2.5: Linearity of the charge-response for PMT SQ0514. Measurements
are shown as blue dots and a linear fit is shown as a dotted line. This is an ex-
ample of a good linearity relationship.
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Figure 3.2.6: Averaged waveform of 5000 double-pulse signal tests for PMT
SQ1016. A fit peak-separation of 18 nanoseconds; this is consistent with the in-
jected 20 nanosecond signal separation to within half the width of the mainboard
timing bins.
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Chapter 4

Sterile Neutrino Oscillation Sensitivities

Following the signal-like results from the 8-year analysis searching for matter enhanced oscillations

with steriles, there was motivation to further explore the 3+1 phase space using multiple event

morphologies. We first found that in the case of non-zero |Uµ4|2 and |Uτ4|2, a strong ντ appearance

signature could be expected; this is shown in Figure 4.0.1. Work was then carried out to predict

IceCube’s sensitivity to these νµ → νs → ντ oscillations using a joint track+cascade analysis and

IceCube’s latest public effective areas. This work, published in Reference [51], is included below.
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Neutrino telescopes provide strong sensitivity to sterile-neutrino oscillations through matter effects
occurring in the few TeV energy range for eV2-scale neutrino mass-squared splittings. Prior searches have
focused on νμ disappearance, which has a particularly strong sensitivity to the mixing angle θ24 via νμ → νs
transitions. Nowadays, the νμ → νe and νμ → ντ appearance channels have been considered less promising
at neutrino telescopes, due in part to the much smaller target volume for cascades relative to tracks.
This work explores the detectability of these signatures at neutrino telescopes given present constraints
on sterile-neutrino mixing, and as an example, forecasts the sensitivity of the IceCube Neutrino
Observatory to the mixing angles θ14, θ24, and θ34 in the 3þ 1 sterile-neutrino model using the cascade
channel with 10 yr of data. We find that ντ appearance signatures consistent with the existing IceCube νμ
disappearance best-fit point are discoverable for values of θ34 consistent with world constraints, and that the
sterile-neutrino parameters favored by the BEST and gallium anomalies are expected to be testable at the
95% confidence level.
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I. INTRODUCTION

The three-mass and three active-flavor neutrino
paradigm has been well studied [1–6]. However, several
anomalies persist at short baselines, including in νμ → νe
appearance in decay-in-flight [7] and decay-at-rest [8]
beams and νe → νe disappearance at reactors [9,10] and
with 71Ga electron capture sources [11,12]. These anoma-
lies have been attributed to possible oscillations of
unknown neutrinos with mass-squared differences in
the range of Δm2 ∼ 0.1–10 eV2 [13]. Such an additional
neutrino flavor state must be nonweakly interacting, or
“sterile,” to be consistent with observed decay widths of
the Z boson [5]; the simplest such model is known as the
“3þ 1” light sterile-neutrino model in which a single
sterile neutrino is added.
There have been interesting recent developments for the

3þ 1 model. The BEST experiment appears to validate
the anomalous electron neutrino disappearance signature of
the previous gallium anomalies with a new level of
statistical significance and experimental precision [14].

The Neutrino-4 experiment claims evidence of short-base-
line oscillations in the ν̄e disappearance channel with
Δm2 ∼ 7.3 eV2 at the 2.9σ level. Meanwhile results from
the MicroBooNE [15–17] experiment challenge the inter-
pretation that the MiniBooNE low-energy excess [7] is due
entirely to the electron neutrino by placing a constraint on
the sterile-neutrino interpretation of the excess, though the
impact of this observation on the 3þ 1 model is just
beginning to be assessed [18,19]. Continued exploration of
sterile-neutrino mixing in all channels and all energy ranges
thus remains strongly motivated [20].
The addition of a fourth neutrino mass and flavor

eigenstate expands the unitary mixing matrix to four
dimensions. The four-neutrino oscillation model becomes
an extension of the three-neutrino model with three addi-
tional mixing angles θ14, θ24, and θ34, and two new CP-
violating phases δ14 and δ24. These three newmixing angles
parametrize the amplitude of oscillations between the three
active states and the one sterile state, and lead to additional
short-baseline vacuumlike oscillations as well as novel
effects in the presence of matter [21–25]. In this work we
consider CP-conserving models with all CP-violating
phases set to zero.
Of particular interest to neutrino telescopes, matter

effects can result in the near complete disappearance of
TeV-scale muon antineutrinos passing through Earth’s core
for a sterile neutrino with eV-scale mass-squared
differences [26–32]. This signature of matter-enhanced
resonant disappearance has been targeted by the IceCube
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Neutrino Observatory [33,34], leading to one of the most
sensitive νμ disappearance analyses to date. The result
of the analysis was a closed 90% contour with a best-fit
point at sin2 2θ24 ∼ 0.1 and Δm2

41 ¼ 4.5 eV2, under the
conservative assumption (for the νμ disappearance channel)
that θ34 ¼ θ14 ¼ 0. In addition to being a strong refutation,
lower mass solutions consistent with the LSND [8] and
MiniBooNE anomalies and constraints around 1 eV2

[13,35–39], a possible interpretation of this result is as a
statistically weak hint of a disappearance signature around
Δm2

41 ∼ 4.5 eV2. Further exploration of this region of
parameter space in other channels at neutrino telescopes
is therefore strongly motivated.
In this work, we explore the potential of sterile-neutrino

searches at gigaton-scale neutrino telescopes using matter-
enhanced ντ and νe appearance signatures that occur when
either θ34 or θ14 are nonzero [40]. We will show that ντ
appearance of considerable strength may accompany νμ
disappearance within the IceCube allowed region for Δm2

41

and θ24, for values of θ34 that remain consistent with world
datasets. We will also demonstrate that these signatures can
be probed using IceCube’s public data samples. Finally, we
will also explore possible sensitivity to νe appearance at
levels consistent with the gallium and BEST anomalies.
The IceCube Neutrino Observatory is described at

length in Ref. [41]. Briefly, the detector is a cubic-kilometer
Cherenkov neutrino observatory 1.5 km deep in the
Antarctic ice [41]. There, 5160 photomultiplier tubes
encased within glass pressure vessels, or “digital optical
modules” (DOMs) [42] detect Cherenkov emission from
charged particles traversing the ice. The DOMs are
arranged vertically with a 17 m spacing into 79 strings,
which themselves are aligned into a hexagonal lattice with a
125 m spacing. An additional, more densely instrumented
subdetector called DeepCore exists toward the bottom
center of the main detector [43]. The observatory has been
running for over a decade and has accumulated large
numbers of νμ charged-current (CC) interactions which
make depositions of light that make long signatures in the
detector called tracks, and neutral current, electron neu-
trino, and tau neutrino events which deposit light in
bloblike shapes called cascades. These event topologies
are elaborated upon in Sec. II.
IceCube analyses targeting νμ disappearance are con-

sidered tracklike only, since the only available signature
under the previous mixing assumptions θ14 ¼ θ34 ¼ 0 is
νμ → νs disappearance. In similar models with both non-
zero θ24 and θ34, however, resonant νμ → ντ oscillations
lead to a strong appearance signature of ντ as shown in
Fig. 1. While some of the ντ will produce τ� that decay
leptonically to produce additional tracks, dampening the νμ
disappearance signature, most charged-current ντ and ν̄τ
interactions will produce localized energy deposits that will
be reconstructed as single cascades at these energies [44].
As in the νμ → νs channel, the most striking feature of the

signature is a resonant flavor oscillation for Earth-core-
crossing antineutrinos at a specific energy, proportional to
the sterile neutrino Δm2

41 value. Since this matter effect
occurs because of an interference between the vacuum
oscillation phase and the matter-driven phase, the latter
changing sign between neutrinos and antineutrinos, for
small mixing angles the resonance is only present in
antineutrinos, given a heavier sterile neutrino. The

FIG. 1. Transition probabilities Pðν̄μ → ν̄αÞ for ν̄e (top panel),
ν̄μ (middle panel), and ν̄τ (bottom panel) for a sterile-neutrino flux
with sin2ð2θ24Þ ¼ 0.1, sin2ð2θ34Þ ¼ 0.2, and Δm2

41 ¼ 4.5 eV2. A
dashed black line is used to denote the outer core-mantle
boundary, and a solid black line denotes the inner-outer core
boundary. These probabilities are shown as a function of the
neutrino’s energy (Etrue

ν ) and the cosine of the angle measured
from an upward direction, toward the neutrino’s origin.
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appearance probabilities for νμ → ντ and ν̄μ → ν̄τ are
shown separately in Fig. 2.
For zero θ24 very little signal is expected since the muon

neutrinos, which dominate the flux at IceCube, cease to mix
with the heavier mass state. As a consequence there will be
a negligible ντ appearance, regardless of the value of θ34.
However, recent IceCube results favor a nonzero value for
sin2ð2θ24Þ of around 0.1, and assuming νμ=ν4 mixing at this
level, the observable ντ appearance will depend strongly on
the value of θ34. At the smallest values of θ34 (θ34 ≲ 0.1),
νμ → νs oscillations dominate over the νμ → ντ appearance
from standard oscillations, and νμ disappearance is the only
visible signature. For values of θ34 larger than this thresh-
old, the νμ → ντ oscillations begin to dominate and ντ
appearance manifests, leading to the appearance signature
shown in Fig. 1 (bottom panel). Increasing Δm2

41 has the
effect of broadening the appearance signature until
∼10 eV2, after which raising the mass-squared splitting
has only a marginal effect. Increasing θ24 while reducing
θ34 proportionately leaves the appearance signatures mostly
unchanged while diminishing the disappearance amplitude.
In addition, the effects of nonzero mixing angle θ14 can

also be considered, having the consequence of introducing
similar appearance signatures into the νe appearance
channel [45]. For practical purposes νe and ντ charged-
current events are indistinguishable at these energies in
IceCube. Notably, neutrino telescopes are the only

experiments in the world with substantial sensitivity to a
sterile neutrino–induced ντ appearance, so such direct
constraints on the θ34 parameter are specific to these
programs. Constraints on θ14, on the other hand, may
directly relate to anomalies in νμ → νe and νe disappear-
ance. As we will show, constraining the νe appearance
signature at IceCube under the nonzero presently favored
value of θ24 from νμ disappearance have direct implications
for the BEST anomaly and the associated reactor-ν̄
anomaly.
This rich phenomenology motivates multi-mixing-angle

and multichannel searches to fully explore sterile-neutrino
mixing around the matter resonance at neutrino telescopes.
In this work, we explore this space of mixing parameters by
using publicly available tools, effective areas, and
Monte Carlo simulation to estimate IceCube’s sensitivity
to θ24, θ34, and Δm2

41 through cascades.

II. NEUTRINO ENERGY DEPOSITION

Large-volume neutrino telescopes typically are sensitive
in the TeV to PeV energies; here, deep-inelastic scattering
(DIS) [46] and the recently observed [47] Glashow-
resonance [48] interactions dominate. The detected neu-
trino interaction events fall into two morphological cat-
egories: tracks and cascades.
CC νμ DIS events result in muons at energies where

radiative processes dominate energy loss rates. As a result,
energy losses are stochastically driven and the produced
muons travel for kilometers. The results are threefold:
muons are difficult to fully contain in neutrino telescopes,
muon energies are poorly correlated with progenitor muon-
neutrino energies, and muons’ long travel distance can
allow for reconstructing their direction to within 1° [49].
These events are called tracks [50].
All neutral-current DIS events result in a hadronic

shower spreading around the interaction point and a
secondary neutrino invisibly carrying away a proportion
of the parent neutrino’s energy. These events are often
contained with a spherical topology. νe-CC interactions
develop similarly to neutral-current interactions, but
repeated inverse Compton scattering of the produced
electron initiates an electromagnetic shower superimposed
over the hadronic shower. Thus, nearly all of the interacting
neutrino’s energy is observable as detectable light. These
events are called cascades. Such events tend to be well
contained, permitting an efficient energy reconstruction,
although they suffer from poor angular reconstruction [50].
The evolution of a ντ-CC interaction is highly dependent

on the energies involved. A tau is produced simultaneously
with a hadronic cascade propagating around the interaction
point, and then the tau decays. Due to their large mass, taus
have a short lifetime and a decay length of ∼50 m per PeV
of tau energy [44]. From the tau branching ratios [6],
17.37% of the charged tau decays evolve as muon tracks,
while the remainder of the decays evolve as

FIG. 2. Appearance probabilities for Pðνμ → ντÞ (top panel)
and Pðν̄μ → ν̄τÞ (bottom panel) for a sterile-neutrino flux with
sin2ð2θ24Þ ¼ 0.1, sin2ð2θ34Þ ¼ 0.19, and Δm2

41 ¼ 4.5 eV2.
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electromagnetic or hadronic cascades. Only at neutrino
energies above 60 TeV do ντ-CC interactions yield events
with distinguishable primary and secondary cascades [44].
Several distinct event samples have been developed to

study these different types of events in IceCube. The high-
energy starting event sample [51], for example, was
developed to study both taus and high-energy neutrinos
that are likely astrophysical in origin. There exist other
event samples optimized for higher event rates at lower
energies, such as the medium-energy starting events [52],
and the 5-yr inelasticity sample [53]. There are also
samples optimized for muon purity, such as the 8-yr
atmospheric muon sample [34] and others optimized for
accurate energy resolution such as the 6-yr cascade sample
[54]. This work will consider the cascade event selection
described in [55] and the track event selection previously
used in IceCube sterile-neutrino searches [56].

III. NEUTRINO FLUXES

We calculate the expected event rates in IceCube
exclusively using publicly available data on effective areas
and publicly available Monte Carlo simulation samples. By
studying the expected event rates in both track and cascade
channels, we are able to estimate IceCube’s sensitivities to
sterile-neutrino parameters given the existing 10-yr dataset.
At sensitive energies there are two relevant neutrino
populations whose flux must be modeled: atmospheric
and astrophysical neutrinos.
Predicting atmospheric neutrino event rates requires a

progenitor cosmic-ray flux, simulation of the resulting air
showers, propagation of the shower-born neutrinos through
Earth, and convolution of these fluxes with effective areas
for a given sample selection to yield a final predicted
event rate. For this work, we use the MCEq cascade
equation solver [57] with the three-population Hillas-
Gaisser 2012 H3a cosmic-ray-flux model [58] and using
the SYBILL 2.3c hadronic interaction model [59] to
simulate air showers. The polygonato model for the
cosmic-ray flux [60] and the QGSJET-II-04 model for
hadronic interactions [61] were also found to produce
similar results for this analysis.
These fluxes are then propagated through Earth using the

Simple Quantum Integro-Differential Solver for neutrino
oscillations (nuSQuIDS) [62–64]. We have configured
nuSQuIDS to propagate the fluxes according to a spherically
symmetric preliminary reference Earth model [65] where it
accounts for both coherent and noncoherent interactions
relevant at these energies [48,66] as well as tau-neutrino
regeneration [67]. For this work, we use the cross sections
calculated in Ref. [68]. We fix the three-neutrino oscillation
parameters to their global best-fit values [69].
Astrophysical neutrino event rates are calculated sim-

ilarly, although the neutrino flux prior to propagation
through Earth instead is expected to follow a power-law
spectrum as a function of neutrino energy Eν,

Φastr;αðEνÞ ¼ rαΦ0

�
Eν

E0

�
−γ
; ð1Þ

normalized at E0 ¼ 100 TeV and with Φ0 ¼ 2.85×
10−18 ½GeV · cm2 · sr · s�−1, a spectral index of γ ¼ 2.39
[34], and a flavor ratio rα for α ∈ ðe; μ; τÞ. The flux is
assumed isotropic and to have a ν∶ν̄ ratio of 1∶1.
Astrophysical neutrinos are assumed to be created with
regard to the pion decay–induced flavor ratio of 1∶2∶0
[70,71]; these are then propagated through vacuum over
large energy-baseline ratios, recovering the expected
1
3
∶ 1
3
∶ 1
3
flavor ratio at Earth for the three-neutrino model

[72]. The same is done for sterile-neutrino hypotheses to
predict expected four-flavor flavor ratios [73].

A. Cascade rates

Total cascade event rates in IceCube are calculated
binwise, linearly in logðEtrueÞ and cos θtruez , by integrating
over a product of flux and effective area Aeff in each bin
(i,j), summing for each neutrino species (α), and multiply-
ing by lifetime τ. This is shown below in Eq. (2):

Nevt
i;j ¼ 2πτ

X
α

Z
Eiþ1

Ei

dEtrue
ν

Z
cos θjþ1

cos θj

dðcos θtruez Þ

×ΦαðEtrue
ν ; cos θzÞAeff;αðEtrue

ν ; cos θtruez Þ: ð2Þ

The effective areas used are publicly available and are
determined from the gradient boosted decision tree method
event selection developed and available in Ref. [55]. The
expected binwise event counts Nmn at reconstructed energy
ðEreco

ν Þm and zenith ðcos θrecoz Þn follow from smearing from
these expected true values by a bin-to-bin reconstruction
probability Pij

mn,

Nreco
mn ¼ Ntrue

ij Pijmn; ð3Þ

calculated according to published reconstruction resolu-
tions [50,74]. Angular error in reconstruction is nominal-
ized with a Kent distribution [75] over azimuths to extract
the zenith error. The width of the Kent distribution, θerrz , is
energy dependent according to the 50% angular error
presented in Ref. [74], so we solve for the parameter (κ)
using

−
Z

cos θerrz ðEtrue
ν Þ

1

κ

2 sinh κ
eκ cos θd cos θ ¼ 0.50 ð4Þ

at each analysis bin.
The expected number of events for 10 yr of lifetime is

shown at the bottom of Fig. 3, and one-dimensional
histograms of the number of events are shown in Fig. 4.
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B. Track rates

In order to calculate the expected track event rate in
IceCube, we use a Monte Carlo set published as part of a
previous 1-yr search for sterile neutrinos [56]. We use the
same energy and cosine-zenith binning used in Sec. III A,
and similarly scale the data to 10 yr of lifetime. The
expected number of tracks for 10 yr of lifetime is shown in
Fig. 3 (top panel).

IV. SYSTEMATIC UNCERTAINTIES

A detailed treatment of IceCube’s sources of systematic
uncertainties would be prohibitively complex and would
require proprietary IceCube tools, so a truly rigorous
sensitivity calculation for each channel can only be
provided by the IceCube Collaboration. Nevertheless, to
estimate the expected impact of such effects we use
publicly available data from Ref. [34] to apply a simplified
treatment of the expected scale of systematic uncertainties.
Dominant sources of systematic uncertainty are expected to
derive from the shape and normalization of the atmospheric
and astrophysical neutrino fluxes and the properties of the

South Pole ice as in Ref. [34]. Other sources of uncertainty,
such as the efficiencies of IceCube’s DOMs, neutrino, and
antineutrino interaction cross sections, were not used in this
preliminary analysis since they are subleading effects.
Absorption and scattering of light in the ice are treated

using the effective gradient approach developed in Ref. [76]
and used by Ref. [33]. Uncertainties in the depth depend-
ence of the absorption and scattering of South Pole ice
leads to uncertainties in energy reconstruction, and there-
fore an uncertainty in the energy spectrum of expected
event rates.
The 1σ deviations to the cosmic-ray flux are considered

as in Ref. [34]. These deviations calculate the expected 1σ
shifts in the expected atmospheric neutrino rates. Similarly,
we perturb the slope of the astrophysical neutrino flux to
determine variances in expected astrophysical neutrino
rates. Per-bin uncertainties are then summed in quadrature
to calculate a net systematic uncertainty.

FIG. 4. Expected number of cascades for 10 yr of lifetime using
the Hillas Gaisser H3a cosmic-ray-flux model, the SYBILL 2.3c
interaction model, and the event selection described in Ref. [55]
for a three-neutrino model (salmon) and a 3þ 1 sterile neutrino
model (black line) with sin2ð2θ24Þ ¼ 0.1, sin2ð2θ34Þ ¼ 0.2, and
Δm2

41 ¼ 4.5 eV2. The number of events is summed over zenith
angles (top panel) and energy (bottom panel) bins. Note that the
oscillation signature is a correlated function of both variables, so
it appears very indistinctly in these projections.

FIG. 3. Expected number of through-going tracks (top panel)
and cascades (bottom panel) for 10 yr of lifetime using the Hillas
Gaisser H3a cosmic-ray-flux model, the SYBILL 2.3c interaction
model, and the event selection described in Ref. [55].
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Overall normalization of fluxes is treated as a nuisance
parameter and allowed to float freely, such that we are
studying energy and zenith shape and flavor ratio effects
only, and not the absolute neutrino rate. We fit to the
normalization before calculating the log-likelihood at each
physics point. As will be described below, this simplified
prescription has been tested by regenerating IceCube’s
sensitivity to θ24 via νμ disappearance, and a similar median
sensitivity to the published IceCube analysis is obtained
(shown in Fig. 5). Although both imperfect and incomplete,
we believe that this prescription captures the majority of the
important effects of the relevant systematic uncertainties for
present purposes.

V. PREDICTED SENSITIVITIES

A binned-likelihood approach is used in calculating the
log-likelihood for the expected numbers of events for each
set of physical parameters. The test statistic at each point in
parameter space is calculated according to

TS ¼ −2ΔLLH ¼ −2ðlnL − lnLmaxÞ ð5Þ

after removing the overall normalization effect by fitting
the no-sterile-neutrino flux to the parameter point of
interest and adjusting the hypothesis normalization accord-
ingly. We have performed likelihood based analyses in
three samples: tracks only, cascades only, and tracks and
cascades combined.

A. Tracks-only sensitivity to νμ disappearance

We first perform likelihood analysis for IceCube’s track
sample: calculating the sensitivity to θ24 and Δm2

41, using
the procedure described in Sec. III to predict the expected
number of tracks in only 8 yr of lifetime. These results are
shown in Fig. 5, which accurately reproduce the sensitiv-
ities presented in Ref. [56]. We have chosen this point of

comparison rather than the more recent results of Ref. [33]
as the updated event selection there improves efficiencies at
low energy, while the data release required to make these
studies is only available at present for the earlier, 1-yr
analysis. Approximate agreement of the median sensitivity,
well within the bounds of expected fluctuations, validates
our simplified analysis methodology as capturing the
essential elements needed for a robust sensitivity estimate.
For completeness we also present an 8-yr projection.

B. Cascades-only sensitivity to ντ appearance

Signatures of ντ appearance require nonzero values for
all of Δm2

41, θ24, and θ34. An example of a point with a
nontrivial appearance signature that is consistent with
existing experimental limits is shown in Fig. 6. This
signature in reconstructed space is calculated by fixing
θ24 and Δm2

41 at their best-fit points from IceCube’s νμ

FIG. 5. 2 d.o.f., 90% C.L. sensitivity to jU24j2 and Δm2
41 with

θ34 ¼ 0.0. These results closely reproduce those of Ref. [34].

FIG. 6. Ratio of expected tracks (top panel) and cascades
(bottom panel) for a sterile-neutrino model with sin2ð2θ24Þ¼ 0.1,
sin2ð2θ34Þ ¼ 0.2, and Δm2

41 ¼ 4.5 eV2 and the standard three-
neutrino model. Fluxes are calculated using the Hillas-Gaisser
H3a cosmic-ray-flux model and the SYBILL 2.3c interaction
model. A broad disappearance is expected in upgoing tracks
coincident with an appearance of upgoing cascades.
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disappearance searches, and fixing sin2ð2θ34Þ ¼ 0.2, com-
fortably consistent with current bounds, which are around
sin2ð2θ34Þ ≲ 0.6 [77,78].
Since all three of the above parameters must be nonzero

to observe ντ appearance, sensitivities should be expressed
in three-dimensional spaces (or four dimensional, if θ14 is
also included). However, to facilitate presentation of results
on 2D plots in this work we have primarily opted to present
two-dimensional sensitivities under specific and experi-
mentally motivated assumptions on the third parameter.
Using the methods described in Sec. III, we calculate

expected cascade rates in IceCube at combinations of θ24,
θ34, and Δm2

41. The effects of θ14 are marginal unless large
mixing angles are reached, and so for this part of the
analysis it was kept to zero. The matter effects on these
oscillations are similarly only marginally affected by the
CP-violating phases [34], and so they are fixed to zero. The
results of the sensitivity scan over cascade events only are
shown as the solid line of Fig. 7, with sensitivities from
other experiments overlaid, at the conventional benchmark
point of Δm2

41 ¼ 1 eV2; sensitivities at other values of
Δm2

41 are shown as the solid lines of Fig. 8. We see that
with cascades alone we expect a sensitivity competitive
with other leading sensitivities from Super-Kamiokande
[79] and IceCube’s DeepCore [77]. Sensitivities are the
most competitive for points in phase space where both
θ24 and θ34 are large; here, the transition probability
Pðνμ → ντÞ is maximized.
Meanwhile, in regions where jUτ4j2 is small, νμ dis-

appearance is most significant in a signal similar to those in
Refs. [33,34], but as νμ cascades. A small increase to jUτ4j2
can then lead to competing ντ appearance and νμ disap-
pearance, and so for small values of Δm2

41, this leads to a
reduction of sensitivity. Since νμ events overwhelmingly

lead to cascades while ντ often cause tracks, at higher
jUμ4j2 the ντ appearance begins to dominate and sensitivity
improves. Finally, since a tau appearance follows a νμ →
νs → ντ appearance channel, a nonzero jUμ4j2 is needed to
for any sensitivity; this causes a lower bound on the jUμ4j2
sensitivity.

C. Joint sensitivity for νμ disappearance
and ντ appearance

By performing a joint sensitivity using both cascadelike
and tracklike events, we are able to significantly improve
the sensitivity, by exploring a flavor ratio rather than a pure
shape effect. Tracklike events will provide a method to fit to
the overall flux normalization and further constrain sensi-
tivities. Specifically, the process described in Sec. V B is
performed for track events, and the fit event-number
normalization is then used in calculating the log-likelihood
in the cascade channel. The combined likelihood for both is
then used in determining sensitivity contours. These results
are shown in Fig. 7. A significant sensitivity enhancement
relative to either tracks or cascades alone is obtained.
In addition to calculating sensitivity, we examine the

results that may be expected in the presence of a sterile
neutrino with nonzero θ24 and θ34. In Fig. 9 we show the
result obtained by injecting a signal with sin2ð2θ24Þ ¼ 0.1,
sin2ð2θ34Þ ¼ 0.2, and Δm2

41 ¼ 4.64 eV2 and fitting over
values of the mixing parameters; this mass-squared split-
ting was chosen out of computational convenience as it
lines up with a point at which fluxes were calculated. We
include four slices through the space in Δm2

41 at several
benchmark points, and provide contours at 90% C.L.
calculated using χ2 assuming that the test statistic, TS,
satisfies Wilk’s theorem and is distributed with a χ2

distribution with thresholds consistent with 3 degrees of

FIG. 7. 2 d.o.f., 90% C.L. sensitivity to the θ24 and θ34 neutrino
mixing parameters from this work with Δm2

41 ¼ 1 eV2 for this
work, IceCube’s DeepCore [77], and Super-Kamiokande [79].
The sensitivity through cascades is shown in the solid contour,
and the joint track-cascade contour is dashed.

FIG. 8. Cross sections of the 3 d.o.f., 90% C.L. sensivitivy
surface to θ24, θ34, and Δm2

41. The sensitivity through cascades is
shown in the solid contour, and the joint track-cascade contour is
dashed.
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freedom. A signature of this form which is consistent with
present constraints would be potentially discoverable in a
joint track and cascade analysis at IceCube.

D. Joint sensitivity for νμ and disappearance generic
cascade appearance

Cascade appearance may be introduced not only from ντ
appearance, but also from νe appearance. A nonzero value
for θ14 is motivated in particular by recent results from the
BEST experiment, which motivates us to consider whether
IceCube fitting both cascade and track channels has
sensitivity to values of θ14 consistent with such a νe
disappearance effect. IceCube can of course not rule out
the BESTanomaly alone, since a scenario with θ24 ¼ 0will
generate no substantial appearance signatures in IceCube
for any value of θ14. But in principle it may be able confirm
the BEST anomaly, given sizable enough values for both
θ24 and θ14. In such a model with nonzero θ14, θ24, and θ34,
resonant oscillations lead to appearances in both the ντ and
νe channels shown in Fig. 10, wherein the BEST best-fit
values were used for θ14 and Δm2

41.
To assess sensitivity to this effect in IceCube, scans

over θ14 and θ34 were performed at multiple values of
Δm2

41 and θ24. In Fig. 11 we show IceCube’s sensitivity to
a 3þ 1 sterile-neutrino model with θ14 ¼ 0.0. These
contours represent the median expected 90% confidence
level that could be drawn if no sterile neutrino were
present, given assumptions on the nonplotted parameters
shown in the caption. The two choices of assumptions
made on the nonfitted parameters correspond to θ24 ¼
0.1609 (the νμ disappearance best-fit point from Ref. [33])
or θ24 ¼ 0.3826 (a value within the 90% results contour of
Ref. [33]), and Δm2

41 ¼ 1 eV2 (a standard benchmark
point in the field), Δm2

41 ¼ 3.3 eV2 (the BEST best-fit

point), and Δm2
41 ¼ 4.64 eV2 (close to the IceCube νμ

disappearance best-fit point at 4.5 eV2). It is observed that
IceCube has significant sensitivity in this high-dimen-
sional parameter space for many values of the mixing
parameters consistent with the present BEST and IceCube
results, assuming a nonzero value of θ24 consistent with
IceCube’s existing preferred regions from νμ disappear-
ance measurements.
A more intuitive picture of IceCube’s capability to

confirm the BESTanomaly as being sterile neutrino related,
given values of other mixing parameters consistent with

FIG. 10. Transition probabilities Pðν̄μ → ν̄αÞ for ν̄e (top panel),
ν̄μ (middle panel), and ν̄τ (bottom panel) for a sterile-neutrino flux
with sin2ð2θ14Þ ¼ 0.43, sin2ð2θ24Þ ¼ 0.1, sin2ð2θ34Þ ¼ 0.01, and
Δm2

41 ¼ 3.3 eV2. A dashed black line is used to denote the outer
core-mantle boundary.

FIG. 9. 3 d.o.f., 90% C.L. sensitivity to the jUμ4j2 and jUτ4j2
Pontecorvo-Maki-Nakagawa-Sakata matrix elements, at various
values of Δm2

41, for this work using a joint track-cascade
likelihood assuming a sterile neutrino with sin2ð2θ24Þ ¼ 0.1,
sin2ð2θ34Þ ¼ 0.2, and Δm2

41 ¼ 4.64 eV2.
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IceCube and world data, is shown in Fig. 12. Here,
likelihoods are calculated according to injected sterile-
neutrino parameters and assuming a three-neutrino model;
the resulting test statistics are shown. For all considered
combinations, IceCube is seen to be capable of discrimi-
nating a BEST-like sterile-neutrino flux from a three-
neutrino model at the 95% confidence level. Thus,
IceCube appears to have the capability to confirm the best
anomaly at least 95% confidence, given suitable values of
the other mixing parameters, within existing constraints
and uncertainties.

VI. CONCLUSIONS

We have considered IceCube’s sensitivity to sterile
neutrinos through the cascade appearance channel.
Both ντ and νe appearance signatures are in principle
observable by IceCube for θ14 and θ34 values within
existing constraints, θ24 around IceCube’s present pre-
ferred values from νμ disappearance, and many possible
values Δm2

41.
We have found that IceCube’s sensitivity in the joint

Uτ4, Uμ4 space that has been explored by previous
analyses at Super-Kamiokande and IceCube will be
enhanced significantly at the benchmark point of Δm2 ¼
1 eV2 by a joint fit to both track and cascade samples.
Strong sensitivity is also obtained for other mass points,
under the standard mixing assumption of θ14 ¼ 0.
Cascade signatures that may accompany tentative but
weak hints of νμ disappearance for Δm2

41 ∼ 4.5 eV2 and
sin2ðθ24Þ ∼ 0.1 are discoverable at IceCube with values
θ34 that remain consistent with world data, strongly
motivating investigation of ντ appearance via cascades
in parallel with the established IceCube searches for νμ
disappearance using tracks.
We have also explored the effect of introducing non-

trivial νe appearance, consistent with the BESTand gallium
anomalies, via nonzero θ14. IceCube cannot rule out the
BEST or gallium preferred regions in θ14 alone, since
sensitivity of IceCube to this parameter requires nonzero
θ24. For modest values of θ24 at either the IceCube best-fit
point in νμ disappearance or at a point near the 90% C.L.
upper limit in this channel, however, values of θ14 and
Δm2

41 around the best-fit point can be probed at a better
than 90% confidence level.
We conclude that our joint analysis of track and

cascade topologies at IceCube can contribute to the
ongoing worldwide project of understanding short-base-
line anomalies in both νe appearance and disappearance
channels. The IceCube dataset, probing both νμ disap-
pearance and νe and ντ appearance near the matter
resonance for core crossing neutrinos, provides unique
and powerful insights into possible mixing of heavier
neutrino mass states with the ντ flavor, as well as offering
sensitivity to νe appearance in experimentally relevant
parts of parameter space associated with the BEST and
gallium anomalies.
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FIG. 11. 2 d.o.f., 90% C.L. sensitivity contours for sin2 θ14
and sin2 θ34, using a joint track-cascade likelihood, for a 3þ 1

sterile-neutrino model with various values of Δm2
41 and θ24,

and θ14 ¼ 0.0.

FIG. 12. Test statistics values for various different injected
3þ 1 sterile-neutrino models, using a joint track-cascade like-
lihood, compared to a three-neutrino hypothesis. The red line
represents a 4 d.o.f. 95% C.L. sensitivity threshold; the shaded
region represents the 95% confidence level bounds from the
BEST best fit.
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Figure 4.0.1: A plot showing the log of the ratio of the neutrino fluxes at the
Earth’s surface and the flux at IceCube. Like in Figure 1.3.1, the top let corner
shows disappearance due to Earth’s opacity to neutrinos at high energies and
the narrow red band shows the MSW resonance with sterile neutrinos. Here,
however, the blue region is showing an MSW-enhanced tau appearance signature
for 3+1 sterile neutrino models with non-zero |Uτ4|2.





53

Chapter 5

Event Generation and Filters

5.1 Event Generation

Like in the analysis presented in this dissertation, neutrino telescopes are often used to search

for the signatures of new physics. Traditional neutrino generation schema, however, coupled the

neutrino event generation with the neutrino Earth-propagation and interaction cross-sections.

As a consequence of this, probing nonstandard neutrino cross-sections, or new physics effecting

the neutrino survival probability would be cumbersome. The response to this was the NuFSGen

approach, later be renamed to the LeptonInjector/Weighter approach; in which the detector

neutrino flux prediction and interaction were fully decoupled to allow for easy testing of various

physics hypotheses. This system was published in Reference [52], and is included in full here.

5.2 Continued Simulation

After event generation in LeptonInjector, particles are propagated and their energy losses

simulated in-ice using PROPOSAL [73]. Low energy cascades are represented as stationary light

sources, while those above 1TeV are elongated along the cascade trajectory. Photon propagation,

the most expensive simulation step, is done using CLSim [74]. The detector and electronics

response to light is then simulated using proprietary software. This accounts for DOM noise,

wavelength and angular acceptance of the PMTs, and the signal digitization process. From here,

MC and data are treated identically: the detector trigger is ran, a simple filter is applied, and a

basic reconstruction is carried out on the passing events.
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5.3 Cascades Pre-filter

The cascade pre-filter is used to reduce the large number of triggered background events before

more complicated event reconstructions must be run. The first step is to identify single events and

coincident events; only single events are kept. Large numbers of cosmic ray air showers yield large

quantities of down-going muons; by removing any events with topologically separated features, we

cut down on background cosmic ray muons tremendously.

Background muon events also enter into the detector from above, while the signal cascades

start from within. The next step for the cascades filter is to then identify which events are fully

contained within the detector and which are not; uncontained (through-going) events are discarded.

This also tremendously reduces the background in the sample. The cascades’ reconstruction

algorithm, Monopod, is then run on the events that survive for use in analysis-specific cuts.
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We present a high-energy neutrino event generator, called LeptonInjector, alongside an event 
weighter, called LeptonWeighter. Both are designed for large-volume Cherenkov neutrino telescopes 
such as IceCube. The neutrino event generator allows for quick and flexible simulation of neutrino events 
within and around the detector volume, and implements the leading Standard Model neutrino interaction 
processes relevant for neutrino observatories: neutrino-nucleon deep-inelastic scattering and neutrino-
electron annihilation. In this paper, we discuss the event generation algorithm, the weighting algorithm, 
and the main functions of the publicly available code, with examples.

Program summary
Program Titles: LeptonInjector and LeptonWeighter
CPC Library link to program files: https://doi .org /10 .17632 /662gkpjfd9 .1
Developer’s repository links: https://github .com /icecube /LeptonInjector and https://github .com /icecube /
LeptonWeighter
Licensing provisions: GNU Lesser General Public License, version 3.
Programming Language: C++11
External Routines:

• Boost
• HDF5
• nuflux (https://github .com /icecube /nuflux)
• nuSQuIDS (https://github .com /arguelles /nuSQuIDS)
• Photospline (https://github .com /icecube /photospline)
• SuiteSparse (https://github .com /DrTimothyAldenDavis /SuiteSparse)

Nature of problem: LeptonInjector: Generate neutrino interaction events of all possible topologies 
and energies throughout and around a detector volume.
LeptonWeighter: Reweight Monte Carlo events, generated by a set of LeptonInjector Generators, 
to any desired physical neutrino flux or cross section.
Solution method: LeptonInjector: Projected ranges of generated leptons and the extent of the 
detector, in terms of column depth, are used to inject events in and around the detector volume. Event 
kinematics follow distributions provided in cross section files.
LeptonWeighter: Event generation probabilities are calculated for each Generator, which are then 
combined into a generation weight and used to calculate an overall event weight. 

© 2021 Elsevier B.V. All rights reserved.

1. Introduction

Neutrinos have been measured in a wide energy range from 
MeV energies in solar and reactor experiments to PeV energies in 
neutrino telescopes [1]. Different neutrino interaction processes [2]
are relevant in this wide energy range, from e.g. coherent-neutrino 
scattering [3] at very small momentum (Q 2) transfer, to very 
large Q 2 processes which create W bosons [4–8] and heavy quark 
flavors [9]. However, deep-inelastic scattering [10] is always the 
dominant process above ∼10 GeV. This broad energy range has 
led to the development of various neutrino event generators used 

by experiments to simulate neutrino interactions [11–14], most 
of which have been optimized for GeV neutrino energy ranges 
and sub-megaton target mass detectors [12]. Such generators are 
not optimal for gigaton-scale neutrino detectors, often known as 
neutrino telescopes, such as the currently operating IceCube Neu-
trino Observatory at the Amundsen-Scott South Pole Station [15]
and next-generation observatories such as KM3NeT [16] in the 
Mediterranean Sea and GVD in Lake Baikal [17].

The first neutrino telescope event generators started their sim-
ulation at the Earth’s surface [18–21], which required solving two 
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Fig. 1.1. A diagram illustrating the different event generation and weighting steps for traditional methods compared with the LeptonInjector and LeptonWeighter
philosophy.

distinct problems: neutrino transport through the planet and the 
generation of neutrino events near the sensitive volume. The first 
such event generator was NUSIM [19], developed in the 1990s for 
the Antarctic Muon and Neutrino Detector Array (AMANDA); see 
also [22] for a similar effort for ANTARES. NUSIM established the 
fundamental concepts of what would later evolve into this project 
by breaking the problem of event generation into a three-step pro-
cedure. First a neutrino energy was randomly drawn from a prior 
distribution, then forced to interact somewhere near the detector, 
and finally an event weight would be calculated and applied [19]. 
This process relied on costly calculations of survival probability of 
the neutrino through the entirety of the Earth, and tightly coupled 
the generation and interaction of each neutrino to the calculation 
of its event weight.

In 2005, NUSIM was ported to C++ and released as the All 
Neutrino Interaction Simulation (ANIS) [20], and then modified 
and adopted into the IceCube internal framework [23] as neutrino-
generator, or NuGen. The basic simulation scheme remained un-
changed, although with each update of the software the scope 
of features grew and the fundamental features and techniques of 
the algorithm were further refined and optimized. In the past five 
years, efficient algorithms to solve the neutrino transport problem 
have become publicly available [21,24–29], allowing the possibil-
ity of simplifying event generation to only consider the problem of 
event generation in and around a volume near the detector. This 
allowed the event generation scheme to be separated into two 
standalone and publicly-available software projects: LeptonIn-
jector [30] and LeptonWeighter [31]. This separation is not 
only convenient from software maintenance point of view, but also 
facilitates optimizations in different energy ranges. For example, 
IceCube’s analyses focusing in EeV energies [32], where the Earth is 
opaque to neutrinos, have used the JAVA-based JULIeT [21,33] soft-
ware package for neutrino transport. JULIeT, much like the C++-
based nuSQuIDS [24,25] package, has the computational advantage 
of solving Earth propagation using a set of differential equations 
instead of a Monte Carlo approach. The combination of software 
presented in this work allows for the user to choose the neu-
trino transport solution that best suits their needs. This simulation 
technique, the LeptonInjector/LeptonWeighter (LI/W), and 
traditional techniques are illustrated in Fig. 1.1

In this paper, we will describe the structure and function of the 
LeptonInjector software package, as well as a companion package 
called LeptonWeighter. In Section 2 we describe the basic func-
tionality of LeptonInjector, focusing on the structure of the soft-
ware (Section 2.1), the injection of particles into the detector (Sec-
tion 2.2), and a comparison between the output of LeptonInjector 
and NuGen. Section 3 contains a description of LeptonWeighter 

and provides examples of reweighted neutrino samples from vari-
ous physical sources of neutrinos. We conclude in Section 4. Details 
of the event and file structures provided by the software packages, 
as well as example driver scripts, are provided in Supplemental 
Material.

2. LeptonInjector

LeptonInjector is written in C++ with boost-python
bindings, and uses Photospline [34] for the cross sections 
needed for kinematic variable sampling. A standalone version of 
the code is publicly available from the IceCube GitHub reposi-
tory [30]. In the description of the software that follows, we use
monospace font to refer to libraries and packages, bold font to 
refer to classes, and italic font to refer to members of a class.

LeptonInjector is capable of simulating neutrino events of 
all flavors over a wide range of energies from 10 GeV to 100 PeV
and beyond, undergoing neutrino-nucleon interaction in the Deep 
Inelastic Scattering (DIS) regime and antineutrino-electron scat-
tering producing W in a Glashow Resonance (GR) interaction, 
(ν̄e + e− → W −). The initial event energy is sampled according 
to a single power-law spectrum at any desired spectral index, and 
final state kinematics are sampled from spline interpolations of the 
differential cross sections for the relevant interaction. These splines 
are saved in FITS files generated by Photospline [34]. For op-
timum efficiency, the spectrum of generated events would match 
the physical one. Atmospheric and astrophysical neutrino fluxes, 
for example, follow a power-law flux. As it is often desirable to 
maintain large sample size at high energies, events can be gen-
erated at one flux and subsequently reweighted to any physical 
flux using LeptonInjector’s sister software package Lepton-
Weighter, available at [31]. Because the event generation starts 
from near the detector, the primary neutrino energy will be guar-
anteed to follow the spectral index of event generation; this is not 
the case for event generators beginning at the Earth’s surface.

To facilitate the reweighting, LeptonInjector creates con-
figuration objects complete with a full description of all relevant 
event generation parameters. LeptonWeighter uses these con-
figuration files to reweight events to any desired physical distribu-
tion.

Following the event generation, described in this work, the 
IceCube Monte Carlo proceeds using the following publicly avail-
able packages. First, leptons are propagated using PROPOSAL [35], 
a software package based on MMC [36], while hadronic or elec-
tromagnetic showers are propagated by the Cascade Monte 
Carlo (CMC) package, which implements the physics described 
in [37] and [38–40]. Next, Cherenkov photons arising from the 
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Table 2.1
Final state particles. Final state particle types are given, in the right two columns, 
for various possible desired interactions.

Event type Interaction finalType1 finalType2

Nu{E,Mu,Tau} CC {E,Mu,Tau}Minus Hadrons
Nu{E,Mu,Tau} NC Nu{E,Mu,Tau} Hadrons
Nu{E,Mu,Tau}Bar CC {E,Mu,Tau}Plus Hadrons
Nu{E,Mu,Tau}Bar NC Nu{E,Mu,Tau}Bar Hadrons
NuEBar GR Hadrons Hadrons
NuEBar GR {E,Mu,Tau}Minus Nu{E,Mu,Tau}Bar

Table 2.2
Flux properties. Parameter names are given in the left column, their description in 
the center column, and values on the right column. These parameters are chosen 
with respect to the desired flux. The allowed energy range is driven by the extent 
of the provided cross section tables.

Parameter Description Allowed ranges

Eminν , Emaxν Neutrino injected energy [100 GeV, 1 EeV]
γ Spectral index power law (−∞,∞)

θminν , θmaxν Injected primary zenith angle [0,π ]
φminν , φmaxν Injected primary azimuth angle [0,2π ]

charged particles are simulated by direct photon propagation us-
ing CLSim [41,42] or PPC [43,44]. Finally, a detector response is 
produced using a proprietary detector simulation.

LeptonInjector requires two kinds of objects: one or more
Injectors and a Controller. An Injector object represents one pri-
mary neutrino type and one interaction channel, one cross section 
model to guide interactions, a number of neutrinos to be injected, 
and one parameter to control the sampling of the interaction ver-
tex: ranged or volume mode, which are described in Section 2.1. 
In practice, the type of primary neutrino and interaction chan-
nel are specified in the Injector as a pair of particles that would 
be generated in such an interaction. These final state particles are 
called finalType1 and finalType2, and the order of these particles is 
strictly defined in Table 2.1. A ‘Hadrons’ particle is used to repre-
sent the hadronic shower produced by the recoiling nucleus from 
the DIS interaction and the hadronic decay channel from a W pro-
duced in a GR interaction. Ideally the propagation of the hadronic 
showers would be simulated directly using GEANT4 or a simi-
lar particle interaction framework, although this process is far too 
computationally expensive to be practical. Instead, a parametriza-
tion is used for the propagation of the hadronic shower, developed 
through GEANT4 simulations, as described in [38].

The Controller defines energy ranges, azimuth and zenith 
ranges, and a spectral index of the primary neutrino as shown 
in Table 2.2. One or more Injector objects must be assigned to 
a Controller as well as the destinations for the output files. Once 
the Controller is configured, the simulation is initialized by calling 
the Execute member function. The Controller iterates over its mem-
ber Injectors, with each combining the Controller’s flux properties 
with its own injection parameters into a Generator, and generat-
ing events until reaching their target number as set by the user. 
This process is illustrated in Fig. 2.1. In both ranged and volume 
injection modes, Injectors generate a ‘primary’ neutrino according 
to a power-law spectrum with the configured spectral index. This 
‘primary’ neutrino is the neutrino as it was in the instant before 
interaction. The direction of the primary neutrino is sampled uni-
formly from the allowed ranges in azimuth and cosine of zenith. 
The event location is selected according to the injection mode, 
which is described in detail later in Section 2.1.

The event kinematics are defined in terms of the Bjorken x and 
Bjorken y kinematic variables. As shown in Eq. (2.1), Bjorken y is 
the fractional energy carried away by the out-going lepton in a DIS 
interaction and Bjorken x is the fraction of primary-particle mo-

Fig. 2.1. Flowchart displaying the iterative process by a Controller prepares to gener-
ate, and then generates events. The Generator object is used by LeptonInjector
to store all necessary information to simulate events.

mentum transferred by the weak interaction. These two variables 
are given by

y = 1 − E f

Ei
x = 4Ei E f sin2 θ

2mp(Ei − E f )
, (2.1)

where θ is the angle between the trajectories of the initial- and 
final-state leptons, mp the proton mass, and Ei and E f are the 
energies of the initial and final state lepton, respectively.

The Bjorken quantities are sampled, using b-splines from a joint 
3D probability density function in the logarithm of each of Ei , x, 
and y space, using the Metropolis-Hastings algorithm [45]. Final 
state particle energies and deviations from the injected primary 
direction are then calculated analytically according to these kine-
matic variables. Events are written to an HDF5 file as they are gen-
erated, and a LeptonInjector Configuration (LIC) file is written 
in parallel storing the exact configuration settings used for gen-
eration including both differential and total cross sections used. 
These LIC files are structured binary data files containing a header 
for meta-data, including a version number, and may evolve over 
time. The backwards-compatibility of LIC files is of importance, 
and will be maintained in future versions of LeptonInjector
and LeptonWeighter. The structure of the HDF5 files and exact 
specifications of the LIC files are described in Appendices A and B, 
respectively.

2.1. Injection

The two modes for injecting events are ranged mode and vol-
ume mode; each accepts and requires the parameters described in 
Table 2.3. An overview of the injection process is shown in Fig. 2.2.

In volume mode, a cylinder, oriented vertically, is constructed 
around the origin according to specified parameters and an in-
teraction point is selected uniformly within that cylinder’s vol-
ume. This injection mode is suitable for simulating events which 
are approximately point-like for the purposes of detection, such 
as neutral-current interactions and charged-current νe interactions 
which produce particle showers which are fairly short in dense 
media compared to the size of the detector.

The ranged mode process is illustrated in Fig. 2.3. This mode is 
intended as a counterpart of the volume injection mode. Ranged 
mode is suitable for simulating events where the detection is 
due to visible daughter particles (μ± , τ±) which travel through 
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Table 2.3
Detector properties. Parameter names are given in the left column, their description 
in the middle-left column, and Defaults on the middle-right column. These param-
eters are chosen in order to cover the detector. Example parameters for the IceCube 
Neutrino Observatory are provided on the far-right column.

Parameter Description Defaults IceCube 
example

InjectionRadius Max distance of closest approach 
from origin for injection

1200 m 900 m

EndcapLength Possible longitudinal extent of 
injection from point of closest 
approach

1200 m 900 m

CylinderRadius Radius of injection cylinder 1200 m 700 m
CylinderHeight Height of injection cylinder 1200 m 1000 m

Fig. 2.2. A flowchart demonstrating the process of generating an event.

dense media for distances comparable to or larger than the size 
of the detector. It ensures sampling of interaction positions, over 
the whole volume of a target detector, both as far away as pos-
sibly visible to the detector due to daughter particles leaving the 
interaction, and proportional to local material density. A typical ex-
ample of an interaction type in this category is the charged-current 
νμ interaction.

During generation in ranged mode, a direction for the primary 
neutrino is first chosen within the allowed range of azimuth and 
zenith angles; this is shown in Fig. 2.3a. Then, as in Fig. 2.3b, a 
point is randomly chosen from a disk of radius InjectionRadius cen-
tered at the origin and perpendicular to the sampled direction; 
this point will be the point of closest approach (PCA) of the in-
jected neutrino’s projected path. The distance from the sampled 

PCA to the origin is called the impact parameter. Next, a range 
of possible positions along this path is determined in which the 
interaction position may be sampled. This includes two ‘endcaps,’ 
specified as lengths (EndcapLength) on either side of the disk con-
taining the PCA, and a maximum lepton ‘range.’ The endcaps are 
added to ensure that events are sampled over the entire volume of 
the detector, and the range is computed to account for the maxi-
mum distance that the charged lepton daughter of the interaction 
may travel. This maximum distance is calculated according to

Rμ(E) = 1

db
log

(
1 + E

da

db

)
, and (2.2)

Rτ (E) = Rμ(E) +
(

3.8 × 104
)

log
(

1 + 1
5.6×107

)
, (2.3)

with da = 0.212/1.2 [GeV mwe−1] and db = (0.251 × 10−3)/

1.2 [mwe−1] [46]. Rμ and Rτ represent the maximum ranges, 
in meters water equivalent, for 99.9% of muons and taus of en-
ergy E in GeV respectively. The factor of 1.2 is to account for the 
observed deviations from the fits producing these max range func-
tions. The maximum deviation was less than 20%, and as such db
is appropriately scaled.

The range of possible positions is converted to common units 
of column depth by taking into account the density of the ma-
terial along the line formed by the two endcap lengths, includ-
ing both local material around the detector and the Earth more 
generally, using a variation of the Preliminary Reference Earth 
Model (PREM) [47], which we have extended with three uniform-
density layers: a 2.6 km thick clear-ice layer, a 200 m thick firn 
layer, and a 103 km atmosphere layer; these are demonstrated in 
Appendix C. These extra layers cover the entire Earth, and are re-
quired to accurately distribute the events, with respect to depth, in 
ranged mode. This gives the preliminary maximum column depth 
within which the generator should ideally sample the interaction 
point. The geometry of this calculation is shown in Fig. 2.3c. The 
model of the surrounding material is then integrated again, to de-
termine whether the amount of column depth desired from the 
preliminary calculation actually exists along the path; at high en-
ergies it may not if the lepton range is sufficient to extend outside 
the outermost layer of the Earth model. In this case, the maxi-
mum column depth is reduced to the physically available value, as 
in Fig. 2.3d. The resulting column depth is called the total column 
depth. The amount of column depth the neutrino should traverse 
before interacting is then sampled uniformly between zero and 
this total column depth, and then converted to a physical posi-
tion along the chosen path by a final integration of the material 
model as shown in Fig. 2.3e.

2.2. Comparisons

Prior to this generator, in IceCube, the primary neutrino event 
generator has been NuGen. Similar to LeptonInjector, Nu-
Gen has been used to generate both up- and down-going neutrino 
events of all flavors and neutrino type; it has been used for the 
Monte Carlo event generation of numerous studies in IceCube and 
is thoroughly vetted. As part of the development of LeptonIn-
jector, comparisons were made between identical MC samples 
generated by LeptonInjector and NuGen’s ‘Detector Mode,’ 
which uses an injection scheme roughly analogous to LeptonIn-
jector’s ranged mode. Events of all flavor, for both neutrino and 
anti-neutrino primaries, were generated for each neutrino type at 
a spectrum of E−1 over all azimuth angles and up-going zenith 
angles. A comparison of the spectra of injected lepton energies 
is shown in Fig. 2.5, and a comparison of the average inelastic-
ity parameter as a function of primary neutrino energy is shown 
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Fig. 2.3. Visualization of the ranged injection process and geometry.

in Fig. 2.4b. Additional comparisons were carried out for distribu-
tions of Bjorken x and y, and the opening angle between injected 
particles, and were all found to be in agreement.

LeptonInjector was also verified to produce events with a 
realistic distribution of final state kinematics. Among other tests, 
to this end, we compared a large sample of generated events with 
the theoretical predictions of the final states resulting from CC, NC, 
and GR interactions, for which we use [48] to model the DIS inter-
actions and the analytical expressions given in [4,10] for the GR. 
Fig. 2.4a compares the average inelasticity for an interaction of 
a given energy for neutral- and charged-current interactions with 
both neutrinos and anti-neutrinos; results from a five-year IceCube 
study on inelasticity distributions are overlaid [49] along with a 
flux-averaged LeptonInjector sample. This trend closely fol-
lows the predictions of [48]; see [50] for an extended discussion.

3. LeptonWeighter

The events produced by the LeptonInjector algorithm de-
scribed in Section 2 are generated at an arbitrary rate chosen by 

the user; LeptonWeighter allows these events to then be re-
weighted to any physical neutrino flux and interaction cross sec-
tion. Here, we briefly explain the reweighting procedure.

Suppose a sample of events was generated according to some 
ansatz distribution �(E), e.g. according to

dN

dE
= �(E), (3.1)

where E is the neutrino energy and dN/dE is the expected flux 
density. To re-weight the sample to a uniform distribution in en-
ergy, a weight wevent is applied to each event, inversely propor-
tional to the generating probability density:

wevent(E0) = 1/�(E0), (3.2)

where E0 is the energy of the event. Suppose instead two sub-
samples were generated from distributions �a and �b , with the 
same domain in energy, and were then combined into one. To re-
weight events in the combined sample to a uniform distribution, a 
weight of
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Fig. 2.4. Average event inelasticity, with respect to neutrino energy in GeV, for NC and CC events resulting from neutrinos and anti-neutrinos.

Fig. 2.5. Comparison between LeptonInjector and NuGen’s Detector Mode for the spectrum of the energies of leptons produced in the interactions. Total event energies 
were sampled with a 1 TeV minimum. Note that the LeptonInjector and NuGen lines are directly superimposed.

wevent(E0) = 1

�a(E0) + �b(E0)
(3.3)

would be applied. This is the generation weight, and accounts for 
the probability that either distribution could produce any given 
event. Events can then be re-weighted to a new distribution by 
evaluating their probability density in the new distribution and di-
viding by the generation weight.

Extending this to LeptonInjector, the probability density 
that a given Generator could have produced an event for each 
event is

pMC = Ngen
1

	gen Agen
× ρgen(�)

Xcol
gen

× 1

σtot

∂2σ

∂x∂ y
× �(E)∫ Emax

Emin
�(E)dE

(3.4)

where 	gen is the solid angle over which events were generated, 
�(E) is the power-law flux spectrum of the Generator, Agen is 
the integrated area of the sampling surface, ρgen(�) is the local 
mass density of targets, Xcol

gen is total column depth of targets in 
the sampling region, Ngen is the total number of generated events, 
and ∂xyσ and σtotal are the differential and total cross sections 
evaluated for the event, respectively. As a result, pMC has units 
of sr−1 cm−3 GeV−1. For a single MC generator, whose exact def-
initions are discussed in [51], the generation weight is the inverse 
of the generation probability density:

wgen = 1

pMC
. (3.5)

In the regime of small neutrino interaction probability, an event’s 
final weight, in units of s−1, is approximately given by

wevent =
∑
{gen}

(
Xcol

physicalN A

Mtarget
× ρphysical(�)

Xcol
physical

× ∂2σ

∂x∂ y
× �physical

)
︸ ︷︷ ︸

physical distribution

× wgen︸︷︷︸
gen weight

, (3.6)

where {gen} indicates the set of generators, Mtarget is the molar 
mass of the target, �physical is the desired physical flux of neutrinos 
at the detector, N A is Avogadro’s constant, Xcol

physical is calculated as

Xcol
physical =

� f∫
�i

ρphysical(�)d� (3.7)

along the path � the particle would take to interact, and ∂xyσ is 
the differential cross section evaluated for the event. Note that 
Xcol

physical is the physical column density between the generation 
boundaries � f and �i , which are not necessarily the same across 
different generators. If the physical and generation density models 
are the same, then the ρphysical(�)/Xcol

physical and ρgen(�)/Xcol
gen terms 

cancel. For a more complete description of the weighting that cov-
ers non-negligible interaction probabilities, see Appendix D.

This weighting calculation procedure is implemented in the
LeptonWeighter C++ library and Python module; it is available 
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Fig. 3.1. Several re-weightings of the same sample with one year of live-time. Top-left: unweighted, top-right: re-weighted to an E−2 astrophysical flux, bottom-left: re-
weighted to an atmospheric flux, bottom-right: re-weighted to a sample with non-standard interactions used propagation of atmospheric neutrinos. Here an extra, lepton-
number violating, non-diagonal, term has been added to the neutrino propagation Hamiltonian.

in [31]. LeptonWeighter uses the LIC files generated by Lep-
tonInjector to calculate the above generation weights, then a 
user-specified cross section and flux to calculate event weights.

3.1. Code structure

LeptonWeighter divides its functionality into distinct com-
ponents: fluxes, cross sections, Generators, and Weighters. Flux
objects are constructed to define a flux to which a sample should 
be weighted. CrossSection objects are similarly constructed with 
paths to locally saved FITS files of the same format as those used 
by LeptonInjector, and are used to define the cross sections 
used to weight the sample’s events. LeptonWeighter constructs
Generators by reading LIC files from disk and deserializing them. 
These Generators contain the exact simulation parameters used by
LeptonInjector to generate events, and are able to calculate 
the generation weight for any event following a process illustrated 
in Fig. 3.2.

LeptonWeighter creates a Weighter object by using a list 
of Generators, a Flux object, and a CrossSection object. The
Weighter object uses an event’s properties, see Fig. A.1 in the 
Appendix, to calculate a weight as defined by Eq. (3.6). Fig. 3.1
demonstrates an all-flavor Monte Carlo sample composed of equal 
parts neutral- and charged-current DIS events, generated using an 
E−2 spectrum, and re-weighted to multiple different fluxes. The 
top-left plot shows the unweighted sample; the top-right left plot 
shows the sample reweighed to an astrophysical flux and weighted 
to the CSMS calculation of the DIS cross section [48]; the bottom-

Fig. 3.2. A flowchart illustrating the process for calculating the individual weights of 
a collection of events.
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left is re-weighted to an atmospheric neutrino flux and convolved 
with the same DIS cross sections [48]; the bottom-right plot shows 
the sample re-weighted to an atmospheric neutrino flux, with non-
standard neutrino interaction (NSI) parameter strength of εμτ =
2 × 10−1. See [52] for a precise definition of this parameter and 
nuSQuIDS [24,25] for the NSI implementation used.

In general, the weighting scheme allows to modify an already 
generated Monte Carlo set to any cross section that maps onto 
the same final states. For example, the DIS cross section could 
be a perturbative QCD calculation such as the CSMS@NLO [48]
or the BGR@NNLO calculation given in [53] or a phenomenolog-
ical estimate using the color-dipole model [25]. Similarly for the 
Glashow process one could use the original tree-level calculation 
in [4] or the updated calculation including radiative corrections 
given in [54].

4. Broader applications

Although LeptonInjector and LeptonWeighter have 
principally been developed for use by IceCube, the injection and 
weighting techniques are broadly applicable for experiments that 
need to simulate natural sources of neutrinos above 10 GeV. To 
adapt the software to other experiments we must account for dif-
ferences in detector geometry and material composition within 
and around the detector.

The size of the injection region can be easily adjusted by chang-
ing the InjectionRadius, EndcapLength, CylinderRadius, and Cylinder-
Height parameters to encompass the extent of the detector. As long 
as the detector occupies a significant fraction of this cylindrical 
volume, the event injection remains efficient.

The material model used by LeptonInjector and Lepton-
Weighter has a simple implementation that models the Earth 
as a series of spherical shells with a radially varying polynomial 
density distribution. The polar ice cap is modeled as an offset 
spherical shell, also with a radially varying polynomial density. 
This implementation works well for detectors embedded in media 
that conform to spherical symmetry such as KM3NeT [16] in the 
Mediterranean Sea. However, this approach to the material model 
breaks down when the symmetry is broken, as is the case for GVD 
in Lake Baikal [17] and the 17 kt liquid Argon modules planned 
for DUNE [55]. To accommodate these experiments a more de-
tailed software model of the surrounding material would need to 
be implemented. As long as the injection and weighting proce-
dures query the updated material mode, no other modifications 
should be necessary.

5. Conclusions

Here we have presented the first publicly available neutrino 
telescope event generator for GeV-PeV+ energy ranges that factor-
izes the problem of Earth and atmospheric propagation from the 
event generation. The valid energy range of the generator is not 
limited by the software, but by the input cross sections provided 
by the user. The default CSMS cross section [48] provided with the 
code has less than 5% uncertainty in the 100 GeV to 100 EeV en-
ergy range. The factorization allows for streamlined and efficient 
production of neutrino events. LeptonInjector, along with its 
sister software LeptonWeighter, satisfy the needs of generating 
events for gigaton-scale neutrino observatories. The current im-
plementation contains the most significant processes relevant to 
current analyses performed by these observatories, however we 
expect that this work will be extended as new calculations are 
made available and newer experimental needs arise. To this end, 
the code discussed in this paper follows an open-source model. 
Improvements recently proposed in the literature include: adding 

sub-leading neutrino interactions such as interactions with the nu-
clear coulomb field [5–8], which is expected to be a 10% contri-
bution at 1 PeV; use of updated DIS models such as those given 
in [29]; inclusion of trident neutrino events [56–59,8]; inclusion 
of nuclear effects on interactions [53]; inclusion of new physics 
processes such as production of heavy-neutral leptons [60–62] or 
dark neutrinos [63–67]; inclusion of new neutrino interactions me-
diated by light Z -prime [68–70]; among others.
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Appendix A. LeptonInjector event structure

All LeptonInjector events from a single process are saved 
to a single HDF5 file. Each Injector used in the generation process 
is given its own dataset inside the HDF5 file with four lists con-
taining an entry for each event generated. Two lists are stored for 
the two final state particles’ parameters, a third list contains the 
initial state particles’ parameters, and a fourth list contains over-
all parameters for the events. Each of the event-entries in each 
of the three lists of particles contain, in order: a number dif-
ferentiating whether it is initial or final state, the particles’ PDG 
ID [71], the particles’ positions, the particles’ directions in radians, 
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Suppl. Figure A.1. Lepton Injector Monte Carlo event structure.

and the particles’ energies. The overall properties stored for each 
event are shown in Fig. A.1. The impact parameter and total col-
umn depth are defined in Section 2.1 and shown graphically in 
Figs. 2.3b and 2.3d.

Appendix B. LIC file structure

Data serialized in the LIC file is written little-endian, regard-
less of machine architecture. When a LIC file is first opened, the
Controller either overwrites any existing file with the same des-
tination name or begins appending to the end of such an existing 
file. This behavior follows according to user-specification. If a new 
file is being written or an existing one overwritten, a block is 
first written to the file enumerating all LeptonInjector parti-
cle types. A header is first written specifying the size of the block, 
the name of the enumeration, and the length of the enumeration. 
Then the name and number of each entry in the particle enumer-
ation is written.

Afterwards, each time a new Generator is prepared, the Con-
troller writes a new block to the LIC file. Each of these blocks is 
prefaced with a header specifying the size of the block, the name 
of the block, and the version of the LeptonInjector serializa-
tion code used to write the block. Then, all relevant generation 
parameters are written to the block.

Appendix C. Earth model density

LeptonInjector uses a modified Preliminary Reference 
Earth Model (PREM) for column depth calculations around the in-
jection region. The density profile of which is shown in Fig. C.1. 

Appendix D. Weighting

The generation procedure produces a set of neutrino properties 
that include the position, direction, energy, neutrino type, interac-

Suppl. Figure C.1. The density of the LeptonInjector Earth model as a function 
of depth from the edge of Earth’s atmosphere.

tion type, and final state kinematic properties. The distribution of 
these properties at generation may differ from those we would ex-
pect in a physical scenario, so the weighting procedure is designed 
to correct for these differences. Beyond the distribution differences, 
weighting also corrects for differences in dimensionality and raw 
numbers of events. In our prototypical scenario, the weight of an 
event is dimensionless so only a correction factor to the total num-
ber of events is needed (Nphysical/Ngen).

In the case of ranged injection we can separate the generation 
probability density of an event into several independent compo-
nents

pgen = pneutrino type
gen × pinteraction type

gen × penergy
gen × pdirection

gen
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× pimpact
gen × pdepth

gen × pkinematics
gen . (D.1)

The generators in LeptonInjector only deal with one neutrino 
and interaction type each, so pneutrino type

gen and pinteraction type
gen will 

either be one or zero depending on if the event matches what 
can be produced by the generator. Similarly, penergy

gen is the proba-
bility distribution of injected neutrino energies which is zero for 
events with neutrino energies outside the bounds of the gener-
ator. Directions are distributed uniformly in ranged injection and 
so pdirection

gen = 1/	gen where 	gen is the total solid angle available 
to the generator. The pimpact

gen term is the probability distribution 
related to the impact parameter and angle; since events are sam-
pled uniformly on a disk, this term is the inverse of the disk area, 
pimpact

gen = 1/Agen, for events intersecting the disk and zero other-
wise. Events are sampled uniformly with respect to column depth 
along the considered line segment, so the positional distribution of 
events can be described as pdepth

gen = ρgen(�)/Xcol
gen, where ρgen(�) is 

the local target mass density where the event is injected and Xcol
gen

is the total column depth of targets along the considered line seg-
ment. Finally, pkinematics

gen is the probability distribution of the events 
kinematic variables; for charged current and neutral current events 
this is pkinematics

gen = (∂xyσ
tot,i
gen )/(σ tot,i

gen ).
These terms in the generation probability must then be paired 

with their physical counterparts. Since our hypothesis can specify 
the number of neutrinos per type, the neutrino type can be ne-
glected beyond this number correction and the pneutrino type

gen term 
from the generator. The energy, direction, and impact terms all 
have their counterpart in the neutrino flux �physical, which spec-
ifies the physical neutrino distribution in energy, direction, area, 
and time. The flux, when paired with a detector livetime Lphysical

also specifies the total number of neutrinos Nphysical by the rela-
tion

Lphysical × �physical = Nphysical × pneutrino type
physical × penergy

physical

× pdirection
physical × pimpact

physical. (D.2)

The remaining terms, pinteraction type
gen , pdepth

gen , and pkinematics
gen , deal 

with the neutrino interaction itself, which requires special care. 
The generation process assumes that the neutrino interacts within 
a certain region and with a specific interaction type. In reality, neu-
trinos on a path to the detector are potentially subject to any of 
several different interactions, and may pass through the Earth en-
tirely unimpeded. Thus, we need to account for the probability that 
the neutrino in the physical scenario would interact within the re-
gion considered by the generator pinteraction

physical , the depth distribution 

of all neutrino interactions within that region pdepth
physical , the proba-

bility that a specific interaction occurs once the interaction point 
has been chosen pinteraction type

physical , and finally the kinematic distri-

bution pkinematics
physical . The former two terms, pinteraction

physical and pdepth
physical

depend explicitly on the line segment considered by the gener-
ator when choosing the neutrino interaction vertex. The interac-
tion probability can be cast in terms of the “survival” probability, 
pinteraction

physical = 1 − psurvival
physical, the probability that the neutrino will pass 

through the region without interacting. The survival probability is 
given by

psurvival
physical = exp

⎛
⎜⎝−

� f∫
�i

d�
∑
p,i

np
physical(�)σ

tot,p,i
physical

⎞
⎟⎠ , (D.3)

where p iterates over the possible targets (usually nucleons and 
electrons), i iterates over interaction types, and np

physical(�) is the 

density of target p at a point � along the considered line segment 
Thus,

pinteraction
physical = 1 − exp

⎛
⎜⎝−

� f∫
�i

d�
∑
p,i

np
physical(�)σ

tot,p,i
physical

⎞
⎟⎠ . (D.4)

Another way of writing this is in terms of the total column depth 
for each target Xcol,p

physical, target molar mass Mp , and Avagadro’s 
number N A , such that

pinteraction
physical = 1 − exp

⎛
⎝−N A

∑
p,i

(Xcol,p
physical/Mp)σ

tot,p,i
physical

⎞
⎠ . (D.5)

The implementation in LeptonWeighter groups protons and 
neutrons together and assumes that the molar mass of nucleons is 
1 g mol−1. The depth distribution pdepth

physical follows a similar form 
as the survival probability, but is normalized within the generation 
bounds such that

pdepth
physical = exp

⎛
⎜⎝−

�∫
�i

d�
∑
p,i

np
physical(�)σ

tot,p,i
physical

⎞
⎟⎠

/

� f∫
�i

d�exp

⎛
⎜⎝−

�∫
�i

d�
∑
p,i

np
physical(�)σ

tot,p,i
physical

⎞
⎟⎠ , (D.6)

which can similarly be recast in terms of the density or column 
depth. The last two terms, pinteraction type

physical and pkinematics
physical , depend 

only on the position and type of the interaction, and so are in-
dependent of the generator. Once we assume that an interaction 
occurs at a known location, the probability of a specific inter-
action pinteraction type

physical is the ratio of total cross sections at that 

location pinteraction type
physical = (σ tot,i

physical)/(
∑

j σ
tot, j
physical) where the sub-

script j iterates over all possible interactions. For the chosen in-
teraction type, the kinematic distribution is simply pkinematics

physical =
(∂xyσ

tot,i
physical)/(σ

tot,i
physical) in the case of charged or neutral current 

interactions.
By pairing up the terms we can see all the effects that are ac-

counted for in the event weight

wMC = Nphysical

Ngen
pinteraction

physical

pneutrino type
physical

pneutrino type
gen

pinteraction type
physical

pinteraction type
gen

penergy
physical

penergy
gen

× pdirection
physical

pdirection
gen

pimpact
physical

pimpact
gen

pdepth
physical

pdepth
gen

pkinematics
physical

pkinematics
gen

. (D.7)

Practical implementations of this replace some of the physical 
terms with the flux and livetime to obtain the event weight

wMC = Lphysical�physical

Ngen pneutrino type
gen penergy

gen pdirection
gen pimpact

gen

× pinteraction
physical

× pinteraction type
physical

pinteraction type
gen

× pdepth
physical

pdepth
gen

× pkinematics
physical

pkinematics
gen

. (D.8)

When simulation is created using multiple generators we must 
consider the probability that a particular event may be gener-
ated in either generator, regardless of which generator it orig-
inated from. The behavior we desire is such that events from 
non-overlapping regions of the parameter space retain their origi-
nal single-generator weights, but events that reside in the overlap 
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regions are down-weighted to account for the overlap. The event 
weight then takes the form

wMC =
[∑

i

(
pi

physical

)−1 × pi
gen

]−1

, (D.9)

where the superscript i denotes the different generators, pi
physical

is the physical contribution to the weighting, and pi
gen is the gen-

eration contribution to the weighting. Note the superscript i on 
the physical contribution is there because the terms pinteraction

physical

and pdepth
physical depend on the particular generator. If the generation 

settings governing the line segment along which the event is in-
jected are common to all generators then this dependence can be 
dropped and pphysical can be factored out.

The above description in the weighting starts from the ranged 
injection procedure, but only minor modifications are needed for 
this to be applicable to volume injection. The difference arises from 
the pdepth

gen and pimpact
gen terms on the generation side and pdepth

physical

and pinteraction
physical on the physical side. These generation terms are di-

rectly analogous to steps in the ranged injection procedure where 
the position of closest approach and interaction vertex position are 
chosen. In the volume injection, the interaction vertex is chosen 
in a single step, so we can replace these two generation terms 
with the single pposition

gen term which is a uniform probability den-
sity along the line segment within the injection cylinder and zero 
outside. The physical terms only differ in that the line segment 
considered for the calculation now must come from the volume in-
jection procedure. Specifically, the line segment considered passes 
through the interaction vertex following the injected neutrino di-
rection, beginning and ending at the boundaries of the injection 
cylinder.

These differences between the ranged and volume injection 
mean that the physical contributions to the weighting will differ 
between the two, and must be calculated separately for each event 
if both methods are used in the event generation.

Finally, the approximation used in Eq. (3.6) can be obtained by 
expanding the depth and interaction terms for a vanishing product 
of the interaction cross section and column depth. For the column 
depths and cross sections used in LeptonInjector, this approx-
imation remains valid for sub ZeV neutrino energies.

Appendix E. Generation example

This Python example is included in the LeptonInjector
source code. It creates an Injector in Ranged mode for producing 
CC muon-neutrino events of initial energy between 1000 GeV to 
100 000 GeV, and outputs the data to an HDF5 file. 

import LeptonInjector as L I
from math import pi
import os

xs_folder = os . path . jo in ( os . path . dirname ( _ _ f i l e _ _ ) , ’ . . ’ )

n_events = 1000
d i f f _ x s = xs_folder + " / test_xs . f i t s "
t o t a l _ x s = xs_folder + " / t e s t _ x s _ t o t a l . f i t s "
# Ranged Mode , de s c r i b e d in S e c t i o n I I . A
is_ranged = True
# P a r t i c l e s chosen f o r NuMu−CC using Table I I . 1
f i n a l _ 1 = L I . P a r t i c l e . MuMinus
f i n a l _ 2 = L I . P a r t i c l e . Hadrons
# Bui l d the I n j e c t o r o b j e c t de s c r i b e d in S e c t i o n 2
t he _ in je ct or = L I . i n j e c t o r ( n_events , f ina l_1 , f ina l_2 , d i f f _ x s ,

tota l_xs , is_ranged )

deg = pi /180.
minE = 1000. # [ GeV ]

maxE = 100000. # [ GeV ]
gamma = 2 .
minZenith = 80.∗deg
maxZenith = 180.∗deg
minAzimuth = 0.∗deg
maxAzimuth = 180.∗deg

# c o n s t r u c t i n g the C o n t r o l l e r o b j e c t de s c r i b e d in S e c t i o n I I
c o n t r o l l e r = L I . Control ler ( the_injector , minE , maxE , gamma,

minAzimuth , maxAzimuth , minZenith , maxZenith )

# s p e c i f y the output
c o n t r o l l e r . Output ( " . / data_output . h5" )
c o n t r o l l e r . L I C F i l e ( " . / conf ig . l i c " )

# S t a r t s the Process , as i l l u s t r a t e d in F igure I I . 1
c o n t r o l l e r . Execute ( )

Appendix F. Weighting example

The following Python example is included in Lepton-
Weighter. It reads a set of generated events and computes the 
weights of for a given neutrino cross sections and fluxes. The result 
is stored in an HDF5 file for later usage. 

import LeptonWeighter as LW
import h5py as h5
import numpy as np

" " "
Th i s c a l c u l a t e s the weight o f each event in the L e p t o n I n j e c t o r

example s c r i p t .
" " "

# These o b j e c t s are a l l de f ined in S e c t i o n I I I . A

# Create generator
# i f there were mul t ip le L IC f i l e s , you would ins tead make a

l i s t o f Generators
net_generation = [LW. MakeGeneratorsFromLICFile ( " config . l i c " ) ]

# This c r o s s s e c t i o n o b j e c t takes four d i f f e r e n t i a l c r o s s
s e c t i o n s ( dS / dEdxdy )

# Neutrino CC−DIS xs
# Anti−Neutrino CC−DIS xs
# Neutrino NC−DIS xs
# Anti−Neutrino NC−DIS xs
cross_sect ion_ locat ion = " / path / to / cross_sect ions / "
xs = LW. CrossSectionFromSpline (

cross_sect ion_ locat ion+" / dsdxdy_nu_CC_iso .
f i t s " ,

c ross_sect ion_ locat ion+" / dsdxdy_nubar_CC_iso .
f i t s " ,

c ross_sect ion_ locat ion+" / dsdxdy_nu_NC_iso .
f i t s " ,

c ross_sect ion_ locat ion+" / dsdxdy_nubar_NC_iso .
f i t s " )

# GeV u n i t l e s s GeV
flux_params ={ ’ constant ’ : 10∗∗−18, ’ index ’ :−2, ’ sca le ’ :10∗∗5 }
liveTime = 3.1536e7 # [ s ]

f lux = LW. PowerLawFlux ( flux_params [ ’ constant ’ ] , flux_params [ ’
index ’ ] , flux_params [ ’ sca le ’ ] )

# b u i l d weighter
weight_event = LW. Weighter ( f lux , xs , net_generation )

def get_weight ( props ) :
" " "
T h i s f u n c t i o n takes the " p r o p e r t i e s " o b j e c t from a LI−Event .

I t then c a l c u l a t e s and returns the weight
" " "
LWevent = LW. Event ( )
LWevent . energy = props [0 ]
LWevent . zenith = props [1]
LWevent . azimuth = props [2]
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LWevent . interact ion_x = props [3]
LWevent . interact ion_y = props [4]
LWevent . f i n a l _ s t a t e _ p a r t i c l e _ 0 = LW. Part ic leType ( props [5] )
LWevent . f i n a l _ s t a t e _ p a r t i c l e _ 1 = LW. Part ic leType ( props [6] )
LWevent . primary_type = LW. Part ic leType ( props [7] )
LWevent . radius = props [8]
LWevent . total_column_depth = props [9]
LWevent . x = 0
LWevent . y = 0
LWevent . z = 0

weight = weight_event ( LWevent)

# t h i s would a l e r t us that something bad i s happening
i f weight==np . nan :

r a i s e ValueError ( "Bad Weight! " )

return ( weight∗ l iveTime )

d a t a _ f i l e = h5 . F i l e ( " data_output . h5" )
i n j e c t o r _ l i s t = d a t a _ f i l e . keys ( ) # Each i n j e c t o r i s t r e a t e d as an

entry in a d i c t i o n a r y
print ( " Loaded { } I n j e c t o r s : { } " . format ( len ( i n j e c t o r _ l i s t ) ,

i n j e c t o r _ l i s t ) )

for i n j e c t o r in d a t a _ f i l e . keys ( ) :
pr int ( " Evaluating { } " . format ( i n j e c t o r ) )
for event in range ( len ( d a t a _ f i l e [ i n j e c t o r ] [ ’ propert ies ’ ] ) ) :

pr int ( " Event {0:06d} Weight : { } " . format ( event ,
get_weight ( d a t a _ f i l e [ i n j e c t o r ] [ ’ propert ies ’ ] [ event ] ) ) )

d a t a _ f i l e . c lose ( )
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Chapter 6

Sources of Systematic Uncertainties

In this Chapter the sources of systematic uncertainty and strategies for marginalizing their effects

in this analysis are discussed. In Section 6.1, we discuss two methods used to this end: SnowStorm

and systematic downsizing. SnowStorm is used for extracting the analysis-level effects of highly

correlated sources of systematic uncertainty, and systematic downsizing is used for marginalizing

these correlated parameters in an uncorrelated basis as well as only manipulating the strongest of

those uncorrelated nuisance parameters. Then, in Section 6.2, the implementation schema are

discussed alongside the expected shape-effects of these nuisance parameters in analysis space. Two

different models were implemented and investigated to describe uncertainties on the conventional

neutrino flux; they are described in Subsections 6.2.4 and 6.2.5.

6.1 Methods

6.1.1 Snowstorm

While some sources of systematic uncertainty can be easily addressed through re-weighting, such

as uncertainties on cosmic ray fluxes, others can have non-trivial effects on the reconstruction of

events. These ‘low-level’ sources of systematic uncertainty typically, and historically, required a

dedicated MC sample where the parameter was perturbed by some fixed, discrete, amount. This

method becomes intractable when multiple, highly correlated, sources of systematic uncertainty

are present, such as in the case of the dust concentration as a function of depth in IceCube, which

is discussed in Reference [75]. The dust, or any optical impurities, influence the scattering and

absorption length of light in ice and can therefore have complicated effects on reconstructed energy
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and direction of events. To address these particularly complex source of systematic uncertainty, a

new method for efficiently determining the effects of these parameters was developed for IceCube

analyses: SnowStorm1. Several Snowstorm implementations are used in this analysis, and although

it is discussed at length elsewhere [76], it is briefly introduced and discussed in the section that

follows.

Snowstorm relies on two underlying assumptions, both of which are generally necessary for

most of the commonly used methods of systematic uncertainty estimation.

1. the effects of systematic uncertainty are sufficiently small such as to be treated perturbatively.

2. the Monte Carlo statistical uncertainty is small compared to the data.

Consider some set of parameters ~η, called “nuisance parameters,” which are imperfectly known

and yet contribute to the predicted final event rates. We wish to, given some choice of ~η, calculate

a predicted event rate ψ~ρ,~η(Eα), where the nominal prediction is denoted ψ~ρ,~0(Eα).

Traditional approaches would require generating several, discrete, Monte Carlo sets: each of

which being generated for some perturbed value of each of the nuisance parameters. For correlated

sets of nuisance parameters, additional Monte Carlo sets would be required for each of the possible

pairings of nuisance parameters: this quickly becomes cumbersome. A SnowStorm Monte Carlo

ensemble instead consists of a single sample where each constituent event (or grouping of events)

draw(s) a unique set of nuisance parameters ~η from prior constraints. A graphical representation

of a SnowStorm ensemble’s distinction from classical MC methods is shown in Figure 6.1.1, left.

By careful manipulation of this SnowStorm ensemble it can then be possible to extract the effects

of these variations on analysis-space.

We first require that the prior function describing the nuisance parameters ~η is normalized

and symmetric for each ηi, such that

P (ηi, ~ηj 6=i) = P (−ηi, ~ηj 6=i) ∀i (6.1.1)∫
dNηP (~η) = 1 (6.1.2)

1The name SnowStorm reflects the idea that each event in the sample is distinct, like each snowflake in a
snowstorm.



6.1. Methods 73

Figure 6.1.1: On the left: an illustration of the difference between the clas-
sical systematic uncertainty implementation of discrete Monte Carlo samples
(red squares) and the single SnowStorm ensemble (blue dots). On the right: an
illustration of the cutting (vertical planes) methods used for gradient extrac-
tion (green and red arrows), and the combination of those gradients to create an
arbitrarily shifted model (purple arrow).

We explicitly choose a prior function for the nuisance parameters that is a product of equal-width

Gaussian functions:

P (~η) =
∏
i

1

σ
√

2π
e−η

2
i /2σ

2
. (6.1.3)

The effects of these nuisance parameters on analysis space can be calculated, in principle, if we

know the gradients about the central distribution:

ψ~ρ,~η = ψ~ρ,~0(Eα) + ~η · ~∇η
[
ψ~ρ,~η(Eα)

]
~η=0

+O(η2). (6.1.4)

Since we have assumed that the effects are sufficiently small, we can neglect the higher-order

terms. This can be verified by considering the integrated prediction of the SnowStorm sample:

ψSnowStorm~ρ =

∫
d~ηP (~η)

[
ψ~ρ,~0 + ~η · ~∇η

[
ψ~ρ,~η

]
~η=0

+O(η2)
]

(6.1.5)

= ψ~ρ,~0 +

∫
d~ηP (η)O(η2) (6.1.6)

If the non-linear term here is smaller than the available statistical uncertainty, then this test

passes, and so Equation (6.1.4) reduces to

ψ~ρ,~η = ψ~ρ,~0 + ~η · ~G~ρ
~G~ρ ≡ ~∇η

[
ψ~ρ,~η

]
~η=~0

(6.1.7)
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From the single SnowStorm ensemble, the method used for gradient extraction involves the

subdivision of the full ensemble by cutting it along different directions. For example, to extract

the ηi gradient, we divide it along the ηi = 0 plane into sub-samples ψi+~ρ and ψi−~ρ , which each

encode the predictions:

ψi+~ρ =

∫ ∞
0

dηi

∫ ∞
−∞

dN−1ηP (~η)
[
ψ~ρ,~0 + ~η · ~G~ρ

]
(6.1.8)

ψi−~ρ =

∫ 0

−∞
dηi

∫ ∞
−∞

dN−1ηP (~η)
[
ψ~ρ,~0 + ~η · ~G~ρ

]
(6.1.9)

By symmetry, the integrals along directions other than i give no contribution. The integration

then yields

ψi±~ρ =
1

2
ψ~ρ,~0 ±

σ√
2π
G~ρ,i, (6.1.10)

from which we can extract the gradient in that direction

G~ρ,i =
1

σ

√
π

2

(
ψi+~ρ − ψ

i−
~ρ

)
. (6.1.11)

By then cutting the ensemble along each direction sequentially, the full gradient vector can be

extracted completely.

Two Monte Carlo samples were generated to evaluate the effects of various sources of systematic

uncertainty on analysis space. In one, a sample was generated while allowing the amplitudes and

phases, for a Fourier series describing the depth-dependence of the absorption length and scattering

length, to vary according to the priors shown in Figure 6.1.2. A full description of this and the

process of extracting these widths from calibration is described in detail in Subsection 6.2.2.

In the other sample the DOM efficiency (Section 6.2.1), both unified hole ice parameters

(Section 6.2.3), a parameter effecting ice anisotropy, and two parameters effecting bulk absorption

and scattering lengths were allowed to vary. The anisotropy, bulk absorption, and bulk scattering

gradients were not used in this analysis. The priors used for this SnowStorm set are shown in

Table 6.1.1.
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Figure 6.1.2: The widths of the phases and amplitudes, as determined from cal-
ibration data, for a Fourier series describing the depth-dependence of absorption
length and scattering length in ice at IceCube.

Systematic Sampling Distribution Range Comments
Scattering uniform [0.9,1.1] bulk effect, not used
Absorption uniform [0.9,1.1] bulk effect, not used

Anisotropy Scale uniform [0,2] equal to 0-15%, not used
DOM Efficiency uniform [0.9, 1.1]

Unified HoleIce uniform
p0 ∈ [-0.84, 0.3]
p1 ∈ [-0.134, 0.05]

Table 6.1.1: A table listing all SnowStorm systematic perturbations and their
ranges used in the nuisance parameter MC set.
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6.1.2 Systematic Downsizing

In this analysis, several sets of nuisance parameters are correlated to various degrees: the

astrophysical flux, the cosmic ray flux and hadronic model2, and the absorption and scattering

lengths as functions of depth in IceCube. PISA [77], the fitting framework used for this analysis,

is incompatible with correlated priors due to details of its construction. To account for this, a

new method for (1) fitting these correlated priors in an uncorrelated way and (2) representing the

effects with fewer parameters was developed and adopted.

Consider a set of n nuisance parameters ~x with means ~µ. A positive-definite, n× n, matrix Σ

defines the covariance between the nuisance parameters. If we assume the distribution is jointly

normally distributed, then the probability density function defining the probability of a set of

nuisance parameters ~y being the “true” values is given by

P (~y) =
1

(2π)n/2 |Σ|1/2
exp

[
−1

2(~y − ~µ)TΣ−1 (~y − ~µ)
]

(6.1.12)

where |Σ| is the determinant of the covariance matrix Σ. We then consider the simple coordinate

transformation ~p ≡ ~y−~µ. For consistency with goodness of fits tests and usefulness in minimization

applications, we also focus on the log of this likelihood distribution.

L ≡ logP = −1
2~p
TΣ−1~p+ C (6.1.13)

We diagonalize this matrix by considering a transformation U ∈ SO(N) satisfying A = UΣ−1UT ,

where A is a diagonal matrix with 1/λi’s on the diagonal.

L ≡ logP = −1
2~p
TUTUΣ−1UTU~p (6.1.14)

or where the primed coordinates are the transformed coordinates,

L ≡ logP = −1
2(~p′)TA~p′. (6.1.15)

Thus, we can always rotate a correlated nuisance parameter basis to one where the priors on the
2This depends on whether or not I got to use DaemonFlux...
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parameters are uncorrelated. To solve for the transformation, all we have to do is move some

terms around starting from the construction of A and U ,

A = UΣ−1UT (6.1.16)

A−1 = UTΣU (6.1.17)

ΣU = U



λ1 0 . . . 0

0 λ2 . . . 0

...
...

. . .
...

0 0 . . . λn


. (6.1.18)

By re-writing the transformation matrix U as a vector of its column vectors ηi, U =

[
η1 . . . ηn

]
,

then the equation can be expressed simply as

Σηi = λiηi. (6.1.19)

The column vectors of the transformation matrix are the right eigenvectors of the covariance

matrix, and each of the corresponding eigenvalues of the covariance matrix are the diagonals of

the new matrix A, and are the squares of the widths of the distribution along the axes in the

uncorrelated basis. We lay out a procedure then for any given covariance matrix:

1. Solve for its eigenvalues and eigenvectors; the values each represent a normal prior width for

new, uncorrelated, parameters in the new basis

2. The block-matrix of the eigenvectors is the transformation matrix allowing for transforming

from the correlated basis to the uncorrelated basis.

3. Fits are performed in the uncorrelated basis - to evaluate effects of systematic uncertainty

we transform whatever point is in question back to the correlated basis and evaluate the

effects using the original parametrization.

The parameters, in the uncorrelated basis, with the strongest effects can then be identified.

Parameters whose effects are sufficiently small3 can then be fixed in fits.
3how small is sufficiently small is analysis-dependent
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6.2 Analysis Applications

Two tables listing all fit systematic uncertainties, their central values, their prior widths, the event

morphologies they apply to, and other notes about their implementation are included. Table 6.2.1

shows nuisance parameters when the Hillas-Gaisser H3a model is used as the central model and

CR uncertainty model; Table 6.2.2 shows the same but when using the DaemonFlux nominal flux

and CR systematic uncertainty model. The former uses a normalization uncertainty that applies

only to the conventional flux while the latter uses a normalization uncertainty applying to the

entire predicted neutrino flux.

6.2.1 DOM Efficiency

Cascades To evaluate the effects of varying the DOM efficiency on reconstructed event rates,

a Monte Carlo sample was generated following the Snowstorm method for low-level systematic

uncertainties.

For each batch of ten simulated MC events the DOM efficiency is sampled from its prior. The

wavelength acceptance of the DOMS in CLSim is then adjusted according to the new DOM model,

and the photon propagation is carried out. The remainder of the MC simulation chain is then

performed. The final-level MC is then weighted, one at a time, to the conventional, prompt, and

astrophysical neutrino fluxes.

In order to calculate the effects of perturbing the DOM efficiency on the reconstrucion level

quantities, we bin events in terms of logErecoν
, cos θrecoν , and the events’ sampled DOM efficiencies.

We then account for the sampling bias in each DOM efficiency bin by integrating the prior PDF

over each DOM efficiency bin and scaling up the weights of events in those bins by one over the

cumulative probability of sampling that given bin. The sum of the weights in each bin therefore

would be a function only of (1) the central expectation in that bin and (2) the bias generated by

using a perturbed DOM efficiency. For each (logErecoν , cos θrecoν ) slice, each DOM efficiency bin is

then rescaled around the central bin’s value; this yields a quantity in each bin that represents the

proportional effect of perturbing the DOM efficiency.

Then, a spline fit is carried out over the full 3D binned space using Photospline [78]. Events can

then be reweighted to a new DOM efficiency by evaluating the spline S at the event’s reconstructed
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Parameter Center Prior Boundary Morphology
Conventional Flux

Atm. Density 0.0 0.0±1.0 [-4, 4] Both
Barr WM 0.0 0.0± 1.0 [-4, 4] Both
Barr WP 0.0 0.0± 1.0 [-4, 4] Both
Barr YM 0.0 0.0± 1.0 [-4, 4] Both
Barr YP 0.0 0.0± 1.0 [-4, 4] Both
Barr ZM 0.0 0.0± 1.0 [-4, 4] Both
Barr ZP 0.0 0.0± 1.0 [-4, 4] Both

Spectral Shift ∆γ 0.0 0.0± 0.25 [-4, 4] Both
Normalization Φconv 1.0 1.0± 0.4 [0, 4] Both

Astrophysical Flux
astro_rotated_0† 0.0 0.0± 0.42 [-2.1, 2.1] Both
astro_rotated_1† 0.0 0.0± 0.20 [-0.95, 0.95] Both

Cross Sections
Cross section σν 1.0 1.0± 0.03 [0.5, 1.5] Both
Cross section σν̄ 1.0 1.0± 0.075 [0.5, 1.5] Both

Kaon energy loss σKA 0.0 0.0± 1.0 [-4.0, 4.0] Both
Detector

hole_ice_scale -1.0 −1± 10 [-4, 1] Tracks
holeice p0 0.0 0± 1.0 [-4, 4] Cascades
holeice p1 0.0 0± 1.0 [-4, 4] Cascades
ice_0‡ 0.0 0± 1.0 [-4, 4] Cascades
ice_1‡ 0.0 0± 1.0 [-4, 4] Cascades
ice_3‡ 0.0 0± 1.0 [-4, 4] Cascades
ice_5‡ 0.0 0± 1.0 [-4, 4] Cascades
ice_6‡ 0.0 0± 1.0 [-4, 4] Cascades

ice_grad_0_rotated∗ 0.0 0± 1.0 [-4, 4] Tracks
ice_grad_1_rotated∗ 0.0 0± 1.0 [-4, 4] Tracks

DOM Efficiency 1.0 1.00± 0.123 [0.972, 1.058] Both
Muons

Normalization Φmuon 1.0 1.0± 0.2 [0, 2] Cascades

Table 6.2.1: The central values, priors, and boundaries for all nuisance pa-
rameters. The ice gradients and astrophysical parameters are all listed here in
the uncorrelated basis and in terms of the 1σ priors calculated from a PCA of
their covariance matrices; these parameters are linear combinations of correlated
parameters and are marked with ∗, †, or ‡.
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Parameter Center Prior Boundary Morphology
Conventional Flux

Atm. Density 0.0 0.0±1.0 [-4, 4] Both
Daemon 0∗∗ 0.0 0.0± 1.0 [-4, 4] Both
Daemon 1∗∗ 0.0 0.0± 1.0 [-4, 4] Both
Daemon 9∗∗ 0.0 0.0± 1.0 [-4, 4] Both
Daemon 12∗∗ 0.0 0.0± 1.0 [-4, 4] Both
Daemon 18∗∗ 0.0 0.0± 1.0 [-4, 4] Both
Daemon 19∗∗ 0.0 0.0± 1.0 [-4, 4] Both
Daemon 20∗∗ 0.0 0.0± 1.0 [-4, 4] Both
Daemon 23∗∗ 0.0 0.0± 1.0 [-4, 4] Both

Astrophysical Flux
astro_rotated_0† 0.0 0.0± 0.42 [-2.1, 2.1] Both
astro_rotated_1† 0.0 0.0± 0.20 [-0.95, 0.95] Both

astro_flavor 0.0 0.0± 1.0 [-1.3, 1.25] Both
Cross Sections

Cross section σν 1.0 1.0± 0.03 [0.5, 1.5] Both
Cross section σν̄ 1.0 1.0± 0.075 [0.5, 1.5] Both

Kaon energy loss σKA 0.0 0.0± 1.0 [-4.0, 4.0] Both
Detector

hole_ice_scale -1.0 −1± 10 [-4, 1] Tracks
holeice p0 0.0 0± 1.0 [-4, 4] Cascades
holeice p1 0.0 0± 1.0 [-4, 4] Cascades
ice_0‡ 0.0 0± 1.0 [-4, 4] Cascades
ice_1‡ 0.0 0± 1.0 [-4, 4] Cascades
ice_3‡ 0.0 0± 1.0 [-4, 4] Cascades
ice_5‡ 0.0 0± 1.0 [-4, 4] Cascades
ice_6‡ 0.0 0± 1.0 [-4, 4] Cascades

ice_grad_0_rotated∗ 0.0 0± 1.0 [-4, 4] Tracks
ice_grad_1_rotated∗ 0.0 0± 1.0 [-4, 4] Tracks

DOM Efficiency 1.0 1.00± 0.123 [0.972, 1.058] Both
Muons

Normalization Φmuon 1.0 1.0± 0.2 [0, 2] Cascades
Normalization

Normalization Φν 1.0 1.0± 0.2 [0, 2] Both

Table 6.2.2: The central values, priors, and boundaries for all nuisance pa-
rameters. The ice gradients and astrophysical parameters are all listed here in
the uncorrelated basis and in terms of the 1σ priors calculated from a PCA of
their covariance matrices; these parameters are linear combinations of correlated
parameters and are marked with ∗,∗∗, †, or ‡.
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Figure 6.2.1: The predicted number of events in reconstructed space for a
bin centered at logErecoν = 3.6 and cos θrecoν = 0.25 as a function of the DOM
efficiency. The MC data are represented by orange dots, and the spline fit is the
trend in blue. The gray shaded region represent the extents of the spline, and
the red bands represents prior-allowed region.

energy and zenith, and the new DOM efficiency DOM ; this is shown in Equation EQ.

w′ = w + w × S(logErecoν , cos θrecoν ,DOM ) (6.2.1)

A slice of the full 3D fit for the conventional neutrino fluxes is shown in Figure 6.2.1, and the

effects on overall reconstructed even rates are shown for cascades on the right of Figure 6.2.2.

Tracks For the track sample, discrete Monte Carlo samples were generated for DOM efficiencies

of 1.23, 1.25, 1.27, 1.30, and 1.33. For each DOM Efficiency, a 2D spline was done to the expected

number of events in the sample at the central expectation. Each of these splines was then stacked

into a 3D spline, which allows for the continuous sampling of the event rate as a function of zenith,

energy, and DOM efficiency. The effects on overall reconstructed even rates are shown for tracks

on the left of Figure 6.2.2.



82 Chapter 6. Sources of Systematic Uncertainties

Figure 6.2.2: The effects of perturbing the DOM efficiency on expected num-
bers of tracks (left) and cascades (right). The shape effect is not shown here to
demonstrate how the DOM efficiency in cascades is mostly a normalization effect

6.2.2 Bulk Ice

The bulk ice in the ice is characterised by uncertainties in the absorption and scattering length.

Initially, every ten meter section of the ice was assigned an absorption length and a scattering

length with some uncertainty. Over the 1500 meter span of IceCube, this would require 300

separate nuisance parameters to account for these parameters fully.

This is an overwhelming and intractable quantity. For this and similar analyses, a Fourier

decomposition of the depth (x) dependence of the absorption and scattering is used instead, as

described in Ref [76]:

1

2
log (Abs× Sca) =

A0

2
+

N∑
n=1

An sin

(
2πnx

L
+ φn

)
(6.2.2)

where An and φn are amplitudes and phases for the n’th term in the series expansion, L is the

vertical extent of IceCube, and Abs and Sca are the in-ice absorption and scattering lengths.

To calibrate these amplitudes and phases and to determine the covariance between them,

we use the IceCube in-situ flasher data [75]. These use the 12 on-board LEDs mounted in the

housings of each DOM. The LEDs on all DOMs of string 63 are flashed, and then the measured

light throughout IceCube, minus string 63, is logged. Then, PPC simulations were carried out for

various, perturbed, ice models were performed. PPC simulations were performed by perturbing

the amplitudes and phases for the first five modes in the Fourier series expansion of the depth

dependence of absorption and scattering in the bulk ice. PPC simulations were also performed by
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perturbing various combinations of these modes. These PPC simulations were used, in conjunction

with the measured flasher data, to quantify the likelihood of the observed data assuming different

ice models,

For each amplitude and phase, these likelihoods were calculated for icemodels where the first

five Fourier amplitudes and the first five Fourier phases were shifted. These values were shifted

large amounts first, from which an approximate minimum and width was determined. Then,

more granular PPC simulations were carried out by varying these amplitudes and phases about

the approximate centers. Off-axis simulations were also carried out by shifting every possible

combination of nuisance parameters, either both positively or both negatively, by varying amounts.

For each amplitude and phase a quadratic fit was then done to the log likelihood distributions,

L(ηi) = Aiη
2
i +Biηi + Ci (6.2.3)

where ηi is for any one amplitude or phase. These fits are shown in Figure 6.2.3 after being

normalized by the minimum likelihood found in each fit, and were carried out to verify that these

nuisance parameters are normally distributed about the minima. The widths of each of these

distributions are shown in Figure 6.1.2. A similar scan was then done for combinations of nuisance

parameters by shifting each possible pairing of them by amounts proportional to the widths of

the nuisance parameters.

For a normally-distributed, correlated, set of nuisance parameters ~η, the prior penalty of the

likelihood function is equal to

L = ~ηTΣ−1~η + C (6.2.4)

where C is a constant prefactor to normalize the distribution and Σ is the covariance matrix.

The inverse of the covariance matrix, Σ−1 is also known as the Hessian matrix; in determining

the covariance it is easiest to first directly fit to the Hessian, and then to invert the Hessian

to get the covariance matrix. In order for the prior penalty function to normalizable, both the

covariance matrix and the hessian must be real-valued and positive semi-definite: all eigenvalues

and its determinant must be greater than or equal to zero. A consequence of this, and the use

of a Cholesky decomposition, is that the Hessian can be written as the matrix product of a
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Figure 6.2.3: The first five amplitude fits and the first four phase fits for the
plus-mode Fourier series decomposition. ‘Shift Value’ corresponds to the differ-
ence of the best fit value from the PPC simulations to the previous best-fit value
for the parameter. The black line at 0.5 ∆LLH represents the 1σ uncertainty
band.
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Figure 6.2.4: The fit hessian matrix (left) in nuisance parameter space for
the first five amplitudes and first four phases, and the correlation matrix (right)
determined by inverting the hessian.

lower-diagonal matrix and its transpose:

Σ−1 = H = LLT , (6.2.5)

where L is some lower-diagonal matrix. We can therefore parametrize any Hessian matrix H using

values occupying the lower-diagonal of such a matrix L. This takes n(n− 1)/2 values, where n is

the rank of the covariance.

We use the Cauchy robust loss function as a metric for the fits, in which we minimize the

lower-diagonal matrix L,

M(L) =
m∑
i

log
[
1 +

(
Li − 1

2(~ηi)
TLLT~ηi

)2] (6.2.6)

for the m sampled ice models where ~ηi is the i’th sampled set of nuisance parameters at which a log

likelihood of Li was recovered through PPC simulation. This likelihood function, which has been

used in previous IceCube analyses [79], was chosen such that bad fits far off the true likelihood

contours do not negatively affect the fit. The fit, despite running over forty-five parameters, was

found to be extremely stable and fast. The fit Hessian H = LLT is show in Figure 6.2.4 (left)

and the correlation matrix (right).

Using these the expected variation of ice models can be calculated. Five thousand random ice

models were drawn, using the correlation matrix and the fit widths of the amplitudes and phases,
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Figure 6.2.5: The results of sampling five thousand ice models using the fit
correlation matrix and widths for the amplitudes and phases. A solid red line is
drawn, below which the fractional shift of the absorption length of 68% of sam-
pled models lie. Similar lines for 95% and 99%. IceCube lies between 1500 and
2500 meters of depth. The bump in the middle lines up with the dust layer in
IceCube, and rises at the end are caused by poor constraint due to the physical
extent of the detector.

and are shown in Figure 6.2.5.

The widths on the ice models were then used in an application of the SnowStorm technique. A

purpose-build Monte Carlo sample was prepared generating only events that would yield cascades;

since we were not interested in developing a sample to test event selection efficiency, background

events were not included. This sample was generated using the same procedure as described

in Chapter 5, starting with LeptonInjector for event generation and LeptonWeight for event

weighting [52]. Energies were all sampled at according to a power law with a spectral index

γ = −2. Sub-samples were prepared spanning different energy regimes and using different numbers

of events per file, injection cylinder sizes, and events per model. The full ensemble of event

generation parameters are shown in Table 6.2.3.

From these, splits were applied to the full sample and 2D linear gradients were calculated.

Photospline [78] was then used to perform spline fits of the 2D gradients to smooth out MC
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1001 1002 1003 1004 1005 1006 1007 1008 1009 1010
Flavor νe νµ ντ νe ντ νe νµ ντ νe ντ
Current NC NC NC CC CC NC NC NC CC CC

Events Per File 50,000 10,000
Emin [GeV] 100 5e3
Emax [GeV] 5e3 10e6
Zenith Range Full Sky

Cylinder Height 1400 m
Cylinder Radius 700 m 750 m

Sampled γ -2
Events Per Model 5 10

Table 6.2.3: MC generation specifications for the snowstorm cascades sample.
Cylinder height and radius are defined in Ref [52]. The number of events per
model refers to the number of MC events simulated before shuffling the ampli-
tudes and phases for the ice model.

statistical variance. A table of spline fits is shown below in Figure 6.2.6.

Each of these were then implemented in our fitting framework, and the effects in analysis

space were calculated. Using the previously calculated covariance matrix and the methods for

de-correlating the nuisance parameters from Section 6.1.2, uncorrelated nuisance parameters were

constructed as a simple basis change from the original amplitude/phase basis. Of the ten new

parameters, only five were found to have a significant impact on analysis rates. The other five are

kept at their central values in fits. The strongest five are shown in Figure 6.2.7.

6.2.3 Hole Ice

The hole ice represents a bubbly, refrozen region of ice around the DOMs. The bubbles, which

formed during the refreezing, greatly decrease the scattering length of light. This has the effect of

changing the light-acceptance of the DOMs as a function of photon incident angle. A plethora

of different angular acceptance curves existed from various different calibration studies done

to understand this region of the ice; and work was carried out to approximate these different

curves and the space they spanned. Two separate hole ice models were used for the tracks and

cascades; although it is expected that there are correlations between the priors, we expect that an

uncorrelated fit to be a conservative approach in this context.
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Figure 6.2.6: Evaluations of the Photospline [78] spline-fits to the 2D gradients
as functions of energy and zenith. Left to right from top to bottom: Amplitude
0, Amplitude 1, Amplitude, 2, Amplitude 3, Amplitude 4, Phase 1, Phase 2,
Phase 3, Phase 4, and Phase 5.

Figure 6.2.7: Shape effects from perturbing each of the uncorrelated nuisance
parameters by one sigma. Note that although named after phases and ampli-
tudes, perturbing each of these is identical to perturbing a linear combination of
all amplitudes and phases simultaneously.
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(a) A sweep of the unified hole ice model p0 pa-
rameter.

(b) A sweep of the unified hole ice model p1 pa-
rameter.

Figure 6.2.8: Effects of varying unified hole ice model parameters. η represents
angle of photon incidence on the DOM; -1 is the DOM backside, and +1 is the
DOM PMT face.

(a) A sweep of the unified hole ice model p0 parame-
ter.

(b) A sweep of the unified hole ice model p1 parame-
ter.

Figure 6.2.9: Effects of varying unified hole ice model parameters. η represents
angle of photon incidence on the DOM; -1 is the DOM backside, and +1 is the
DOM PMT face.

Cascades For the cascades, spline-fits were carried out using seven support points and by

forcing the acceptance to zero at the DOM backside (opposite the PMT). This resulted in six

free, correlated, parameters needed to describe the acceptance curve. A principal component

analysis was carried out, and it was found that all acceptance curves span a phase space of lower

dimensionality. Only two components were needed to describe the space of angular acceptance

curves, and those were named p0 and p1. This is called the Unified Hole Ice Model. The impacts

of perturbing each one, individually, are demonstrated in Figure 6.2.8. In doing so, a small amount

of error is introduced, though the overall uncertainty on the hole ice that remains is far greater

than the introduced error.

Like the DOM Efficiency, a SnowStorm MC ensemble was prepared for the cascades sample in

which the hole ice parameters p0 and p1 were allowed to vary. For each batch of ten simulated MC



90 Chapter 6. Sources of Systematic Uncertainties

Figure 6.2.10: The hole ice parametrization of the MSU hole ice model. The
H2 model is an earlier model used and developed internally.

events these parameters p0 and p1 are randomly sampled uniformly from the ranges p0 ∈ [−0.84, 0.3]

and p1 ∈ [−0.134, 0.05]. The angular acceptance of the DOMs in CLSim is then manually adjusted

according to the new angular acceptance and the photon propagation is then carried out. The

remainder of the MC simulation chain is then performed as usual.

The SnowStorm technique is applied to this MC sample using the cutting technique described

in Ref [76], and the 2D analysis gradients are constructed. These are shown in Figure 6.2.9.

Tracks The track sample uses a previous implementation originally developed for Ref [23].

Several MC samples were generated according to an angular acceptance model parametrized by

A(η) = 0.34
(
1 + 1.5 cos η − cos3 η/2

)
+ p1 cos η

(
cos2 η − 1

)3
+ p2 exp (10(cos η − 1.0)) (6.2.7)

where A is the relative acceptance of the DOMs as a function of eta, the angle of photon incidence

on the DOM. This is plotted for various values of p1 and p2 in Figure 6.2.10.

A nominal sample was generated using p1 = 0.3 and p2 = −1.0, and then support points were

generated at p2 values of -5, -3, -1, 0.5, and 2. A 3D spline-fit was carried out over p2, logE, and

cos θ; the p1 parameter was observed to have a negligible effect on reconstructed rates. The effects

of perturbing this parameter on the reconstructed rates are shown in Figure 6.2.11.
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Figure 6.2.11: The effects of perturbing the track sample’s hole ice parameter
on the track sample (left) and cascades sample (right).

Figure 6.2.12: The shape-effect of perturbing the normalization of the conven-
tional neutrino flux.

6.2.4 Conventional Flux Uncertainties

Sterile neutrino models with large values of ∆m2
41 feature oscillations signatures with a peak-to-

peak separation too narrow for our detector resolution, and a large shift in the normalization. As

a consequence, we allow the normalization of the conventional neutrino flux to float in fits to

prevent spurious preferences for high ∆m2
41 in global fit scans. At 1 TeV, the uncertainties on

pion and kaon production, hadronic interaction cross section, and atmospheric density yield an

expected error of 25% on the normalization [23]. So, we allow for a conservative 40% uncertainty

on the conventional flux normalization.

We also parametrize an uncertainty on the shape of the conventional neutrino flux, which has

been measured to approximately follow a power-law with an energy dependence of E−2.65, with a
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Experiment Energy Range Slope
CREAM-III [80] 1-200 TeV −2.64± 0.03

HAWC [81] 10-500 TeV −2.64± 0.03
Argo-YBJ [82] 3-300 TeV −2.64± 0.03
PAMELA [83] 50GeV-15 TeV −2.64± 0.03

Table 6.2.4: Measurements of the slope of the cosmic ray flux from several
experiments.

Figure 6.2.13: (Left) the shape-effect of perturbing the spectral index of the
conventional neutrino flux; (right) the shape-effect of perturbing the normaliza-
tion of the conventional neutrino flux.

spectral shift ∆γ,

Φ(E,∆γ) = Φ(E)

(
E

E0

)−∆γ

(6.2.8)

where the pivot E0 = 2.2TeV has been chosen to approximately preserve the normalization.

Existing measurements of the cosmic ray flux are shown in Table 6.2.4.

More recently, calculations have shown a softening in the cosmic ray spectrum at energies

above 10TeV [84]. To account for this and previous measurements, we use a prior width on ∆γ of

0.25. The effect of a 0.03 perturbation on the spectral index is shown inFigure 6.2.13 (left)

Like in the 8-year track-only analysis [22, 23], we parametrize the uncertainty in the production

of pions and kaons in air showers using the model developed by Barr et. al. [85] (refered to as the

Barr Parametrization from here on).

This nominal cosmic ray flux prediction uses the Hillas-Gaisser H3a [86] cosmic ray flux model.

This model is broken into five distinct mass-range populations: p, He, CNO, Fe, and MgSi; each

of which correlate to a range of cosmic ray masses. These are then grouped into three populations

combining p and He, and CNO and Fe. This is demonstrated in Figure 6.2.14 (left), which shows

the full cosmic ray flux prediction (black line) overlain with results from eleven measurements of

the cosmic ray spectrum. The νµ/ν̄µ, or charge ratio, is highly relevant for the signal strength of

this analysis. A figure showing it is shown in Figure 6.2.14 (right).
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Figure 6.2.14: (Left) the Hillas-Haisser H3a flux prediction (all particle fit)
compared to data; (right) the νµ/ν̄µ ratio. Both figures are from Ref [86]

The neutrino flux predictions are determined by propagating these air showers using Matrix

Cascade Equations (MCEq) [87], the SIBYLL 2.3c interaction model [88], and an atmospheric

density model using the Atmospheric InfraRed Sounder satellite [89]. MCEq establishes a series

of particle production and decay rates for air-shower evolution according to a given atmospheric

model and interaction model. It then numerically integrates the initial states to yield the expected

final state rates of any chosen particle at the Earth’s surface for a given zenith angle.

The Barr Parametrization uses existing accelerator data to constrain production rates of pions

and kaons in cosmic ray air showers as a function of the incident projectile particle energy and

the Bjorken x scaling variable, which is itself defined as the fractional momentum transfer from

the incident projectile to the hadronic component of the interaction as observed in the lab frame.

In the lab frame with the target at rest,

x =
2M2

p − p2
4

2M2
p

(6.2.9)

where p4 is the vector four-momentum of the hadronic component. Regions in this phase-space

with similar constraints are established, and indexed, shown in Figure 6.2.15 from Ref [85]. The

uncertainties with in each region are fully correlated, and are fully uncorrelated for points in

different regions. Due to the strong effect of the charge ratio on this signal’s analysis, we double

the number of parameters in order to independently perturb the production rates of mesons and
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Figure 6.2.15: Uncertainty regions for the Barr parametrization.

Figure 6.2.16: The effects of perturbing each Barr systematic uncertainty
parameter.

anti-mesons. As shown in References [22, 23, 90], since the neutrino flux is kaon-dominated at

these energies only the W, Y, and Z regions are relevant for this analysis.

We evalutate the effect of perturbing each of these parameters, both postively and negatively,

on the expected neutrino flux at the Earth’s surface over a 1◦ × 1◦ solid-angle grid. At each point

and for each different perturbation, we marginalize over months in a year and hours in a day.

Since the analysis is zenith-only, we also marginalize over azimuths. Then gradients are calculated

for each of the Barr Parameters for ν’s and ν̄’s for each active neutrino flavor. These gradients

are then evolved through nuSQuIDS for each tested 3+1 sterile physics point. The effect of a 1σ

perturbation for each Barr Parameter in reconstructed space is shown in Figure 6.2.16.
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Figure 6.2.17: The correlation between the parameters used in the Daemon-
Flux model.

6.2.5 Alternative Conventional Flux Model: daemonflux

An alternative model for conventional flux uncertainties, the DAta-rivEn MuOn-calibrated Neutrino

Flux [91] (daemonflux) model was also investigated. Daemonflux uses two approaches. First,

a principal component analysis was done to a glboal spline fit [92] of the cosmic ray flux. Six

components were found to be sufficient to span the given uncertainties on the cosmic ray flux, and

a new correlation matrix was calculated to describe the full uncertainty on the flux they predict.

Then, additional constraints from fixed-target experiments are used to describe uncertainties on

particle production rates of protons, neutrons, π±, and K± at four different energy scales. Cosmic

Ray muon data are used to further constrain and describe the uncertainties in the global spline fit

and the hadronic production rates. A correlated prior was evaluated for the full ensemble of 24

parameters, as shown in Figure 6.2.17.

The fractional difference in the fluxes from the old fluxmodel, which used a Hillas-Gaisser H3a

model [86] with the Sibyll 2.3c interaction model [88], to daemonflux, is shown in Figure 6.2.18.

From this figure we can see that daemonFlux predicts a smaller ν̄ flux. Since the signature of

the sterile neutrino oscillations is a disappearance of ν̄µ, we expect a suppression our predicted

sensitivity when daemonflux is used as the nominal flux model.
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Figure 6.2.18: The fractional difference between daemonflux and a Hillas-
Gaisser H3a cosmic ray flux with the Sibyll2.3c interaction model. Red rep-
resents a smaller predicted flux. It is apparent that the new model predicts a
smaller ν̄ flux.

For this analysis, the effects of perturbing each of these 24 parameters are evaluated after a

one-sigma from their central values. From these perturbed fluxes and the central expectations, we

extract the flux-gradients for each of these parameters. These neutrino flux gradients are then

evolved using nuSQuIDS to get the full-flavor gradient flux at IceCube. The effects of perturbing

each parameter, independently, is shown for the cascades sample assuming no sterile neutrino

in Figure 6.2.19. It is observed that only a small subset of all 24 parameters were relevant for

this analysis. The procedures described in Section 6.1.2 were first carried out to identify the

strongest parameters in the uncorrelated basis. Random expectations were then sampled from the

full DaemonFlux ensemble, and fits were carried out while allowing the n, strongest, uncorrelated

parameters to float. The distributions of the resulting ∆LLH values of these fits were logged

after running over a thousand fits for both cascades and tracks, separately, and are shown in

Figure 6.2.20 for tracks (left) and cascades (right). It was also observed that the same parameters

had the strongest effects on both the track and cascade expectations, and that only 7 parameters

are necessary to sufficiently span the expectation-space; eight were used to be conservative.
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Figure 6.2.19: Shape-effect of perturbing each of the 24 DaemonFlux nuisance
parameters by one-sigma in analysis space. Plots here are showing the effects on
the cascades sample; the effects on the track sample have been observed to be
extremely similar.

The effects of perturbing the eight strongest parameters by one sigma are shown for both

tracks and cascades in Figures 6.2.21 and 6.2.22.

6.2.6 Atmospheric Density

During air shower evolution, the delicate balance between kaon production, re-interaction, and

decay heavily influence the energy spectrum of the resulting neutrinos. The local atmospheric

conditions of the temperature, density, and pressure all influence this balance; an effect that

has previously been studied in the neutrino spectrum by IceCube [93, 94]. We incorporate an

uncertainty on the atmospheric density by perturbing the Earth’s atmospheric temperature within
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Figure 6.2.20: Fit accuracy as a function of free parameters used to a ran-
domly sampled DaemonFlux expectation; tracks are shown on the left and cas-
cades on the right

Figure 6.2.21: The shape-effect of perturbing four of the strongest uncorrelated
DaemonFlux parameters for tracks and cascades.

Figure 6.2.22: The shape-effect of perturbing four more of the strongest uncor-
related DaemonFlux parameters for tracks and cascades.
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Figure 6.2.23: The variance in predicted atmospheric models for various neu-
trino fluxes before nuSQuIDS propagation. From the top left, going clockwise, νe,
ν̄e, νµ, and ν̄µ.

the ranges specified by NASA’s Atmospheric InfraRed Sounder (AIRS) [89] satellite data. This

satellite provides an open-source dataset for the temperature profile of the atmospheric as a

function of atmospheric depth and location. We evaluate the variation in the temperature of the

atmosphere over a whole year in a 1◦ × 1◦ grid across the Earth’s surface. The standard deviation

of the predictions from all models are then calculated as functions of zenith and energy. This

standard deviation is shown for muon and electron neutrinos in Figure 6.2.23.

This is then used as the atmospheric density uncertainty after being forced through zero

near cos θz = −0.7 to account for the temperature offset between the Northern and Southern

hemispheres. Figure 6.2.24 shows the effect on neutrino fluxes after forcing it through zero at

the equator. The effects of this nuisance parameter, and this source of systematic uncertainty, is

shown in Figure 6.2.25.

The 1976 United States Standard atmosphere [95] was also used as a baseline for cross-checks,

and it was found to lie within the allowed envelope.
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Figure 6.2.24: The effect of the atmospheric uncertainty parameter on pre-
dicted neutrino fluxes before nuSQuIDS propagation. This is after forcing the
effect through zero at the equator, and implementing opposite effects in the op-
posite hemispheres. From the top left, going clockwise, νe, ν̄e, νµ, and ν̄µ.

Figure 6.2.25: Effects of the atmospheric uncertainty on reconstructed event
rates for tracks (left) and cascades (right).
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Figure 6.2.26: Contribution of different parent particles to the total atmo-
spheric neutrino fluxes as functions of energy. The contributions to up-going
neutrinos are shown on the left, and horizontal neutrinos are on the right. Figure
from Ref [23]

6.2.7 Kaon-nucleon Total Cross-Section

The majority of the neutrino flux at the energies relevant to this analysis come from the decays of

Kaons, as shown in Figure 6.2.26.

After the creation of a kaon it can either decay or inelastically scatter with the nucleons in

the air. Such interactions would down-scatter the kaon to a lower energy in addition to creating

other mesons. The relative probabilities of these can and do have a direct impact on the expected

shape of the neutrino flux coming out of these cosmic ray air showers.

Unfortunately, though, the total cross-section for K±-nucleons has not been measured above

the lower end of our energy spectrum, 310GeV [1]. Cross-section measurements have been done at

higher energies using proton-proton collisions however, and one can extrapolate a kaon-nucleon

cross-section through a Glauber [96, 97] and Gribov-Regge [98] multiple scattering formalism.

A direct extrapolation of the uncertainty on the total kaon-nuclei cross-section of 4%, which

we conservatively extrapolate out to a value of ±7.5%. Future proton-Oxygen collisions in Run 3

at the LHC could constrain the uncertainty in this cross-section, however [99].

6.2.8 Astrophysical Neutrino Flux

Astrophysical neutrinos are a background to this analysis; it is modeled here as an isotropic,

unbroken power law spectrum with equal contributions from each neutrino variety. The priors

are the same as for the previous track analyses [22, 23], which use the IceCube High-Energy

Starting Events sample [100] to construct a correlated prior for the normalization and spectral
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Figure 6.2.27: The effects in analysis space on tracks (left) and cascades (right)
after perturbing the kaon-nucleon cross-section by 7.5%.

index. Constraints are shown in Figure 6.2.28, where the spectral index and normalization are

defined according to
dNν

dE
= Φastro

(
Eν

100 TeV

)−2.5+∆γastro

(6.2.10)

were ∆γastro represents a shift in the spectral index, and the flux has a normalization Φastro at

100TeV of

Φastro = 0.787× 10−18
[
GeV · sr · s · cm2.

]−1 (6.2.11)

Two new uncorrelated nuisance parameters are constructed following the same procedures of

Section 6.1.2. The effects of perturbing each of these new, uncorrelated, parameters are shown in

Figure 6.2.29 with tracks on the left and cascades on the right.

From Figure 6.2.29 it is evident that the astrophysical neutrinos contribute far more strongly

to the cascade sample than to the tracks sample. To demonstrate why this is the case, consider

the fluxes and cross-sections contributing to each event morphology.

Tracks ∝ Φνµ × σCCνµ (6.2.12)

Cascades ∝ Φνµ × σNCνµ +
∑

α∈(e,τ)

Φνα ×
(
σCCνα + σNCνα

)
(6.2.13)

For conventional fluxes, the electron and tau components are almost negligible. Whereas we

can reasonably expect a 1-1-1 flavor ratio for the astrophysical neutrino flux. Since efficiencies
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Figure 6.2.28: Constraints on the normalization and spectral index of the
astrophysical neutrino flux. Contributions to the overall prior are shown from
the IceCube Northern tracks sample [101], the multi-year cascades sample [102],
and from the IceCube high-energy starting events sample [100]. Figure from
Ref [23].

Figure 6.2.29: Effects in analysis space for tracks (left) and cascades (right)
from perturbing the uncorrelated astrophysical nuisance parameters (top and
bottom) individually by one sigma.



104 Chapter 6. Sources of Systematic Uncertainties

are equivalent regardless of neutrino origin, these expressions are also consistent with total event

rates. In the case of cascades, it is evident that the astrophysical neutrinos will contribute a

proportionally greater amount to the total event rate.

The astrophysical flavor ratio describes the relative fluxes of νe, νµ, and ντ expected at the

Earth and of astrophysical origin. Three different sources are generally considered: pion decay

with a 1:2:0 (fe : fµ : fτ ) initial state, muon damping with a 0:1:0 initial state, and neutron decay

with a 1:0:0 initial state. These initial states have been evolved over astrophysical distances to

predict what ratio of flavors is expected at the Earth [103]. The final states, corresponding to

each of these initial states, are shown in Figure 6.2.30 (left). The localization of these at-Earth

flavor ratios are dependent on how well constrained neutrino oscillation parameters are. The

‘astrophysical bowtie,’ shown in Figure 6.2.30 (right) and from Reference [104] shows the final-state

flavor ratios allowed at 3σ for a unitary PMNS matrix in blue, and a non-unitary PMNS matrix

in pink. Matrix elements were sampled from a global best-fit with [2] and without [105] unitarity.

Constraints from Reference [106] are overlain.

The nominal astrophysical model assumes a 1-1-1 νe − νµ − ντ flavor ratio. Deviation from

this prediction could lead to an imbalance between the ralative rates in the cascades and the

tracks sample, and so an additional nuisance parameter is included derived which allows some

flexibility in the flavor ratio.

The expected effect on reconstructed event rates from perturbing the flavor ratio by 1σ is

shown in Figure 6.2.31.

6.2.9 Neutrino-Nucleon Interaction Uncertainty

Neutrino-nucleon cross-sections, in the context of this high-energy work, are well beyond the ‘even

remotely’ regime of MeV, or even few-GeV, analyses. We are well and truly under the rule of the

DIS kingdom. The cross-section at these energies runs in energy as a power law with a knee near

104 GeV as valence quark interaction parton density begins to weaken compared to the sea [107].

While the uncertainty was previously found to be inconsequential to the event rate at the

detector [108, 109], it also manifests as the degree to which high-energy neutrino fluxes are

attenuated as they propagate through the Earth [110, 111, 49]. Although previous analyses for
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Figure 6.2.30: (left) The predicted astrophysical flavor ratios at the Earth
given different neutrino production mechanisms and the chosen prior that spans
all three. (Right) the flavor bowties for 3-neutrino oscillations (purple), and 3+
neutrino oscillations (orange), from Ref [104].

Figure 6.2.31: The shape-effect of perturbing the astrophysical flavor ratio by
1σ.
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Figure 6.2.32: The effects of neutrino (antineutrino) cross-section uncertainty
are shown on the top (bottom) for tracks (left) and cascades (right). Effect man-
ifests as a sub-percent level disappearance of Earth-crossing events at energies
over 10TeV.

tracks had found this to be a not-negligible source of uncertainty [22, 23], this was not the case

for the cascades sample where the reconstructed cascade energy is closer to the true energy of the

parent neutrino. The effects of the uncertainties on the neutrino and antineutrino cross-section on

reconstructed cascade event rate are shown in Figure 6.2.32. Because the effects are so small, we

elected to fix the uncertainty of the neutrino-nucleon cross-section to its central value in fits.

6.2.10 Cosmic Ray Muon Background

One of the most difficult sources of background in IceCube comes from the muons forged in the

cosmic ray air showers above IceCube. These muons enter IceCube at a rate of about 2 kilohertz,

and so over the ten years of livetime for the cascades sample, an estimated 3.15 × 1011 muons

would have entered the volume over a wide range of energies. Although the series of filters are

highly effective at cutting these sneaking muons, several still manage to enter in and deposit light

near the center of IceCube, and pass the event selection criteria. The numbers of cosmogenic
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Figure 6.2.33: A stacked histogram showing the contributions, to the total
event counts as a function of reconstructed energy, from conventional neutrinos
(orange), prompt neutrinos (salmon), astrophysical neutrinos (purple), and cos-
mic ray muons misidentified as cascades (deeper purple). The percent of each bin
which is made of CR muons is show as a black dashed line.

muons which pass these cuts, and are misidentified as neutrino cascades, and the percent of each

bin they encompass, is shown in Figure 6.2.33.

The distribution of these muon events in reconstructed energy and zenith is shown in Fig-

ure 6.2.34, left. Due to the large number of events necessary to simulate to recover MC-statistically

significant muon rates, a Gaussian kernel density estimate (KDE) is used to approximate the ex-

pected distribution that would likely lead to the simulated MC sample. The expected distribution

of events is shown after the KDE smoothing is applied in Figure 6.2.34, right.

Uncertainty on these muons is extrapolated from the original MC statistical error. The same

KDE smoothing procedure is carried out on the sum of the squares of the weights in each bin; the

resulting error and the ratio between the error and means are shown in Figure 6.2.35

The overall normalization of the muon rate is allowed to float freely in fits with a 20% prior

width chosen to match that of the neutrino fluxes, and the per-bin error on the muons is considered

large enough to account for the variance possible from MC statistical error. The shape effect from
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Figure 6.2.34: 2D heatmaps showing the expected number of muons after ten
years of livetime in the analysis binning. Rates are shown before (left) and after
(right) the kernel density smoothing is applied.

Figure 6.2.35: 2D heatmaps showing the KDE-smoothed MC statistical error
for the muons (left) and the ratio of this value to the mean calculated from the
KDE-smoothed muon rates (right).
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Figure 6.2.36: The shape-only effect of increasing the CR muon normaliza-
tion by 20%. This manifests as an increase in event rates at 1-3 TeV across all
zeniths; apparent suppression at high energies is an artifact of this being a shape-
only plot.

allowing the atmospheric muon scale to float is shown in Figure 6.2.36.

The impacts of the other cosmic ray parameters on the expected muon background were also

investigated. Using MCEq [87], we calculated the linear gradients for the effects of perturbing Barr

parameters W, Y, Z, I, H, and I on expected muon rates at the surface of the Earth. Each of these

gradients are shown below in Figures 6.2.37 and 6.2.38 separately for mesons and anti-mesons.

These gradients are then propagated using the MUon inTensity codE (MUTE) [112] to factor

in muon survival probabilities as a function of energy and column-depth of ice traversed. The

gradients, after smearing these with the survival tensors, are shown in Figures 6.2.39 and 6.2.40

These effects, taken together, represent an approximate 15% impact on muon rates. This is

subdominant to the already-existing 50%+ error from the added MC statistical error, and so the

existing treatment was considered sufficent.

The possibility of using a set of cuts was investigated as well. Multiple additional reconstructed

quantities are provided during reconstruction and event selection, beyond just energy and zenith,

with which cuts can be applied. The track and cascade boosted decision-tree scores, reconstructed

depth, and the reconstructed ‘contained-ness’ of the events all provide extra leverage with which

cosmic ray muons and true neutrino events can be discriminated. A series of cuts, listed in

Table 6.2.5, were found capable of cutting all simulated CR muons out of the cascades sample.

However, the required cuts were found to be aggressive enough that the remaining signal neutrinos

would be insufficient to have the needed statistics to make a strong measurement. The number of
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Figure 6.2.37: The impacts on muon rates from the Barr gradients effecting
kaon-production. From top to bottom: W, Y, and Z. Panels on the left show the
impact of perturbing the production rate of K+, subdivided into the effects on
µ+ (left) and µ− (right). The same is shown on the right panels for K−.

Figure 6.2.38: The impacts on muon rates from the Barr gradients effecting
kaon-production. From top to bottom: X, H, and I. Panels on the left show the
impact of perturbing the production rate of π+, subdivided into the effects on
µ+ (left) and µ− (right). The same is shown on the right panels for π−.
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Figure 6.2.39: The impacts on underground muon rates from the Barr gradi-
ents effecting kaon-production. From top to bottom: W, Y, and Z. Panels on the
left show the impact of perturbing the production rate of K+, subdivided into
the effects on µ+ (left) and µ− (right). The same is shown on the right panels for
K−.

Figure 6.2.40: The impacts on underground muon rates from the Barr gradi-
ents effecting kaon-production. From top to bottom: X, H, and I. Panels on the
left show the impact of perturbing the production rate of π+, subdivided into
the effects on µ+ (left) and µ− (right). The same is shown on the right panels for
π−.
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Parameter Minimum Maximum
cos θreco -1.0 0.0
zreco n/a -300

BDT-Track n/a 0.02
BDT-Cascade 0.2 0.75

Table 6.2.5: A series of cuts capable of removing all of the CR muon back-
ground.

Figure 6.2.41: The number of events over the full 10 years of livetime showing
the contributions to the total event rate from all even populations. On the left,
only a cut on the reconstructed zenith is applied such that cos θreco < 0. On the
right, the full set of cuts listed in Table 6.2.5 is applied.

events, before (left) and after (right) the extra set of cuts were applied, is shown in Figure 6.2.41.

Only 13% of the original neutrino sample passed all cuts.

6.2.11 Normalization

A parameter allowing for the overall normalization of the entire neutrino flux is also allowed to float.

It is given a conservative 20% prior driven by a number of effects: livetime O(<1%), ice density

O(<1%), volume O(9%) [113], and the neutrino-ice cross-section O(10%) [114]. This normalization

does not effect the cosmic ray muon background; it has an independent normalization factor.
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Chapter 7

Joint Sterile Analysis

7.1 Overview

This analysis utilizes a binned likelihood-maximization technique comparing some observation,

whether it is true data or pseudo-data, against Monte Carlo simulation weighted to the expectation

from multiple sterile neutrino hypothesis. Binning is done on reconstructed quantities; bins are

linearly spaced in cos θreco and logarithmically spaced in Ereco. Sterile neutrino points are chosen

uniformly over |Uµ4|2 = sin2 θ24, |Uτ4|2 = sin2 θ34 cos2 θ24, and ∆m2
41. A 19 × 22 grid in the

unitary mixing matrix elements |Uµ4|2 and |Uτ4|2, and five discrete mass-squared splittings are

explored. These five values are

1. 1.0eV2 - a commonly chosen reference value used in sterile oscillations studies [115, 116, 51].

2. 3.5eV2 - a value close to the best-fit point from BEST [20]

3. 5.0eV2 - a value close to the eight-year IceCube through-going track analysis [22, 23]

4. 7.0eV2 - a value close to the IceCube 10-year “MEOWS-BDT” 3+1 sterile results.

5. 10.0eV2 - an intermediate value between those above, and larger mass-squared splitting

6. 100.0eV2 - a larger mass-squared splitting where fast oscillations will dominate the signal

7.2 Event Selections

Ultimately 7.6 years of tracks and 10 years of cascades were used in this analysis. Two MC samples

are used: a track sample generated with approximately 500 years of equivalent livetime and a
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Figure 7.2.1: The expected numbers of events in each bin for tracks (left)
and cascades (right). Assuming 7.6 years of livetime for tracks and 10 years of
livetime for cascades.

cascades sample with approximately 510 years of equivalent lifetime. The central MC expectations

are shown in Figure 7.2.1 with tracks on the left and cascades on the right.

7.2.1 Track Event Selection

Since direct neutrino energy reconstruction is impossible for through-going track events, the energy

of the muon entering the detector is instead used as a proxy. The track sample of this analysis

uses those events with a muon-proxy energy of between 500 GeV and 10 TeV. The event selection

is constructed from two sets of cuts, described briefly here, and at length in References [22, 23, 90].

The first of these is the “Golden Filter”:

1. Discard events for which fewer than fifteen DOMs are triggered or fewer than six are triggered

on direct light.

2. For events with 0 ≤ cos θrecoµ ≤ 0.2, discard if the total charge Qtot < 100 photoelectrons

(PEs) or if the average weighted charge distance < 200 meters/PE.

3. Remove all events with a reconstructed value of cos θrecoµ ≥ 0.2. This removes down-going

track like events that are likely cosmic ray muons.

4. Discard all events with a reconstructed track length less than 200 meters, or a track

smoothness < 0.6.

These cuts produce a sample with νµ purity greater than 99%. An additional “Diamond filter”

is also used, selecting events after applying these cuts
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Figure 7.2.2: Two signatures of sterile neutrinos in reconstructed space. On
the top, the expected disappearance for tracks (left) and cascades (right) for a
sterile neutrino model with sin2(2θ24) = 0.1 and ∆m2

41 = 4.5 eV2. The same is
shown on the bottom but with sin2(2θ34) = 0.05.

1. Discard events with fewer than twelve direct light DOM triggers.

2. Discard events with Qtot ≤ 20 PE outside DeepCore.

3. Discard events with fifteen or fewer DOMs triggered outside DeepCore.

4. Discard events with cos θrecoµ > 0.05.

The total track sample is composed of all events which satisfy either the Golden or the Diamond

filter.

With these event selections, strong appearance and disappearance signatures are possible.

Two possible signatures of sterile neutrino oscillations using these event samples are shown in

Figure 7.2.2 in analysis space.

7.2.2 Cascade Event Selection

This final level event filter was developed and published previously for Ref [117]. The likelihood-

based reconstruction algorithm monopod is first run on events surviving the level three filter
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described in Section 5.3; several quantities are fit and logged including the reconstructed energy,

interaction vertex, direction, and a reduced likelihood for the fit (the smaller the reduced log-

likelihood is the better). Events for which the reduced algorithm fail, or which have a reduced

log-likelihood (rLogL) of greater than 9.1, are discarded. A series of cuts are then applied to

reduce the muon contamination:

1. Discard events which are inside the dust layer unless they are high-energy or have rLogl< 7.5.

2. Discard events with a reconstructed vertex with z > 500 or z < −500.

3. Discard events which are reconstructed as being near the edge, unless they are well-

reconstructed with rLogl< 7.6.

4. Discard events near the top or bottom of IceCube unless they are well reconstructed.

5. Discard events with very large, negative, photon delay times. This is common for triggers

resulting from uncorrelated bundles of atmospheric cosmic ray muons.

A Boosted Decision Tree classifier is then run on the events which survive these cuts. Only those

events which satisfy an energy-dependent cut on the cascade score scascade are kept. The cut is

shown below in Figure 7.2.3 and Equation (7.2.2),

scascade > 1−
(

1

A+ exp [−B(logEreco − C)]
+D

)
, (7.2.1)

where the constants A = 1.539, B = 5, C = 4.1, and D = 0.25.

7.3 Fast Monte Carlo, Event Merging

For the track sample, around twenty billion MC events were simulated. Directly reweighting each

of these simulated events for every minimizer step was found to be computationally intractable.

To alleviate these issues, a “Fast Monte Carlo” algorithm is used to merge events into meta events,

which themselves would be reweighted in fits.

Events are first weighted according to a flux hypothesis, and the contributions to an event’s

conventional, prompt, and astrophysical weight are all calculated and stored separately. Events
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Figure 7.2.3: Cascade score scascade threshold, as a function of energy, below
which events are cut.

are then binned, in reconstructed quantities, into a fine grid whose bin widths are a fraction of

the normal analysis bin widths; this fraction is defined as the fastmode scaling. As an example, a

fastmode scaling of 0.5 would use twice as many bins along each axis in analysis space1, and a

scaling of 0.1 would use 10 times as many bins along each axis.

Events within each of these fine bins are then merged into meta-events; the separate flux-

weights are added directly, and a weighted-average is done for analysis quantities like energy and

zenith. The weighted average is calculated according to Equation (7.3.1) for analysis quantity A

in fastmode bin α.

Aαmeta =

∑n
i Aα,i

(
wconvα,i + wpromptα,i + wastroα,i

)
∑n

i

(
wconvα,i + wpromptα,i + wastroα,i

) (7.3.1)

The sum is carried out over all n events in a fastmode bin. These meta-events are then saved with

their summed flux-weights and weighted-average analysis quantities. This procedure is carried out

for each tested physics hypothesis, although it is only applied to the track sample. A fastmode

scaling of 0.1 was used in this analysis and values smaller than 0.25 have been found to produce

stable results.

This Fast Monte Carlo procedure was carried out for all tested physics hypotheses.
1energy, zenith
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7.4 Analysis Test Statistic

The likelihood L(~Θ, ~η) used in this analysis is defined as the probability of observing a given set

of data, or pseudo-data, assuming some physics hypothesis. It is quantified as

L(~Θ, ~η) =
bins∏
i=0

Leff
(
wsumi , wsum2,i , ki

)
, (7.4.1)

where wi and w2,i are the sums of the MC weights and MC weights squared, respectively, in bin i;

ki is the observed number of events (or pseudo-events). ~Θ is the tested physics hypothesis and ~η

the set of nuisance parameters.

The effective likelihood function Leff , defined in Reference [118], is part of a family of likelihood

metrics used to account for MC statistical uncertainty. We use the form where

α =
µ2

σ2
+ 1 and β =

µ

σ2
. (7.4.2)

In the case where each MC event is just one event, the mean and variance are defined by µ = wi

and σ2 = w2,i, respectively. For the track sample, meta events are used, and σ2 = w2,i/n, where

n is the number of MC events used to generate that meta-event. The effective likelihood function

takes the form of

Leff (~Θ|k) =
( µ
σ2

)µ2
σ2 +1

Γ

(
k +

µ2

σ2
+ 1

)k!
(

1 +
µ

σ2

)k+
µ2

σ2 +1
Γ

(
µ2

σ2
+ 1

)−1

, (7.4.3)

where Γ is the gamma function.

The set of nuisance parameters that quantify systematic uncertainties are themselves con-

strained by some prior. The prior is used to weight the likelihoods which is maximized to form a

profile likelihood defined as

Lprofile
(
~θ
)

= max~η
[
L(~Θ, ~η)Ξ(~η)

]
(7.4.4)
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2DOF 3DOF
68% 2.72 3.51
90% 4.61 6.25
95% 5.99 7.81
99% 9.21 11.34

Table 7.4.1: A table listing the test-statistic thresholds assuming Wilk’s theo-
rem holds.

where Ξ(~η) is the total likelihood penalty for the set of nuisance parameters ~η. We then construct

an analysis test statistic (TS) for producing confidence intervals, which we define as

TS(~Θ) = −2
[
logLprofile(~Θ)− logLprofile(~Θmin)

]
= −2∆ logLprofile(~Θ)

= −2∆LLH

(7.4.5)

where ~Θmin is the sterile hypothesis that maximizes the likelihood, and best matches the data (or

pseudo-data): the best fit point.

For fit-scans, we assume that this test statistic satisfies Wilk’s Theorem [119], and that

χ2 = TS. Threshold values of χ2 for a given number of degrees of freedom k and a desired

confidence level γ are related by

γ =
1

2k/2Γ(k/2)

∫ χ2
thresh

0
dxxk/2−1e−x/2. (7.4.6)

This functional form is inverted to solve for the TS threshold for a given confidence level and

number of degrees of fredom. A few example thresholds commonly used here are shown in

Table 7.4.1 [1].

7.5 Tests

A series of tests were performed to validate the implementation of the nuisance parameters

and verify the performance of the fitting framework. Throughout this section, we will refer

to two models of the conventional flux: one uses the model from the 8-year sterile neutrino

analysis [22, 23]; its set of nuisance parameters are listed in Table 6.2.1. The other model uses the
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daemonflux [91] nominal conventional flux model and conventional flux uncertainties ; its set of

nuisance parameters are listed in Table 6.2.2. Both were investigated and in the process we found

that the 8-year analysis model could yield spurious 3+1 signatures following a mismodeling of the

conventional neutrino flux. Since Daemonflux was found to the model less likely to yield spurious

signals of sterile neutrinos, it was used as the nominal model for fits to the data.

7.5.1 Previous Results Cross-Check

First we verified we could recover the same sensitivities as from the original eight-year analysis,

whose sensitivities are published in References [22] and [23].

New fluxes, gradients, and Fast MC, were generated in logarithmic steps in sin2(2θ24) and

∆m2
41 space using the same techniques as what are used for the joint fits over (∆m2

41, |Uµ4|2,

|Uτ4|2). Using the new PISA framework, we ran a global-scan of nuisance parameter fits to an

Asimov realization: the nominal expectation of the experiment without nuisance parameter or

statistical fluctuations. The resulting 90% confidence level sensitivities from the track sample

alone are shown in Figure 7.5.1 alongside the sensitivities from the 8-year analysis. From this we

conclude that the new fitting implementation in PISA is valid and can be used.

7.5.2 Inject-Recover Systematic Tests

Pseudo-experimental results, or ‘realizations,’ are generated by perturbing all nuisance parameters

according to their priors, simultaneously, and saving the expected event rates without additional

statistical variation applied. Fits are then carried out to each of these realizations.

The results are tabulated in two figures where the true injected and recovered values are

shown: in Figure 7.5.2 the fits are kept with the priors’ centers kept at their original value, and in

Figure 7.5.3 the priors are changed to the value of the injected nuisance parameter. In Figure 7.5.2,

the flatter the trend is then the more tightly-constrained its prior is compared to the shape effects

caused by the nuisance parameter itself; in Figure 7.5.3, the injected values are all recovered

exactly. We conclude that the minimization framework successfully recovers the true minimum in

fits.
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Figure 7.5.1: The 90% CL sensitivity contours for two degrees of freedom,
using only the track sample, as determined for this analysis (yellow) and the
original 8-year tracks sample (green).
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Figure 7.5.2: Fit results after injecting various perturbed values for each nui-
sance parameter and running the fitter. A shaded gray region demonstrates the
1σ prior width on the nuisance parameter’s prior.
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Figure 7.5.3: Fit results after injecting various perturbed values for each nui-
sance parameter and running the fitter. Priors are adjusted in each fit according
to the injected values.
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7.5.3 Systematic Impact Tests

Another test was done to characterize how strongly each nuisance parameter, or set thereof, effects

overall sensitivity. Nuisance parameters were collected into “bundles,” and Asimov sensitivity

scans [120] were performed while fixing all nuisance parameters of that bundle to their central

values. The constraints, compared to the full fits, show the impact of fixing those nuisance

parameters. The bundles are

1. Norm(alization): everything is fixed except for the normalization.

2. Astro(physical): astrophysical normalization and the spectral index

3. Conv(entional): Daemonflux [91] parameters, Barr parameters, AIRS scale, and the kaon-

nucleon cross-section uncertainty

4. Det(ector): hole ice uncertainty, DOM efficiency, and the bulk-ice uncertainty

5. Muon: the CR muon background2

The systematic impact tests were calculated twice for the two conventional flux models: once

using the model from the previous 8-year analysis, and once using daemonflux. Both are shown

at 90% confidence level and with three degrees of freedom in Figure 7.5.4. For both models we

find that the conventional flux uncertainty has the strongest effect on our sensitivity while the

detector systematic uncertainties have the second strongest effect.

7.5.4 Signal Inject-Recover

Various points were chosen along the Asimov 90% CL thresholds to test the fitting framework’s

ability to recover constraints of sterile-neutrino signal-like measurements. Two each were chosen

along the contours at 1.0, 4.5, and 10 eV2; one more was chosen at 100 eV2. Additionally, three

more points were chosen off-grid at various points. Of those three, one was selected as the

recovered best-fit point from the 8-year track analysis. Then, we ran a full fit-scan on an Asimov

realization generated for each of these simulated signals. Injected values are recovered in all cases
2Because of the large, extra, error introduced by the muon background, for this systematic impact test a special

realization is generated and fit to where there no muon contribution is added at all.
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Figure 7.5.4: The sensitivity contours for fixing each bundle of nuisance pa-
rameters. Contours are shown at 90% CL and 3DOF for various mass-squared
splittings; from left to right: 1.0eV2, 4.5eV2, 10.0eV2, and 100.0eV2. Top: re-
sults when using the conventional flux model used in the 8-year analysis, and on
bottom: the results when using daemonflux.

where a signal is injected at a grid-point. For the cases where a signal is injected near a grid point,

the recovered best fit is sufficiently close, and we find that the minimizer is able to accurately

recover an injected 3+1 signal. Exclusion contours for these signal inject-recover tests are shown

in Figures 7.5.5 through 7.5.8.

7.6 Sensitivities

7.6.1 Asimov Sensitivity

Two Asimov fit-scans were carried out: once using the conventional flux model from the 8-year

analysis and one using daemonflux. The 90% confidence level χ2 threshold was calculated for

three degrees of freedom for each fit scan, and the resulting sensitivity contours are shown in

Figure 7.6.1 using daemonflux. Sensitivities for the two different models are shown, overlain, in

Figure 7.6.2; here the astrophysical flavor ratio uncertainty was not included in either scan. The

change in sensitivity where daemonflux is used as the nominal conventional flux model is due
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Figure 7.5.5: Two signal inject-recover tests.

Figure 7.5.6: Two signal inject-recover tests.

Figure 7.5.7: Two signal inject-recover tests.
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Figure 7.5.8: Two signal inject-recover tests.

to the difference in the predicted charge ratio; daemonflux predicts a higher charge ratio and

therefore a smaller signature from the resonant ν̄µ disappearance.

These results are plotted compared to the previous phenomenological predictions in Figure 7.6.3.

Sensitivities are compared at 90% confidence level and assuming two degrees of freedom ∆m2
41 =

1.0 eV2. The sensitivities calculated for this analysis are similar, although somewhat worse than

those predicted earlier in Chapter 4. This is not surprising; here a full treatment of systematic

uncertainty is used. We also compare the two degrees of freedom sensitivity at 1.0 eV2 for this

analysis to the results of Super-Kamiokande [116] and DeepCore [115] in Figure 7.6.4. We find

that this analysis has strong sensitivity to |Uµ4|2 when compared to other existing constraints.

7.6.2 Median Sensitivities

We simulated 80 experimental results assuming no new physics by applying Poissonian statistical

fluctuations on a nominal event rate. A full fit scan was then carried out for each of these

pseudo-experiments, and the exclusion contours were drawn for each. The median location of the

contour, the bands containing 68% of the contours, and the bands containing 95% of contours

were then calculated for contours at 90% and 95% confidence level. The bands over |Uµ4|2 are

calculated as a function of |Uτ4|2 for each explored mass squared splitting. They are then shown

in Figure 7.6.5 for contours at 90% CL (top) and 95% CL (bottom). The median sensitivity was

observed to converge to the Asimov sensitivity: suggesting Wilks’ theorem is valid here.
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Figure 7.6.1: The 90% confidence level sensitivity contours with three degrees
of freedom for this analysis; using daemonflux for the conventional flux model

Figure 7.6.2: A comparison of the sensitivities calculated for a daemonflux con-
ventional flux model and the conventional flux model used in the 8-year analysis
(labeled as HG-H3a).
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Figure 7.6.3: The 90% confidence level sensitivity contours for this analysis
compared with previous phenomenological predictions with three degrees of
freedom at ∆m2

41 = 1.0 eV2, 3.5 eV2, and 4.5 eV2. On the left, using the 8-year
analysis conventional flux model, and on the right using daemonflux.

Figure 7.6.4: On the left (right) the 90% confidence level sensitivity contours
for this analysis with two degrees of freedom at ∆m2

41 = 1.0 eV2 using the same
conventional flux model as in the 8-year analysis (daemonflux). Sensitivities from
DeepCore [115] and Super-K [116] at 1.0eV2 are provided for comparison.
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Figure 7.6.5: “Brazil Bands” for 90% CL contours (top) and 95% CL contours
(bottom).
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Figure 7.7.1: The 90% CL contours for three degrees of freedom. A daemon-
flux flux is injected and a flux model consistent with the 8-year IceCube sterile
search is assumed. The fit prefers the 3+1 sterile neutrino model at a signifi-
cance of −2(Lbest − Lnull) = 4.68.

7.7 Mismodeling Tests

There is always the possibility that an inaccurate model of some process could mimic the signatures

of a 3+1 sterile neutrino model. Several possible sources of such a mismodeling were investigated.

7.7.1 Conventional Neutrino Flux Mismodeling

Newer high-energy IceCube oscillations analyses had begun to adopt the daemonflux [91] cosmic

ray and conventional neutrino model at the start of this analysis. To test its relevance we generated

a pseudo-experiment where daemonflux is the true neutrino flux with no new physics. Then, fits

were run assuming a neutrino flux resulting from a Hillas-Gaisser H3a cosmic ray model [86],

Sibyll2.3c interaction model [88], and an AIRS-like atmosphere model [89]. This is the same as

the model used in the 8-year IceCube sterile search [22, 23]. The result of a joint-fit are shown in

Figure 7.7.1. In this case, a 3+1 sterile model is preferred over the injected (null) physics values

with a significance of −2(Lbest − Lnull) = 4.68.
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Figure 7.7.2: Fit results after injecting daemonflux, but fitting assuming
the flux model used in the IceCube 8-year sterile search. (Left) the 90% CL
contours for two degrees of freedom, −2(Lbest − Lnull) = 5.02 after fitting
over (∆m2

41, sin
2(2θ24)), the results from the 8-year IceCube sterile search are

overlain [22, 23]; (right) the 90% CL contours for three degrees of freedom,
−2(Lbest − Lnull) = 4.7 after fitting over (∆m2

41, |Uµ4|
2
, |Uτ4|2)

Further, two similar fit-scans were carried out using only tracks. In the first, the fit-scan is

carried out fixing |Uτ4|2 to zero but allowing a more fine scan in ∆m2
41; the second is done in a

three-degree fit over (|Uµ4|2), (|Uτ4|2), and ∆m2
41. These scans are shown in Figure 7.7.2; in the

2D scan a spurious closed-contour result is recovered at the 90% confidence level. This suggests

that if daemonflux is a better description of the truth, then assuming the model used in the 8-year

IceCube sterile analysis is likely to yield spurious 3+1 signals given no new physics, or artificially

strong signals given sterile neutrinos.

The converse was also investigated; fits were run assuming daemonflux, with its model of

conventional flux uncertainty, while the conventional neutrino flux model used in the 8-year

IceCube sterile search was injected as a true model. In this case, the best fit was consistent with

a three-neutrino hypothesis, as shown in Figure 7.7.3. This suggests that if the model used in

the 8-year analysis is a better description of the truth, then assuming daemonflux is not likely to

yield spurious signatures of 3+1 sterile neutrinos given no new physics.
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Figure 7.7.3: The 90% CL contours for three degrees of freedom. A conven-
tional flux model consistent with the 8-year IceCube sterile search is injected and
daemonflux is assumed in fits. −2(Lbest − Lnull) = 0.6.

Two additional checks were run. A neutrino flux prediction was made using the Global Spline

Fit [92], the Sibyll2.3c interaction model [88], and the US Standard Atmospheric model [95]. Fit

scans were run on a pseudo-experimental result generated from this flux assuming (1) daemonflux

and its uncertainties of the cosmic ray flux, and (2) the model used in the 8-year IceCube sterile

search. These results are shown in Figure 7.7.4. In both cases, no statistically significant signal is

seen; each one is consistent with the injected null model.

In order to minimize the possibility that our choice of conventional neutrino flux model

could bias a measurement of sterile neutrino oscillations, or yield a spurious signal, we opted to

fully adopt daemonflux as our nominal flux model and as our description of conventional flux

uncertainties.

7.7.2 Astrophysical Mismodeling

Recently, the IceCube Neutrino Observatory became the first experiment to observe an excess

of astrophysical neutrinos coming from the Milky Way[121]. This extra population of neutrinos

is produced from cosmic-ray interactions with the interstellar medium throughout our galaxy:
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Figure 7.7.4: On the left (right), fit results after injecting the new GSF model
while assuming the model used in the 8-year IceCube sterile search (daemonflux),
−2(Lbest − Lnull) = 0.6 (0.2).

causing the Milky Way to glow with neutrinos. In this, and similar oscillations analyses, the

astrophysical neutrino flux has been assumed to be isotropic. A test was carried out where a

non-isotropic flux modeling the Milky Way, the KRAγ-50 [122] model, is injected in addition to

an isotropic flux but with no new physics signatures. A fit scan is then ran assuming an isotropic

flux and the resulting likelihood profile is found. The exclusion contours, with best fit, are shown

in Figure 7.7.5. No spurious preference for new physics is seen, and so we conclude that any

anisotropic excess in the astrophysical neutrino flux will not bias this analysis’ result.

7.7.3 Astrophysical Flavor Mismodeling

Since the chosen prior does not span the full range of astrophysical flavor ratios allowed at 3σ,

a flavor-ratio mismodeling test was carried out. A pseudo-experimental result was generated

assuming a flavor ratio (fe : fµ : fτ ) of (0.35,0.2,0.45); an allowed value that is not spanned by

the astrophysical nuisance parameter. A fit-scan was then carried out injecting the above as the

truth, and the resulting 90% CL contours are shown in Figure 7.7.6. The nuisance parameter

pulls at the best fit are also shown in Figure 7.7.7. As can be seen, the flavor ratio pulls down

to match the injected flavor ratio, and no spurious new physics signature is seen. From this we

can conclude that the analysis-level representation of flavor space is sufficiently spanned by this

nuisance parameter, and that a true flavor ratio not explicitly accessible will not bias our results.
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Figure 7.7.5: Exclusion contours at 90% CL and for three degrees of freedom
for an Asimov realization (solid) and a KRAγ-50 injected neutrino flux (dashed).
The contours have considerable overlap and no spurious 3+1 signatures are ob-
served

Figure 7.7.6: Exclusion contours at 90% CL and for three degrees of freedom
while injecting an astrophysical flavor ratio outside the values spanned by the
nuisance parameters.
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Figure 7.7.7: The pulls at the best fit point in the fit-scan shown in Fig-
ure 7.7.6.

7.7.4 CR Muon Mismodeling

As discussed earlier in Section 6.2.10, the cosmic ray muon background is considerable for the

cascades sub-sample. In addition to those methods in-place to account for its contributions, a

few tests were run to check if under-predicting the CR muons could mimic a 3+1 sterile neutrino

signature. To this end, fit-scans were run under different situations:

(a) A normal amount of CR muons are injected, but none are assumed, with no MC statistical

error

(b) double the expected CR muons are injected, but the normal amount is assumed

(c) double the expected CR muons are injected, but none are assumed and with no additional

MC statistical error

The resulting contours are shown in Figures 7.7.8 through 7.7.9 below. No spurious 3+1 sterile

signature was seen in any of these tested cases, and so we can conclude that any reasonable cosmic

ray muon fluxes beyond our nominal expectation will not bias this analysis significantly.

7.8 Unblinding Procedure

The unblinding procedure used in this analysis is shown in Figure 7.8.1. First, a full 3D fit-scan

is applied while fitting to only 5% of the full dataset. No best fit parameters or likelihoods are
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Figure 7.7.8: The exclusion contours for situation (a) on the left and (b) on
the right with the Asimov sensitivities provided for context

Figure 7.7.9: The exclusion contours for situation (c) with the Asimov sensitiv-
ities provided for context
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Figure 7.8.1: The unblinding procedure used in this analysis and expected
probabilities of satisfying the stop condition.

reported. At the best fit point, if any nuisance parameters have a fit value more than 3σ away

from their central values, we stop. Then we count the number of bins whose best fit values are

more than 3σ away from their expected value; if more than 3 satisfy this condition, we stop.

7.8.1 5% Data Blind Fit Results

First, a fit on 5% of the data was carried out to validate basic functionality and ensure no glaring

inconsistencies between data and MC exist. A full fit scan is carried out over the full new-physics

phase space, and the best-fit point is found. The nuisance parameter pulls are determined, and

shown in Figure 7.8.2; none pulled above 3σ.

Then the 1D pulls were calculated and the 1D distributions calculated; none pulled above 3σ.

These are shown in Figure 7.8.3. Finally, the 2D distribution of pulls were calculated and are

shown in Figure 7.8.4. Again, nothing pulled above 3σ. P-values were calculated and all found to

be within the required bounds. Since all checks passed, we proceeded to blind fits on 100% of the

data.

7.8.2 100% Data Blind Fit Results

Before looking at the exclusion contours and “unblinding,” we first validate that the fit is sensible.

Similar to before, the nuisance parameter pulls were calculated and then the pulls in the 1D
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Figure 7.8.2: The nuisance parameter pulls at the best fit to 5% of the data.

Figure 7.8.3: The 1D pulls and distribution of 5% of the data.

Figure 7.8.4: The 2D pulls and distribution of 5% of the data.
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Figure 7.8.5: The nuisance parameter pulls at the best fit to 5% of the data.

Figure 7.8.6: The 1D pulls and distribution of 100% of the data.

distributions. These are shown in Figure 7.8.5 and 7.8.6. For the cascades, one bin pulled at 3σ,

and as a consequence the p-value dropped to 0.007: a stop condition.

To investigate this, we suspected an ice-modeling may be a factor. Two ice models were

introduced previously in Section 2.2. The track and cascades samples both had relied on the

legacy Spice 3.2.1; more recently, however, the improved BFR v2 model had been shown to predict

differing photon-DOM counts as a function of cos θ. This is shown in Figure 7.8.7.

Motivated by these differences, a small sample of 5000 cascades were generated for cos θ ∈

[−1.0,−0.9] and Etrueν ∈ [1TeV, 2TeV]. Using the exact same MC events and energy losses, photon

propagation was performed separately using the Spice 3.2.1 and BFR v2 models to generate two
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Figure 7.8.7: Differences in photon counts for Spice 3.2.1 (dark blue line) and
BFR v2 (light blue line).

versions of the sample. The detector simulation, trigger simulation, filter simulation, and even

reconstruction was then carried out for each of the two versions. Reconstructed event rates are

shown in Figure 7.8.8; a disagreement is observed between the two sample predictions. This

disagreement further supported a systematic difference in the predictions between the two ice

models.

A separate, low-statistics, MC sample had been prepared internally in IceCube as part of a

separate mismodeling test. This sample had been prepared using the BFR v2 ice model, and so we

ran this analysis’ cascade reconstruction and final level filters on the MC files. BFR v2-generated

track MC was similarly already available from a post-unblinding cross-check in a previous analysis.

The predicted 1D event rates, as determined for both the BFR v2 and Spice 3.2.1 ice models,

are shown in Figure 7.8.9. A similar disagreement was seen between the Spice 3.2.1 and BFR

v2 models. As a final test, a realization was generated assuming BFR v2 describes the truth.

Then, the Spice 3.2.1 MC was used to perform a fit-scan with the BFR v2-generated realization.

The goodness of fit is shown in Figure 7.8.10. By applying the same stop criteria as mentioned

earlier, this inject-recover test fails in the same way as the blind fits. Exclusion contours were

then prepared for this mismodeling test and are shown in Figure 7.8.11. Here a strong preference
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Figure 7.8.8: Reconstructed event rates (unweighted) for the BFR v2 and
Spice 3.2.1 MC sample versions; error bars are show MC statistical error.

is seen for the injected three-neutrino model.

As the MC predictions begin to deviate at approximately -0.8, shown in Figure 7.8.9, the

decision was made to cut the first zenith bin in this analysis, while generating a full high-statistics

BFR v2 MC. Our plan is to revise the analysis for publication with the BFR v2 ice model.

7.8.3 Post-Cut 100% Blind Fits

As a sanity-check, two fit-scans were performed prior to re-running the blind fits with 100% of the

data: an Asimov scan and a signal inject-recover test. These are shown in Figure 7.8.12. Little

change was observed. We then calculated the nuisance parameter pulls, the 1D distribution pulls,

and then the 2D distribution pulls; these are shown sequentially in Figures 7.8.13 through 7.8.15.

No stop conditions were met.
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Figure 7.8.9: The reconstructed energy (zenith) rates are shown in the left
(right) comparing Spice 3.2.1 and BFR v2.

Figure 7.8.10: The goodness of fit after injecting a BFR v2-generated realiza-
tion and fitting with Spice 3.2.1 MC.

Figure 7.8.11: 90% CL exclusion contours with three degrees of freedom after
injecting BFR v2 and fitting with Spice 3.2.1.
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Figure 7.8.12: Left: the Asimov sensitivity after cutting the up-going zenith
bin in the cascade selection; right: the 90% CL contours after injecting signal
and fitting after applying the zenith cut.

Figure 7.8.13: The nuisance parameter pulls at the best fit to 100% of the
data after applying the cut.
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Figure 7.8.14: The 1D pulls and distribution of 100% of the data after apply-
ing the cut.

Figure 7.8.15: The 2D pulls and distribution of 100% of the data after apply-
ing the cut.
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Figure 7.9.1: On left (right) the 90% CL exclusion contours with three degrees
of freedom from a fit-scan using only the cascade (track) subsample.

7.9 Results

Individually, the track and cascade sub-samples show a difference in their preferred minima: the

track sample favors a 3+1 model with ∆m2
41 = 5.0 eV2, |Uµ4|2 = 0.05, and |Uτ4|2 = 0.002 at a

significance of 1.2σ assuming Wilk’s theorem and three degrees of freedom; the cascade sample

shows no preference for 3+1 over null. The exclusion contours for each subsample are shown in

Figure 7.9.1 for the cascades on the left and tracks on the right. The results of the joint fit are

shown in Figure 7.9.2, where the data are seen to show a weak preference for the 3+1 model

with ∆m2
41 = 7 eV2, |Uµ4|2 = 0.03, and |Uτ4|2 = 0.0 at a significance of 0.26σ. A comparison is

included to the median sensitivities in Figure 7.9.3.

Exclusion contours are also shown assuming two degrees of freedom at the 90% confidence

level in comparison to results from Super-K and IceCube DeepCore in Figure 7.9.4. The results

presented in this analysis are the strongest constraints with three degrees of freedom for |Uµ4|2

and |Uτ4|2 to date.
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Figure 7.9.2: Left to right, top to bottom: the exclusion contours for three
degrees of freedom and at a confidence level of 90%, 95%, and 99%. The best fit
is at ∆m2

41 = 7 eV2, |Uµ4|2 = 0.03, and |Uτ4|2 = 0.0.

Figure 7.9.3: The results of the joint analysis overlain on top of the median
sensitivities at the 95% confidence level.
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Figure 7.9.4: The 90% confidence level results for this analysis with two de-
grees of freedom at ∆m2

41 = 1.0 eV2. Sensitivities from DeepCore [115] and
Super-K [116] at 1.0eV2 are provided for comparison.
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Chapter 8

Discussion & Conclusions

8.1 Discussion

What we have found is that the introduction of the cascades to the track analysis weakens the

disappearance signature seen previously. There are also no strong signatures of appearance or

disappearance in the cascades channel, and as a consequence further tensions may arise. While

future work will implement the newer ice model with birefringence in the nominal expectation for

the final results of this analysis, if these discrepancies persist then this would suggest that the

track and cascade samples may not be jointly described by a common set of nuisance parameters.

And if the lack of strong cascade appearance persists after the ice model updates, then we may

find these results to fall into tension with predictions of strong νe/ντ appearance consistent with

the BEST best fit sterile hypothesis.

We have also found weaker constraints compared to previous analyses using the same event

selection [22, 23]. One noteable change from previous analyses was a switch from a conventional

flux model using Hillas-Gaisser H3a [86], SIBYLL 2.3c [88], and the Barr parametrization [85]

to daemonflux [91]. In Section 7.7.1 we had shown that if daemonflux is a better description of

the truth, then by using the older model one could expect spurious signatures of sterile neutrino

oscillations. Knowing this it is reasonable to expect that the previously observed signatures might

weaken in this updated search. This is not to say that no such 3+1 signal-like feature exists in

IceCube data, however: more recent results1 using an updated event selection and reconstruction
1as of writing currently under internal paper review
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along with daemonflux have found even stronger results for 3+1 sterile neutrinos [123] that are

consistent with the best-fit point of this analysis.

8.2 Conclusions

Numerous oscillations persist in neutrino oscillations today: many of which can be solved through

additional eV2-scale oscillations. Such an additional neutrino could not interact weakly in order

to be consistent with measurements of Z-boson decay, and so is described as “sterile.” Through

attempts to test such explanations using sterile neutrinos, several tantalizing signal-like hints

have been observed with varying degrees of significance in both νe/ν̄e disappearance and νµ

disappearance; including the 8-year IceCube matter-enhanced sterile neutrino oscillations study

in which signal-like hints above the 90% confidence level for the 3+1 light sterile neutrino model

were found.

Here, we have presented the first results of a joint track-cascade analysis combining the methods

used in previous IceCube analyses along with novel methods developed to needed to handle the

additional sources of systematic uncertainty introduced with this new event morphology. We

have probed |Uµ4|2 and |Uτ4|2 through high-energy events in a search the first time, implemented

a new conventional flux model and an updated bulk ice model with an improved system for

covariance matrix calculation, and introduced a new starting event sample. Results presented

here improve upon world-leading constraints in Uµ4-Uτ4 parameter space, and have opened the

door for large-volume Čerenkov neutrino experiments to directly probe the models preferred by

experiments like BEST.

Because of challenges in ice modeling, immediate work will focus on the re-simulation of Monte

Carlo to update the nominal ice model from Spice 3.2.1 to BFR v2: one which fully accounts for

the effects of birefringence in ice. We may then find that the disagreement between the track,

cascade, and joint fits persist; this would suggest that the cascade and track samples are not

sufficiently described by a common set of nuisance parameters, and further investigation would

be of merit. We may instead find a consistent description of sterile neutrinos in both event

morphologies: laying the foundations for an even stronger and compelling test of the 3+1 sterile

neutrino oscillation model with IceCube.
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Appendix

A.1 The String 37 Offset

Rumor has it a case of pork chops was air-dropped about 500 meters from the old south pole

station long ago in the 1970s. Perhaps its parachute never opened, or perhaps it simply fell silently

into the dense and billowing snow. All we can surmise is that despite their determined efforts,

the polar residents were unable to find their lost and frozen dinner, and some things that should

not have been forgotten were lost. And for three and a half decades the crate passed out of all

knowledge.

Until, when chance came, it bubbled up into relevance once more. In the 2008-2009 South Pole

season, drilling crews repeatedly hit obstacles as the hot water drill melted its way along a three

kilometer deep journey. The solution to these obstacles would draw inspiration from film; taking

a pump, an air compressor, and some spare jet fuel, driller Dennis Duling of IceCube fashioned

an improvised flame-thrower to burn refuse out of the way of the IceCube hot water drill. But,

on one particular pass the drill was pulled back to the surface with what appeared to be part

of a frozen pork chop adhered to the side of the drill. Looking into the partially melted column,

the team saw what can only be described as horrifying and shown in Figure A.1.1. Unsure of

what they had unearthed, the drill crews elected to move the drill site several meters away into

untainted ice. Whatever else rested within that hole will stay there, in the glacier, frozen for eons.

In general, these obstacles are what have lead to IceCube’s non-perfect grid. The top-right

notch missing in Figure 2.0.1 (right) is due to its proximity to the “old pole” station. Drillers

found too much debris in that area which would interfere with drilling, and so the strings that
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Figure A.1.1: Drilling of the hole for string 37 was delayed when the drill
operators noticed pork chops were floating to the surface of the hole.

would’ve been installed there were instead moved into DeepCore. This is why strings 79 and 80

were placed at an odd, internal location. Although now, much of this story may be apocryphal,

the story of the pork hole is undeniably true as evidenced by the picture of the pork itself.
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