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ABSTRACT

CMOS 8" DERIVATIVE GAUSSIAN IMPULSE GENERATOR FOR UWB

APPLICATION

Publication No.
Shin-Chih Chang, M.S.
The University of Texas at Arlington, 2005

Supervising Professor: Dr. Sungyong Jung

Ultra-Wide Bandwidth radio has become a very pramgisVireless technology.
It possesses major attractive advantages in Wge@smmunications, networking,
radar, imaging, and positioning systems. UWB imputadio signals provide an
extremely broad bandwidth for transmission and Vegy data rate over short distance.
An all CMOS impulse generator implemented in anrdJWide-Bandwidth (UWB)
wireless communication system was designed. Thgymes impulse generator as the
initial and important component in UWB wireless comnication generates &"5
derivative Gaussian pulse for transmission. Theuis® generator consists of four
interpolation delay blocks, an XOR block, and aR Filter. The interpolation delay

blocks uses voltage to adjust the delay time bytrolimg the gains of each path. By



adjusting the delay time, impulse generator caneaehthe required frequency. The
XOR gate is implemented using a Gilbert cell. Whiea two different input signals
have two opposite levels at the same time, the @R creates a pulse. After the XOR
gate, a Gaussian pulse is generated and thenstthamigh the FIR filter. An FIR filter
is used as the band pass filter, with 15 delay;tagbapes the Gaussian pulse. The FIR
filter is designed and simulated using Matlab. Taection firpm using the Parks-
McClellan algorithm was used to optimize the imputesponse of the FIR filter. The
FIR filter as the pulse shaper convolves with thput signal — a Gaussian pulse to
generate the"5derivative Gaussian pulse. After pulse shapind whie FIR filter, the
5" derivative Gaussian pulse is generated to meet-@& transmit mask. The™5
derivative Gaussian pulse provides the maximum Wwaitd and also it meets the power
spectrum density spec of FCC regulations. The deaigl simulation of the impulse

generator was performed using the Advanced Desygte® (ADS) in a TSMC 0.18

CMOS process. The FIR filter was designed and sitedlin MATLAB. The whole

circuit’s simulation uses ADS and MATLAB co-simatibn.
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CHAPTER 1
INTRODUCTION

Recently, UWB wireless technology has been attradip replace narrowband
wireless technologies. UWB radios operate using-power ultra-short information
bearing pulses. UWB characterizes transmissioresystwvith spectral occupancy over
500 MHz or a fractional bandwidth of more than 20Phis huge bandwidth provides
an excellent opportunity for an enormous numbebaridwidth-demanding position-
critical lower-power applications in wireless commuations, networking, radar
imaging, and localization system. Such systems e ultra-short waveforms and
can be free of carriers [1].

One of the technologies of UWB is called impulsdiga(lR). Impulse radio,
modulating data in the time domain, improves ddteoughput with low power
consumption. Impulse radio does not use a sinuscaaier to shift the signal to a
higher frequency, but instead communicates withageband signal composed of
subnano second pulses. Impulse radio systems enmwlgulse train with pulse
amplitude modulation (PAM) or pulse-position modida (PPM) also biphase
modulation [4]. It transmits ultra-short durationlges to make the spectrum of the
UWB signal several gigahertz wide. Because of thertsduration with a wide
fractional channel bandwidth of the pulse, it letmfower worst- case multipath fading

and provides an excellent immunity to interferefrcen other radio systems even in



propagation environments. Implementing impulseaddWB transceivers with mostly
digital circuits using no intermediate frequenc¥)(lprocessing makes it easier and
cheaper compared with the typical spread spectransteivers — as used in Bluetooth
and WiFi. Those typical characteristics mark imputadio as the best candidate for
UWB systems [3].

In UWB systems, an impulse generator is one okt#yecomponents to enable
IR UWB communications. In addition, selecting themdamental pulse shape used to
generate the IR UWB signal is one of the importemisiderations [2]. The signal
should produce the best transmission capacity amd ihterrupt characteristics to
perform the ultimate information transmission rael long operation range.

Gaussian pulses present an excellent time-frequessnjution result, typically
in their differentiations. The first derivative Gsamian pulse is easily generated.
However, the PSD of the first derivative pulse doed meet the FCC emission
requirements. For wireless communications in paldr, the FCC regulated power
levels in the band from 3.1 GHz to 10.6 GHz areyvew (below -41.3 dBm). For
meeting the FCC mask, one approach is modulatieg nlonocycle pulse with a
sinusoid, but it will increase the cost and comiijexThe other approach is to take
derivatives of the pulse. The higher orders ofdbgvative of the pulse, the more zero
crossings in the same pulse width correspondinga thigher “carrier” frequency
sinusoid modulated by an equivalent Gaussian epvédlbese observations make us to
consider high-order derivatives of the Gaussiasg@tdr UWB transmission. For indoor

UWB systems, considering the order of derivatived dmandwidth, a fifth-order



derivative pulse is the selected candidate [2] T4lus, we will focus on designing an
impulse generator which fits the power spectrunsdgrfPSD) of the FCC mask in this
paper.

The UWB transmitter generates and transmits vegrtstiuration pulses as
signals without a carrier. The functional blockgtam of the UWB transmitter (Tx) is
shown in Fig.1. The proposed impulse generatoristmsf a pulse generator and an
FIR filter. Examining some previously designed UW&se generators [12], [13], [2],
reveals that their generated pulses are not theeSivative Gaussian pulse, including
the other all-CMOS impulse generators [11]. Implatmg the designed FIR filter on
the Gaussian pulse from the pulse generator can foe exact fifth-order derivative
Gaussian pulse. The fifth-order derivative Gauspualse fulfills the requirement of the
power spectrum density for UWB wireless systemslevlliso maximizing bandwidth.
The structure, function and simulation of the pudeserator are introduced in chapter
3. In chapter 4, we focus on the pulse shaper Hi&.f In this section, we also discuss
the Parks-McClellan algorithm which is used to desand optimize a FIR filter. The
simulation result of the impulse generator is déisad in chapter 5. Finally, in chapter

6, the conclusion and future work are introduced.
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Figure 1.1 The functional block diagram of a typigalsed UWB transmitter



CHAPTER 2
BACKGROUND

2.1 UWB Communication System

Impulse radio Ultra-wideband (UWB) is a very promgsnew technology that
has the potential to revolutionize wireless comroations. It operates using low power
ultra-short information bearing pulses. In thistestg we will introduce the IR-UWB
system including its definition, advantages, amtlans, pulses, and the types of
modulation.

2.1.1 The Definition of UWB

The most frequent use of the term “Ultra-wide baialtlv(UWB)” comes from
the UWB radar world and refers to electromagneaweaforms. Those are characterized
by an instantaneous fractional energy bandwidthcivtshould be greater than about
0.20-0.25. To understand this definition, first smler the definition of the energy
bandwidth of the waveform. Let E be the instantaiseenergy of the waveform; the
energy bandwidth is then identified by the frequesd and, which set the limits of the
interval where most of E (say over 90%) falls. Védl the { - fy width of the interval
the energy bandwidth, and the center frequency (f; )/2 as showing in (Figure 2.1)

[17].



Energy Spectrum

N .
‘ (fH + f,_)/2 i Frequency

Figure 2.1 Energy bandwidth

Ultra-Wideband characterizes transmission systeitts mstantaneous spectral
occupancy in excess of 500 MHz or the fractionaldvadth of more than 20%. The
fractional bandwidth is defined as Bd, where B = f — f_ denotes —10dB bandwidth
and center frequency £ (fy + f.) / 2 f_ with being the lower frequency of the —10dB
emission point (Figure 2.2).

According to FCC regulations, UWB systems wig>2.5 GHz need to have a
—10 dB bandwidth of at least 500 MHz, while UWB teyss with § <2.5 GHz need to

have fractional bandwidth at least 0.2 [1].

NB

| |

UWB

Power Spectral Density

A
\/,

-10d8B

fIL fc flr f(Hz)

Figure 2.2 UWB bandwidth
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2.1.2 FCC Regulation

In 1998, FCC began the process of UWB technologpletory review. In
February 2002, FCC made the formal rule that perbiitra Wideband to operate under
certain indoor and outdoor power spectral masksthla thesis, the indoor power
spectral mask will be discussed.

The Figure 2.3 shows the operating and FCC acclepfaedguency range of
some high frequency services. Most high frequersgs are regulated by FCC Part 15.
Of course, UWB systems including wireless commuioca are defined in this.
According to Figure 2.3, UWB wireless communicatgystems must operate at above
3.1 GHz and with less than -40dBm of EIRP, whiands for Equivalent Isotropically
Radiated Power, which means the signal power seghpdi the UWB antenna.

The center frequency is defined as,

f = (fH + fL) (2_1)
© 2
A FCC Part 15 EIRP
= limit
8
=2 —40 s 4 A — —
— S g -r- - -7 -
E353 C
- 9
=S E UWB approved
S =R D U for wireless
£S5 communications
g« B8 use (Above
a -60 = 3.1GHz)
5SS
w —75 -
1GHz 2GHz 3GHz 10GHz
Frequency
A. VOR/ILS 0.116GHz
B. GS(flide scope) 0.334GHz
C. TCAS 1.030GHz
D. ATC 1.090GHz
E. GPS L1=1.575GHz, L2=1.227GHz
L3=1.175GHz
U. UWB approved for non—communications use

Figure 2.3 FCC part 15 for high frequency devices



As shown in Figure 2.4, for indoor applicationsg tamission power of UWB
devices should be below -41.3 dBm/MHz from 0 HzQ®6 GHz, below -75.1
dBm/MHz from 0.96 GHz to 1.61 GHz, below -53 dBm/kliffom 1.61 GHz to 1.99
GHz, below -51.3 dBm/MHz from 1.99 GHz to 3.1 GHelow -41.3 dBm/MHz from

3.1 GHz to 10.6 GHz, and below -51.3 dBm/MHz froth6LGHz above.

A0

&

g

&

UWE EIRP Emission Level in dBm

,.&5_
—— [ndoor Limit
-T0 -== Part 15 Limit
75-
10’ 10'

Frequency in GHz

Figure 2.4 FCC spectral mask for UWB communicatigstems [21]

2.1.3 Advantages of UWB Communication System

Since UWB is based on the transmission of extremm@iyow pulses with a
small amount of power, UWB communication systemehaertain advantages over
narrow band communication systems. UWB schemesachreve very high data rates

over short distances. According to Shannon’s comaation theory,
8



Ce =Wlog, @+->)
N 72-

(Cc is channel capacity, W is bandwidth, S is agert@ansmitted signal power,
and N is average noise power), the information ci#ypancreases linearly with
frequency bandwidth, and increases logarithmioaith the signal to noise ratio. Since
Ultra wideband has wide bandwidth, it is suitalbde figh data rate communication.
The data rate of UWB as define by IEEE 802.15.3@p@sals can achieve up to
480Mbps. This data rate is far beyond the exisfingbps of Bluetooth, 11 Mbps of
802.11b, and 54 Mbps of 802.11a/g.

In a multipath dominated environment, such largengmission bandwidths
allow for fine time resolution of multipath arriwlwhich implies potential for reduced
fading compared with the narrower bandwidth [16hc® the transmitter and receiver
work in high resolution time domain, each multi fpaignal can be detected as an
individual signal, i.e. without fading. Due to fise range resolution, UWB technology
can also be applied to location-aware wireless ogding. In wall penetrating radar,
UWB signals can precisely track moving objects bdhhe wall. In addition, very low
power and high processing gain will enable ovedayg ensure only minimal mutual
interference between UWB and other applications.

Another advantage of UWB is low cost. Since impubs#io is carrier-less, and
it only has base-band processing, there is nomddiate frequency (IF) processing
needed. That is, resulting in simpler circuitry.eithlow cost is due to the fact that

UWB devices do not require LO and up- or down- eoters.



2.1.4 Applications of UWB Communication Systems

Based on the above advantages, the potential of Yy¢Bems is vast. Popular
applications of UWB can be categorized into foutegaries, i.e., Wireless personal
area networks (WPANSs), Sensor networks, imagingesys, and vehicular radar
systems.

Wireless personal area networks (WPANSs), attenghort-range (generally
within 10-20 m) ad hoc connectivity among portaldensumer electronic and
communication devices. They are predicted to pmVigh-quality real-time video and
audio distribution, file exchange among storagetesys, and cable replacement for
home entertainment systems. UWB technology comeasa promising physical layer
candidate for WPANSs, because it presents high-rates short range, with low cost,
high power efficiency, and low duty cycle [1].

Sensor networks consist of a large number of nadesh spread across a
geographical area. The most important requiremimtsensor networks operating in
challenging environments include low cost, low pgwand multi-functionality. High
data-rate UWB communication systems are well suedathering and disseminating
or exchanging a vast quantity of sensory data timaly manner. Typically, energy is
more limited in sensor networks than in WPANSs. lddieion, using the precise
localization capability of UWB promises wirelessnser networks with improved
positioning accuracy. This is especially useful wigPS is not available, e.g., due to

obstruction [1].
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UWB-based imaging systems differ from conventioredar systems where
targets are typically considered as point scatereecause UWB radar resolution is
shorter than the target dimensions. UWB reflectibosn the target exhibit not only
changes in amplitude and time shift but also changehe pulse shape. As a result,
UWB waveforms exhibit distinct sensitivity to s@thg relative to conventional radar
signals. This property has been readily adoptedhigr systems and can be extended to
additional applications, such as underground, thinewall and ocean imaging, as well
as medical diagnostics and border examination de\t].

Vehicular radars use the frequency band surroundi@Hz to measure the
location and movement of objects around a vehiglégrbnsmitting UWB pulses and
detecting the reflected signals. These devicesvahe features such as auto navigation,
collision avoidance, improved airbag activationd amelligent suspension systems, etc
[1].

2.2 Gaussian Pulse Types and Modulation

2.2.1 Gaussian Pulse Types

Impulse Radio is one of the popular choices for UWdhsmission. Since it
does not use a sinusoidal carrier to shift theaigm a higher frequency but instead
communicates with a baseband signal composed ofaswisecond pulses. Because of
the short duration of the pulses, the spectrumhef YWB signal can be several
gigahertzes wide. For an UWB communication systeme of the most important
design considerations is the selection of the foretdal pulse shape used to generate

the UWB signal [3].

11



A Gaussian pulse (Figure 2.5) is one candidatettier monocycle in UWB
impulse radio systems. If a Gaussian pulse is tgetite antenna, the antenna modifies
the pulses such that the output of the transmattéenna can be modeled by the first
derivative of the Gaussian pulse. However, thedstedhmonocycles do not satisfy the
FCC spectral rules (Figure 2.6).

The PSD of the transmitted signal, P(f) is

k) Kk
oL o

Y,(f): the Fourier transform of the n-th derivative afu@sian pulse;

P(f)=

0’; 2 ,U_s -
T |Yn(f)| +-|-2 k;o

o’ and u,:variance and mean

3()): Dirac delta function

Gaussian pulse:

y(t) == eX!{- tz]
J2no 20° ' (2-4)

09t
0.8+
07
06
05+
0.4+
0.3
0.2t

01r

Figure 2.5 Gaussian pulse
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In the time domain, the higher-order derivativestloé Gaussian pulse are
similar to sinusoids modulated by a Gaussian psiteged envelope. As the order of
the derivative increases, the number of zero angssin time also increases; more zero
crossings in the same pulse width correspond tmlaeh “carrier” frequency sinusoid
modulated by an equivalent Gaussian envelope. Hnsi@aking the derivative will
increase the center frequency of the pulse. Thésereations guide to considering
higher-order derivatives of the Gaussian pulse axlidates for UWB transmission.
Specifically, by choosing the order of the derivatand a suitable pulse width, we can
find a pulse that satisfies the FCC’s mask. Théofahg paragraph illustrates the
spectrum of the higher-order derivatives of the €3&an pulse and then chooses a pulse
shape that meets the emission requirements [4]. I3ie 2nd, 3rd, 4th, and 5th
derivative Gaussian pulses and their PSD will keedbed in the following.

If the transmitter produces a Gaussian pulse, thpud of the transmitter

antenna will be the first derivative Gaussian puigeen by:

W) = _ At _ t2 i
yo(t) N ex{ ZO_ZJ (2-5)

The PSD of the first derivative Gaussian pulsé@as in (Figure 2.6)

13



1st Derivative of Gaussian Pulse (PSD)
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Figure 2.6 (a) The first derivative Gaussian pualsd (b) PSD

If the transmitter produces a first derivative Gaas pulse, the output from the

antenna will be a second derivative Gaussian pulsgiven by

Oy a1 _ i
ye) A{\/st ﬁm—sJex‘{ szj (2-6)

2nd Derivative of Gaussian Pulse (PSD) Cormpared with FCC Mask
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Figure 2.7 (a) The second derivative Gaussian pise(b) PSD
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If the transmitter produces a second derivativesSiam pulse, the output from

the antenna will be a third derivative Gaussian s@ul given by

O = o 1 _ ]
y2 () A{\/ZTW "ﬁmsJeX’{ szj (2-7)

3rd Derivative of Gauseian Pulse (PS0) Compared with FCC Mask

(@) (b)

Figure 2.8 (a) The third derivative Gaussian paise (b) PSD

If the transmitter produces a third derivative Gzas pulse, the output from the

antenna will be a forth derivative Gaussian pulsegiven by
4 2 2

W)=A 16— 431 Jexd-t"

v Vermo®  N2mo’ N 2mot 20° (2-8)
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4th Derivative of Gaussian Pulse (PSD) Compared with FCC Mask
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Figure 2.9 (a) The forth derivative Gaussian paisé (b) PSD

If the transmitter produces a forth derivative Gaas pulse, the output from the

antenna will be a fifth derivative Gaussian putgeen by

5 3 2
YRV G S U SN S0 I G -
v 2ot 2mo®  2mo” 20° (2-9)

5th Derivative of Gaussian Pulse (PSD) Compared with FCC Mask
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Figure 2.10 (a) The fifth derivative Gaussian pusd (b) PSD
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Putting the PDS of the 1%%lerivative of Gaussian Pulse to compare, the highe
derivative of the Gaussian, the center frequencyimgohigher and the bandwidth is

smaller (Figure 2.11).

1~5th Derivative of Gaussian Fulse (P20 Compared with FCC Mask

'3':' T T T T T T T
Derivative order increase
al Bandwidth reduce i
4—
S0k / i
N
é -B0 -
=
7
o Derivative order increase i
Center freauencv movina
_BD |
1°- black; 2%blue; 3%-green; #-yellow; 5"-red
-0
1 1 1 1 1 1
1] 2 4 B a 10 12 14 15

Frequency 10

Figure 2.11 The PSD of thé'1o the %' derivative Gaussian pulses

The FCC issue UWB emission limits in the form ofpectral mask for indoor
system. In the band from 3.1 GHz to 10.6 GHz, UVB ase the FCC Part 15 rules
with a peak value of -41dBm/MHz. The above simolatiesults tell us that the PSD of
the 5th derivative Gaussian pulse meet the FCC mask

For the indoor system, at least the fifth-orderivdgive should be used. The

fifth derivative Gaussian also maintains the bamilvias wide as possible. Although
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after the 5th derivative pulse has been generdted|l go through antenna twice. It
means the 5th pulse at the receiver becomes aeriative pulse. The 7th and 5th
derivative pulse are very similar, and also the RBS™" derivative pulse is more
confident the within the FCC regulation, so geringpB" pulse for communication is
necessary.
2.2.2 Pulse Modulation

In UWB communication system, there is variety ofdulation types used.
Some of them modulate information bits directlyoinery short pulses. Since there is
no IF (intermediate Frequency) processing in syshemss, they are often called base-
band processing, or impulse radio systems. In thst rommon approach, the encoded
data symbols introduce a time dither on generatgskep leading to the so-called Time-
Hopping UWB (TH-UWB). Well-known modulation typesdlude time hopping pulse
position modulation, time hopping pulse amplitudeduation, and direct sequence
pulse amplitude modulation. On the other hand, sbM& systems do have carriers.
For example, in the orthogonal frequency divisioultiplexing (OFDM) system, the
information bits are modulated into orthogonal eas [14]

2.2.2.1 Impulse Radio System

Time hopping pulse position modulation, time hojpipulse amplitude
modulation, and direct sequence pulse amplitudeutatidn will be introduced in this
section.

Time-hopping pulse position modulation (TH-PPM) unge radio is built upon

the time shift of pulses with a certain shape. A B\&ystem with TH-PPM could
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accommodate multiple users simultaneously througgte aivision multiple access. In
TH-PPM UWB system, the impulse radio signal frora #ath transmitter is generally

expressed as [14]:

st) = Z ia(t ~ T, —c,T, =iT, -bA) 0 g(t) (2-10)

In equation (2.10), notation g (t) denotes thednaigsion pulse shape function,

notationd represents the convolution operation, and thedeiftction,d (t), is defined

as.
Jt)=1 t=0
(2-11)
dt)=0, tz0

The termd (t-Ti-c4Tc-iTp-biA) O g (t) indicates that the j-th pulse transmitted
by the k-th user starts at time period (¢¢fTc-iTp-bid). In Equation (2-10), the
sequence set {§ is a pseudo-random time-hopping sequence for kisand the range
of ¢ is between 1 and the number of hopping positibiasin multiple-access systems,
each user has a separate pseudorandom sequeniséinigudgsh one from the others.
Notation T¢ is the chip duration and; Ts the frame duration, which is greater than or

equal to N Tc. The ratio of N T; over T, i.e., Raac=NkTJTs, represent the fraction of

time over which time hopping sequence occupies. [14]
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= N,_ 1

A L Nt = tes
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(bit/s) (symbols/s (pulsest's)

Figure 2.12 Transmission scheme for a PPM-TH-UWjBali [17].

Time hopping binary pulse amplitude modulation (BAAM) is another type
of UWB modulation. The pulse amplitude of infornaattibit 1 is set to unit, while the
pulse amplitude of information bit O is set zerg. &tting the pulse on and off, binary
information bits, 0 and 1, are sending out. SimiaTH-PPM, the TH-BPAM signal
from the k-th transmitter is expressed in equaf®i0), where notation bi denotes the

i-th binary sequence bit [14].

Ng-1

St T, - iT, ¢, T.)0glt)h

I
o
I
o

(2-12)
Direct sequence binary pulse amplitude modulatd8-BPAM) UWB signal
can be expressed in equation (2-12), in which prealing sequence takes on 0 or 1

and is multiplied into signal amplitude [14].
N -1

s(t):i ot - T, - jT.) 0 g(t) Te, ; Ob (2-13)
i=0 j=0 -1
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Figure 2.13 Transmission scheme for a PAM-DS-UWihail [17].

2.2.2.2 Orthogonal Frequency Division Multiplexing

Orthogonal Frequency Division Multiplexing (OFDM)oaiulation can also be
used in UWB communication systems. In OFDM commatin systems, the
orthogonal sub-carriers can make sure that suliecaudo not interfere with each other,
so the internal inter-carrier interference is ngigle. Moreover, the external
narrowband interference will affect at most a ceupf sub-carriers and information
from the affected sub-carriers can be erased andveeed via the forward error
correction (FEC). Therefore, OFDM has an inbuilbustness against interference. In
general, two complex signals (¥ and X(t), on some time interval [a, b], are defined
as orthogonal if and only if they satisfy the feliag condition

b

[x ()t =0

a (2-14)

Let's define the symbol rate ag &ind symbol period as T. If the frequency of
each sub-carrier, is multiple times of symbol ratg,fi.e., £ = nfy then equation (2-15)

happens to hold [14].

21



[cod2rmf t)x cod2mi t)dt =0 (n#zm)
(2)15

In other words, sub-carriersondind m§ are orthogonal, when n and m are
different. The core of OFDM is to take advantagehis good property of orthogonal
sub-carriers by using the inverse discrete Fotragrsform (IDFT) in the modulator and
discrete Fourier transform (DFT) in the demodul§1ai.

In OFDM modulator, there are totally N sub-carrjeasnong which N sub-
carriers are active and the rest are inactive. ifiaetive sub-carriers are set to zero in
order to shape the power density spectrum of thesmmitted signal. The binary
information data are mapped onto the active suberar The sub-carrier | of the
OFDM symbol k is modulated with the complex coeéfit A;. The sub-carrier
coefficient vector of symbol k, & [Ako. " Akn-1] IS then transformed into time domain
using a N-point IDFT, i.e.,x&= IDFT [A(]. In the time domain, the coefficient vectqr a

can be calculated following equations (2.16) an@l{p
Q = [ak,o"'ak,N—lj (2-16)

N-1

1
a, =—) A€
‘ \/Nmzzo |

.2m
W™ (=1 <N)
(2.17)

The samplespare transmitted using pulse amplitude modulatidme signal

transmitted in time domain is expressed as

k=010 (2.18)
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The symbol period dmwoi is N times sample periodsanpie i-€., Tsymbol = N
Tsample NOtation w (t) is a rectangular pulse of symbatadion Tsymbo

In contrast to conventional frequency shift keyirlge spectral overlapping
among sub-carriers is allowed in OFDM since orthwadity will ensure the sub-carrier
separation in the receiver. This leads to bettectspl efficiency of OFDM. Since the
use of steep band-pass filter is eliminated, tret od OFDM system is also reduced.
The OFDM symbol period is longer than the propagathannel delay spread, and this
results in flat fading channel for each sub-caynenich can be easily equalized if it is
necessary [17].

The multi-band approach breaks the 7.5 GHz of akkel spectrum into 15
subbands. Such a method provides great spectraieaeffy, utilizing the entire
available bandwidth. By using many different sulisrthe system can easily co-exist
worldwide, by simply turning off some sub-bandsttmaight interfere with other
devices. Another advantage of a multi-band appréaads ability to efficiently capture

multipath energy without fading [17].

23



2.2.2.3 OFDMvs IR

Table 2.1 The Comparison OFDM and IR

MB-OFDM IR-UWB
* The spectrum is divided
into sub bands of * Using all of the available
Bandwidth approximately 500 MHz bandwidth
(main different): each.
* ( Multi - Band) * ( Single - Band)

Motorola’s proposal used
DS-UWB: Improving the

Texas Instruments OFDi/
Reaching a maximum

Speed effect of timing jitter like
speed of 480 Mb/s. ISl and allows them to
reach speed beyond 1Ghps.
Carrier * Carrier based * Non — Carrier based

Power Consumption| < More Power consumptign < Less Power consumptipn

* More Complex Less Complex
* Need Up / Down No Up / Down
converter Converter
» DAC after Baseband No DAC after Baseband
* Very high PAR:
interference with other
systems if they both
operate in the same bahd

System Complexity

Peak-to-average
power ratio (PAR):

Very low PAR:

» Wideband Matching
» Additional Derivation
can change the signa

type

Antenna * Wideband Matching

2.3 MOS Curent Mode Logic (MCML

MOS Current Mode Logic (MCML) is studied for low wer, high speed and
mixed signal environment. Since it has lower outpuing than CMOS, MCML has
lower power consumption and high speed. If CMOSuis switch frequently, the

power consumed from dynamic circuit power consuampbecomes the main part, thus
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MCML circuit's small voltage swing enables MCML ulissipated less power than
CMOS. For mixed signal environments, the constamrent supplied by Vvdd is
extremely desirable. Since the MCML is a differahiiogic style, the PDN is fully
differential, the dl/dt effects are negligible ioroparison to CMOS circuits and the

current variation is hypothetically 0 [26].

Vde

I AL’

out €—1 > out out €—1 t—> out

—Pp b > —> b
Inputs : Pull Down Inputs : Pull Down
. Network . Network
> (PDN; > (PDN;)
Current source REN _| '%| Current source

(a) (b)

Figure 2.14 Simple MCML block and simple CMOS block
(a) passive load and (b) active load

The basic CML structure contains three mail bloadttgterential pull down
network (PDN), pull up resistor, and current sour¢be inputs to the pull down
network are fully differential. In MCML circuits géhpull down network is regulated by
a constant current source. The pull down netwagkrstthe current | to one of the pull
up resistors based upon the logical function baimgiemented. The resistor connected

to the current source through PDN will have curiearid a voltage dropV=IxR.
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The other resistor will not have any current flogvithrough it and its output
node will be pulled up to VDD in the DC state. Ieviook at the different output
voltage, the voltage swing is set exclusively by #mount of current (I) and the value
of the pull up resistance (R). The output swingeserally much smaller than VDD, of
the order of a few hundred millivolts.

The PDN switch is implemented with a standard nM@8erential pair
controlled the signal input. The current sourcansnMOS device with a constant gate
voltage (RFN) making the nMOS in the saturationioegThe load resistor is pMOS
devices with fixed gate voltages (RFN) and is desigto be operated in the linear
region in order to model resistor (Figure 2.14)|[Z&urrent | flow through the transistor
which has the same R, and then the voltage dkojs transferred to the output node.
The total voltage swing is als®V, which is set by adjusting the resistance ofjah#-
up devices for a given current. In this case, igie#the other resistor will not have any
current flowing through it and will be pulled up ¥dd. In reality a current always
flows in both the resistors because the transist@salways ON (fully or partially).[26]
So, in this thesis, all load pMOS transistors wegdaced by nMOS transistors with the
same function in order to achieve faster outpupaase and better flexibility in MOS
size changing (Figure 2.14).

2.3.1 MCML Delay and Power Dissipation

Assume that our circuit is a linear chain of Nntleal gates, all with load

capacitance C and voltage swig/. The relationship between current and the

capacitance is
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| =CcY
dt

The total propagation delay of N:

N xC x AV
I (2-19)

Delay, . = NXRxC =

where N is the total logic depth of the circuit.

Therefore, the delay can be adjusted thronyhand the bias current I. We
adjust these two parameters to obtain the neceskday in our design. Due to a
constant current source, the static power consomptf an MCML circuit can be
calculated as follows:

Power = N x| xVdd (2-20)

While static CMOS gates tend to dissipate stattcdymnamic power, the current

draw of MCML gates is independent of switching atgi With this assumption, we

can write expressions for power, power-delay, aretgy-delay:

Puowe = N X1 XV (2-21)
PD,cu = NIV, X NCAV _ N7 xCxav XV
(2-22)
N3 xC?xAV xV,
EDyow = N*CAW,, % NCaV = =
l (2-23)

The delay, power, power-delay, and energy-delaystatic CMOS logic are

well known and approximated by [26]:
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NxCxV,,

Demos = K ( )

—x(Vy -V.)*

2 V9 (2-24)
Pemos = N XCXVd?:i X L

cMos (2-25)
PDcyos = NxC dei (2-26)
2 2
EDcvos = N? x2xc—xv¢a
(Vdd _Vt) -22)

where k anda are process and transistor size dependent panmanétereal
MCML design, designers also have some more pregsehave to be considered. The
logic depth, N, and voltage swing range are verpartant factors for real design.
According to the equations provided below, thedadgpth, N, is very seriously related
to the performance of MCML operation. In high spegxblications, the most critical
benefit of MCML is lower power consumption than CEQogic even though this
MCML consumes more power at slow operation. Sopkegthe N as small as possible
has to be reminded for designers in order to hassiredd performance in power
consumption with this high CMOS micron technologiich supplies very low power
to a circuit. Similarly, the energy-delay is propianal to the square of the voltage

swing for MCML. This fact encourages the use very kwing circuits [26].
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Figure 2.15 Basic MCML inverter / buffer circuit

2.3.2 The comparison MCML and CMOS

Table 2.2 The Comparison MCML and CMOS

CMOS logic MCML logic

1. Itis not suitable for high speed | 1. Transistors are always on (fully or
applications. partially)

* Turn off and Turn on time limit  Higher speed.

the maximum speed. » Low threshold devices can be used.
* Power consumption increases i. Lower Vdd.

with frequency. ii. Lower power dissipation.

» Each input is connected to at « Static Power dissipation.

least two gates.

» P-type devices play a key role.
 Large Voltage swing.

» Rate of charge and discharge i$

not the same.

29



Table 2.2 — continued

2. High Dynamic Power dissipation
 Large Voltage Swing
* Large supply voltage and large

threshold voltage.

2. Smaller swing voltage
» Higher speed
» Lower dynamic power dissipation.
» Lower noise generation.

» Lower noise margin

3. CMOS produces lots of noise.
» Sharp switching currents.

* Voltage Variation.

3. Gates are based on n-type differential
* Immunity to common mode noise.
» Smaller input capacitance.

* Transistors have to be identical.

Dair

4. CMOS circuits are less robust.
* Propagation delay varies with
supply voltage.

» Propagation delay varies with
threshold voltage.

» Noise can degrade performanc

112

4. Gates draw static amount of current frd
Power supply.
* Reduces the amount of spiking of the
supply and substrate voltage (lower
noise)

» Rate of charging and discharging is
constant.

 Higher degree of freedom to optimize

delay/Energy-Delay product.

m
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Table 2.2 — continued

5. CMOS consumes too much area 5. P-type devices are never used as a swjtch.
* Pull up network made up of large < Higher speed

pMOSs. » Lower number of transistors.

6. Low degree of freedom in

optimization.

2.4 UWB Transmitter

Impulse radio uses single pulse as a transmissiorecto implement the UWB
technology. The function of UWB transmitter is geateng and transmitting the very
short duration pulse which has very wide bandwwmtthout carrier as a signal. The
general function block of the transmitter is showwnFigure 2.16. Different impulse
generators’ structures implement as different matluh methods, pulse types, and
fabrication technologies. A several systems of ile@@enerators and generated pulses

for UWB communication system will be discussed arak following.

Impulse Generator

Tt T T T T T T T T T,
|
BPF :
Reference Pulse (Impulse E‘ Modulator —» Power
|
|
|

|

|

i |
signa | Generator shaping) AMP

|

|

_______________________ | *

Data

\ 4

Figure 2.16 Block diagram of a typical pulsed UWansmitter
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2.4.1Background on Different Types of Pulse Generators

There have been several previous attempts at inguieng a form of a
Gaussian pulse suitable for use in an IR-UWB systéfawever, none of the previous
attempts mentioned generate a type of Gaussiae pilese PSD conforms to the FCC
mask. It has been shown that only the derivathigher than the 3rd order meet the
power spectral density mask mandated by the FCE [Pteviously designed UWB
pulse generators in [2], [13], [18] and [20], geaateronly the first derivative of the
Gaussian pulse, i.e. the Gaussian monocycle. Tk@viag paragraph introduces the
different transmitters for UWB system.

1. The Intra/Inter-chip Wireless Communication [13]

Intra/Interchip wireless interconnects systems gisintegrated antenna is
proposed to realize high speed data and clockilgision without any parasitic delay.
For high data transmission rate and multiple accemsability of this wireless
interconnection system, it requires wideband charetics of integrated transmitter,
receiver and antenna. Thus a UWB system appeatsate a great potential for
implementation of wireless interconnect systenfdidure ULSI.

It uses time hopping impulse radio and the pulseutation type is PPM The

generated pulse type is Gaussian monocycle.
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2. A SiGe BIiCMOS Ultra Wide Band RFIC Transmitteedign for Wireless
Sensor Network [18]:

Wireless sensor networks represent a rapidly emgrgiechnology for
commercial, industrial and  military systems thatlude control and monitoring
operations.

The wide available bandwidth provides flexibility $ensor applications, where
different sensor node could share the same bahdmover different bands depending
on their data rates (e.g. high data rate vides@snmedium data rate acoustic sensors,
low data rate environmental sensors, etc.).

It uses Frequency hopping technique and the putsdulation type is BPSK.
The generated pulse type is monocycle.

3. An Ultra Wideband TAG Circuit Transceiver Artgwature [20]:

Designed for an indoor network with low data rateh® order of | kbps — 10
kbps, low cost, a low power applications, low coexgly UWB TAG transceiver with
built in location and tracking. Utilizing individbaidentification of each unit, 1
measurement/second per unit, centralized contrdl @ositioning calculation in base
stations, operation in unlicensed bands, and twy daa transfer sufficient to allow
position information to be relayed. This transceiventains the oscillator, the
transmitter, the receiver and baseband digitaladigrocessing (DSP) block.

It is designed in a 0.35 um Si-Ge, BiCMOS processifAustria Microsystems.
It uses time hopping direct-sequence techniquetlaagulse modulation type is BPM.

The generated pulse type is monocycle.
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4. A Novel CMOS/BICMOS UWB Pulse Generator and Mathr [19]:

A new low voltage high frequency pulse generatimouit is fully integrated in
CMOS and or BICMOS process. Generate symmetridakpghose are the second-order
derivative of Gaussian with a bandwidth up to 5 Gitirl having sufficient swing for
UWB applications. Based on the proposed pulse gémrera novel BPSK pulse
modulator is also proposed and can be directly use€dVB transmitter.

It uses impulse radio time and the pulse modulatigme is BPSK. The
generated pulse type is 2nd order derivative Gangsilse.

5. All-digital low-power CMOS pulse generator fo¥MB system [11]:

The proposed pulse generator generates a single PW4&: satisfying FCC
regulations without any filtering. The 5th deriwagtiof the Gaussian pulse is a single
pulse with the most effective spectrum under th€ Hithitation floor, and this pulse
can be transmitted without any filtering.

It uses impulse radio technique and the pulse nadidul type is BPM. The
generated pulse type is 2nd order derivative Gangsilse.

6. A PPM Gaussian Pulse Generator for Ultra-Widddiaommunications [2]:

The implementation of an active Gaussian pulse rgéoe is the focus on
transmitting pulses of ultra-short duration withryéow power spectral density, a wide
fractional channel bandwidth and excellent immundyinterference from other radio
systems.

Gaussian pulses offer an excellent time frequemsplution product. Pulse

position modulation is used to encode the binaapdmitted data. The Gaussian pulse
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generator comprises a cascade of a fast triangulae generator and a Gaussian filter
(i.e., a filter with a Gaussian impulse responge)s central to the ultra wideband
transmitter design.

It uses impulse radio technique and the pulse nadidul type is PPM. The
generated pulse type is monocycle.

Table 2.3 The Summarize of Different UWB Transmitted Generated Pulse Type

UWB transmitter Pulse type

COMS UWB transmitter: The Intra/Inter-chip Wireless

Monocycle
Communication by: Hiroshima University
A SiGe BICMOS Ultra Wide Band RFIC Transmitter Dgsior
Wireless Sensor Networks Monocycle
by: Virginia Tech. (fabricated by freescale semubactor)
An Ultra Wideband TAG Circuit Transceiver Architace Monocycle

2nd order derivative
A Novel CMOS/BICMOS UWB Pulse Generator and Modaorlat
Gaussian pulse

2nd order derivative
All-digital low-power CMOS pulse generator for UW8gstem
Gaussian pulse

A PPM Gaussian Pulse Generator for Ultra-Wideband
Monocycle
Communications
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Examining some previously designed UWB pulse geoesa?2], [13], [18],
[19], [20] reveal that their generated pulses arethe 5th derivative Gaussian pulse,
including the other all-CMOS impulse generators][IThat is the motivation of

generating the 'S Gaussian for UWB indoor communication system.
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CHAPTER 3
IMPULSE GENERATOR FOR UWB WIRELESS GENERATOR

In the UWB communication systems, the pulse tratisrgi block (Figure 1.1)
has to generate very short duration impulses befm@ulating the signal. For this kind
of function, this block can be composed of a digtalse generator and an impulse
shaping circuitry (Figure 3.1). In this thesis, tigital transmitter consists of a delay
line and a XOR cell, and the impulse shaping cirguwhich can be applied by a
bandpass filter, FIR filter. The final output shapast be a Gaussian Monocycle pulse,
which is the 5th derivative of Gaussian pulse.

To design the pulse generator, delay circuits a@dRX€ircuits have been used.
The reference clock signal is sent to the delagudir and the delayed signal is applied
to the XOR gate with the reference clock signal[jg] In the delay circuit, the delay
time is controlled by the voltage. Thus, the ddiaye can be adjusted from 1.5ps to
36ps. Using the control voltage to adjust the deiae in the delay circuit; the pulse
generator can change the pulse width (1/f) to aeh&ecertain frequency. Appling this
delay circuit performs the same function in conitngl frequency as an RLC network
[8]. The Gilbert Cell is used as an XOR gate tateulses. The center frequency from
the XOR gate is 8GHz. When the two different inpiginals have opposite levels at the
same time into the XOR, short pulses will be geteeraut from XOR gate. Those short

pulses are Gaussian pulses, and then become thesigmals to the impulse shaping
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circuit FIR filter. The FIR filter operates as amgulse shaping circuit based on the
primary operation characteristics of convolutiomeTproposed FIR filter performs a
convolution of the filter impulse response withemgence of input values and produces

an equally numbered sequence of output values.

Pulse Generator

I, .
Delay block | impulse shaping

——> FIR Filter ——— Output

=1

S

=

=1
B 4

|
|
|
Figure 3.1 Impulse generator block diagram

3.1 Pulse Generation

In a UWB communication system, the pulse generédothe most initial
operating block, which includes a delay line andRX@ate before the shaped impulse
generated. It deals with an original input signadl also the delays the signal through
the delay line in order to detect the opposite ifpuels in the same time (Figure 3.2).
So this block actually works like a phase detedfdnen the two different inputs digital
signals have opposite phase, like 1 or 0 and Q which arrive at the XOR gate at the

same time, the pulse generator generates puldéguae 3.3 showing.
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Delay-Line

E : »{ Delayed signal
Input ;) Output
> pulse
Original signal /

Figure 3.2 Pulse generation block diagram

]
Delay Out 1 [ \ [ \

Input Out2  Delay

Out 1 /\/\/\/\/

Figure 3.3 Pulse generation output signals

The following subsection will introduce the opeoatiand simulation of each
block.
3.1.1 Variable Delay Circuit

In a high-speed communication system, in order édogom a delay line for
signal transmitting block, the “interpolation” iswally achieved by its actual shifting
delay output ability. Instead of laying down thep# of a delayed signal by changing
the current, the variable delay circuit combineswad different speeds of delay paths as

Figure 3.4 showing.
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Delay
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Slow Path

Figure 3.4 Interpolation delay stage block withi@ale control used in this thesis

This delay stage consists of a fast path, which sengle differential pair and a
slow path which is two differential pairs in seri@$he same input signal comes into
both paths, and then their outputs are combinedsdlgains of each path are adjusted
by Veont in opposite directions. At one extreme of the oantoltage, only the fast path
is on and the slow path is disabled. Converselthebther extreme, only the slow path
is on and the fast path is off. Ifcd4: lies between the two extremes, each path is
partially on and the total delay is a weighted safrtheir delays [8].

Each stage can be simply realized as a differeptial The gain is controlled
by its tail current. Since the two transistors idiféerential pair provide separate output
currents, the outputs of the two pairs can be addethe current domain. Simply

shorting the outputs of two pairs performs the enraddition, e.g., for small signals,
Iout = gml,Z\/inl + gm3,4\/in2 (3'1)
The overall interpolating stage therefore assurhesconfiguration shown in

Figure 3.5, where Y,n and Vo, denote voltages that vary in opposite directists (
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that when one path turns on, the other turns ®ffg output currents of MM, and M-

M, are summed at X and Y. The currents flow througraRd R2 to produceo\[8].

In the circuit of Figure 3.5, the gain of each stagjvaried by the tail current to

achieve interpolation, but it is desirable to maiimtconstant voltage swings. We also

recognize that the gain of the differential pai-Ms need not be varied because even if

only the gain of M-M, drops to zero, the slow path is fully disabled. iven guess that

if the tail currents of MM, and Ms-M4 vary in opposite directions such that their sum

remains constant, we achieve both interpolationvéen the two paths and constant

output swings [8].

Vob
R2

<— out2

Vout

Vin

T

Vcon '—PGD lss

«

D(—o Vecon

Figure 3.5 Interpolating delay stage
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lllustrated in Figure 3.6, the resulting circuit @ioys the differential pair M
Mg to steer Iss between;MM, and Ms-Mg. If VontiS very negative, Mis off and only
the fast path amplifies the input. Conversely, é§nMs very positive, M is off and only
the slow path is enabled. Since the slow pathisid¢hse employs one more stage than
the fast path, the interpolating delay stage a&sex tuning range of roughly two to
one. For operation with low supply voltages, thatoa pair M,-Mg can be replaced by

the current-folding topology [8].

Voo
Ri £ £ Rz
Vin M Mz g

Vout

Figure 3.6 Interpolating delay stage with curréaesng

3.1.1.1 Interpolation Delay Cell Design
One delay cell consists of three differential bufé®nfigurations, a voltage

controller for slow or fast delay path selectionda simple nMOS current mirror as
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shown in Figure 3.7. As a load transistor, insteach pMOS transistor, an nMOS

transistor was used because of its faster curl@nirfg behavior.

Figure 2 The output waveform from XOR gate

GD - Mwl:' }J—{ El\/ha M14\1:' }J—{ 'ﬁMmVDC

Vout
| [ M1o Mw-\:l
Vin N

A L B o TR L
L

Figure 3.7 Interpolation delay cell for simulation

<
L JTC
<
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In this delay cell simulation, 1.8V DC power wa9glied for Vdd, and the
current source for the current mirror, Iss, wase alslected as 400 for this simulation.
According to the value of current density in TSMQ&: technology, ®A/im, the
minimum channel length of MOSFETs should be at tle@gim. The second
consideration was the unity gain as a buffer/ddiayrder to operate as a delay cell, it
must not amplify the input signal, so, from the &tpn (3-2), M-M1,, and M-M13
have the same (WI/L) sizes, an@d-M14, Mg-M15 M10-M14, and M1-M35 also have the

same (WI/L) sizes.
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tun(W/L)N
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Then, the M, M7 and M, M,, and M; have been decided by considering logic
depth and status of MOSFET operating modes, cutin#éar, and saturation. This step
is not very simple because it should be considbyecklated voltage values such as the

input voltage range and voltage values at eaclsistom nodes.

250

200—

150—

100—

Id_M10.i, uA

50—

Ow[w[w[w[w[w[w[w[w
00 02 04 06 08 10 12 14 16 18

Vem

Figure 3.8 Common Mode Id-Vcm characteristics

From the Figure 3.8, the input range was selecetdiden 0.45V to 1.4V, and
the lowest input voltage has to be higher than W Hecause the MOSFETs can work
at least when their gate voltage is higher thair ttieeshold voltages. So, the input

voltage range for this circuit was decided initidilom 6001V to 1.2V, which is on the

linear region at Figure 3.8. Next, the widths ajdé transistors have to be large enough
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to handle the maximum current flowing, 480 and as mentioned earlier, they also
have to be decided by the following saturation @oonks, (3-3) and (3-4).

Ves > Vi, (3-3)

Vps > Vgs ~ Vs (3-4)

However, because Vgs limits the transistor Id-VHsracteristic, which is a
drain-current increasing limit, it means after t@ag a certain width, increasing width
is not effective to increase drain-current flowi&p, after optimization, the final values
of (W/L) ratio are (3.4/0.4) for differential pajr¢66/0.4) for voltage controllable
transistors, and (100/0.4) for current mirrors.

At last, the output current of the current mirisr an important factor to
recognize the overall status of the circuit. Thel(Watios of current mirror transistors

have to be the same to drive the same current wétweoutput of 2 and 3, Figure 3.9,

and also in Figure 3.5 and 3.6.

Figure 3.9 Current mirror with (W/L) ratios

2w,
out (W/L)l REF

(3-5)
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1 W
I out — Eluncox (Tj (VGS _VTH )2 (3_6)
2,3

The Vsson 1, 2, and 3 are the same ag Wecause the drain and gate are
connected together, so the output currents of sumérors are the same in (3-6).

In real simulation results, the current flow at thein of the current mirror
might not be the same as the reference valag, because of other operational
transistors before the current mirrors. In thisecd®sr the acceptable current mirror
design, the differences of the current valueszgf &nd | should be less than 10% of

Irer. SO, lowest acceptable value of the current dgiven36Q:A.

3.1.1.2 Folded Structure Design

The folded structure is basically for improving tiput common-mode range
and the power-supply rejection of the circuit. Aple differential pair is consisted of a
current stage followed by a cascade current—-mioad. So the output is coming out
from push-pull configuration.

In this thesis, the current control stage witkoNr has been taken off from the
non-folded schematic, and then pMOS cascade cumenbr has been connected for
controlling current flowing with pushing in curremito the main differential pair
instead of blocking current flowing. So there ame tcurrent mirrors existing on the

folded delay schematic.
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Figure 3.10 Schematic of folded interpolation dedai}

3.1.1.3 Simulation Result of Folded Delay Cell

In order to have wider input voltage range and oi¥pltage swing, the folded
structure is applied for this delay cell. The desigjfolded delay cell is simulated with
the clock input signal chV=600mV, 0.7V~ 1.3V, and the input frequency range is the
same as the previous simulation. The Figure 3.1@eisctual folded delay circuit
schematic in ADS.

The Figure 3.11 is the output waves of the trangenulation on signal

frequencies of 1GHz, 2GHz, and 3GHz. Input volteayege is from 0.7V to 1.3V.
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Figure 3.11 (a) 1GHz Input waveform (b) 1GHz Outpateform (c) 2GHz
Output waveform, and (d) 3GHz Output waveform dalst path is working

This comparison table shows better voltage outpuigs of the folded delay cell

simulation, Table 3-3.
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Table 3.1 Output Voltage Swing of the Folded Case

Output voltage swing| DifferencesA
Input frequency
of folded casen(/) (mV)
1GHz 491.3 11.9
2GHz 462.2 12.6
3GHz 444.8 16.2

Next simulation results are the delayed output wa¥&e maximum delay time
is 37ps, 4ps of propagation delay and 33ps of pkhastng delay time, in 1GHz input

signal, Figure 3.12. The delay time is variablesemlby voltage values of the:Mr.

input_02, vV

0.8 T T T T T T T T

out1, V

0-6\\\\‘I\\\l\\l\l\l\\‘ll\lll\l\
0.0 05 1.0 15 20 25 3.0

time, nsec

Figure 3.12 Maximum delay time
The total delay is the sum of propagation delay simfted delay time (tp = 4ps

and ts = 34ps. Total delay = 38ps, where inputieagy is 1GHz)
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Table 3.2 Maximum Delay Time by Different Input Eteencies

Input Frequency Propagation Delay Shifted Delay allbelay
1GHz 4ps 33ps 37ps
2GHz 2ps 34.3ps 36.3ps
3GHz 1ps 33.3ps 34.3

The following Table 3.3 and Figure 3.13 show thiéeti delay time change

caused by ¥ont change. For this thesis, an acceptable contréhgelrange is from

0.5Vto 1.8V,A V = 1.3V. However, according to the delayed timeréased, the

useful voltage range is from 1.1V to 1.8V V = 0.7V.

Table 3.3 Shifting Time Changes by Variablgo\t at 1GHz Input Frequency

Vcont— fast (V)| Vcont- slow (V) Shifted Delay Time (ps)
1.5 0.5 1.3
1.4 0.6 2.3
1.3 0.7 3.3
1.2 0.8 4.3
11 0.9 3.3
1.0 1.0 3.3
0.9 1.1 3.3
0.8 1.2 6.3
0.7 1.3 25
0.6 14 28

5

0




Table 3.3 — continued

0.5 1.5 30
0.4 1.6 31
0.3 1.7 33
0.2 1.8 33
35—-
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Figure 3.13 Shifted delay time change by Vcont gean

3.1.1.4 Simulation Analysis and Result of FoldedapeCell

On this delay-line, if it is compared with a singlelay cell, the input clock
voltages and current values are different, Figutd.3The 4 output of each between two
cells were much slower than the single cell simoatbecause there is capacitance
increasing by input MOS capacitance of the next, agires, and some parasitic
capacitance.
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According to the equation (3-7), the falling orimg time, ty. or tu, is

proportional to the total capacitance between W cells. So, in order to increase or

decrease the delay time, the width should be iseaaHowever, if we increase the

width of a transistor, also the capacitance willimereased. Finally, size increasing is

not a solution, so increasing current could beafrtbe solutions, Figure 3.15.
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Figure 3.14 Test schematic of delay line
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Figure 3.15 Equivalent circuits for determining firepagation delays (a)4. and
(b) teLn Of the load side
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{(VDD -v,)ee —E(Vﬂﬂ (39)
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Figure 3.16 shows output waves after each deldg.céle can see the delay
time with shifted waves. The input signal was 1GHck waves.

Delay time exits not only in each delay block, also between each gate.
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Figure 3.16 1GHz input clock signal and output weaakeeach cell of a delay line

3.1.2 Gilbert Cell Structure (XOR)

Analysis a differential pair, the small-signal gaiariation as a function of the
tail current. The current steering on each outmatencaused by load resistors is one of
the most important points to analyze the simpléedintial pair. So, there is a combined

differential pair of which the gain can be contedllby a voltage, Figure 3.17.
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Figure 3.17 Variable Gain Amplifier (VGA)

The control voltage decides the tail current arehtthe gain of the differential
pair. In this topology, A& = Vou / Vin varies from zero (ifgs=0) to a maximum value
given by voltage headroom limitations and deviaaehsions. This circuit is a simple
example of a “variable-gain amplifier” (VGA). Whehe signal amplitude has a large
variation, VGA can be applied in systems to mininilze variation of the gain [8].

Now, suppose the amplifier's gain can be continlyouaried from a negative
value to a positive value. Consider two differeinpairs that amplify the input by
opposite gains, Figure 3.18. We now hawguV Vin = - gnRp and Vourz / Vin= + gnRb,
where @, denotes the transconductance of each transistequidibrium. If |, and b

vary in opposite directions, so doVouu / Vin | and | Vouz/ Vin | [8]-
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Figure 3.18 Two stages providing variable gain
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Figure 3.19 Summation of the output voltages of amplifiers

The Figure 3.20 shows summation of the two outmlitages from each VGA
amplifiers. The final output voltage must be prdgmoral of each gain, which is

controlled by \éon: at its amplifier.
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Vou = (A + AN, (3-10)

Vou = AV, = Ryl — Ryl p, (3-11)

Vouz = AVin = Rplps = Rplpg (3-12)

Rather than add Mu and Voue, We simply short the corresponding drain
terminals to sum the currents and subsequentlyrgenthe output voltage, Figure 3.18.
Note that if |=0, then \{y;= + gnRpVin and if b=0, then \§y:= - gnRpVin. FOr k= I, the
gain drops to zero [8].

On this combination of two differential pair, thercents controlled by M. will
have opposite directions, and definitely, the gaias be changed by the current. The
steered currents and gain on each sided amplifeefadlowing the values of ¥/ and
Voutz» and when the two voltages are the same, the gfaine amplifier will be zero.
This circuit, Figure 3.21, is generally called ailtigrt cell” [24], which is the most
popular circuitry for Analog and RF communicatiorea Also, it is very popular for

building MUX and XOR.
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Figure 3.20 Summation in the current domain
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Figure 3.21 Gilbert cell

As with a cascade structure, the Gilbert cell comssigreater voltage headroom
than a simple differential pair. This is becausetthio differential pairs MM, and M-

M, are “stacked” on top of the control differenti@ip Figure 3.22. To understand this

58



point, suppose the differential inputj;\has a common-mode levekyi,. Then \x =

Ve= Vewmin — Vs, Where M- My is assumed identical. ForsMaind Ms to operate in
saturation, the CM level of ¥ Vemcom must be such thatMcom < Vemin — Vesi

+V1us,6 . Since \6si1- V1us6 1S roughly equal to one overdrive voltage, we ¢ade that
the control CM level must be lower that the inpi &vel by at least this value.

The Gilbert cell topology is showing in Figure 3.@¢9. We choose to vary the
gain of each differential pair through its tail mt thereby applying the control voltage
to the bottom pairs and the input signal to thepgaps. Interestingly, the order can be
exchanged while still obtaining a VGA. The ideatasconvert the input voltage to
current by means of Mand M; and route the current through:#, to the output
nodes. If \fnt IS very positive, then only Mand M, are on and Y,=0ms dRoVin.
Similarly, if Veont IS Very negative, then only Mand M, are on and ¥,=-0ms éRoVin. If
the differential control voltage is zero, then,=0. The input differential pair may

incorporate degeneration to provide a linear vettagcurrent conversion [8].

(a) (b)
Figure 3.22 Gilbert cell with (a) passive and (M®S load
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A CML XOR is shown in Figure 3.22 (b). To achievgtispeed performance,
their transistors work in a linear region and canrbpresented with a linear model
identical for the circuit [23].

3.1.2.1 Design for XOR Gate

This Gilbert cell is very famous circuitry in RFna@ it is being used as a
standardized structure, so in this thesis, the égilisell has been applied for XOR
directly. Also, on this Gilbert cell, all passiveraponents have been replaced by all
active components. The XOR has two different lewdlanput signals. Each input
voltage values can be decided by DC common modaelaiion, Figure 3.23, so the
decided input voltage ranges are,

Input A voltage range: 1V~1.6V

Input B voltage range: 0.7V~1.3V

<
M9 i ﬁ M10

- i = [

H M3 M4 F——

00

Figure 3.23 Schematic of XOR DC common mode sinriat
60



The XOR cell, working for phase detection, was dated with two different
signals. One is on upper level which stands forddlay-line and the other is in lower
level, the original signal, the same as the inmna into the delay cell. The upper level

signal wasAV=600mV, 0.7V~1.3V, of a clock signal, and the lower lesgjnal was also
AV=600mV. However, the input voltage swing range was lotsan the upper signal

because the voltage across the lower level inauiststors are smaller than the upper
case. The voltage would be dropped before readhmdpwer input transistors by other
upper transistors, thus the swing range, 0.6V~1&% selected. Also the input clock
frequency is 1GHz, which is mentioned before, fptiGal Ethernet application, and
general UWB operating frequencies.

Then, the output waves of the transient simulabonsignal frequencies of
1GHz are the following Figure 3.24. The random biggal was put into the circuit, so
the XOR would detect different input level of twput levels, and then it made a short

pulse on each output node.
34w WL

Figure 3.24 1GHz input random and different frequyesignal, and output wave
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3.1.2.2 Simulation Result of XOR Gate

Next, at the end of the delay line, the XOR celsveannected. Figure 3.25 is
the schematic of the pulse generator on ADS. Frhoenane-pair input signal source,
upper level input and lower level input are promgliat the same time. Of course, they
are from the output of the delay line. This circdétects different phase of the two
signals. Whenever it has been detected, a pulébevidenerated. The pulse width is the
same as delay time. As describing before, theepwll be generated by the XOR cell.

After the XOR gate, the pulse is detected. The wut@veform is shown below.
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Figure 3.25 Test schematic of the pulse generator
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Figure 3.26 1GHz input clock and the last outputevarm the delay cell and the

3.2 Impulse Shaping Circuit (FIR filter)

XOR gate of a pulse generator

According to the UWB communication block diagranthis thesis, after square

shape pulses are made, the impulse shaping stegused to generate a base impulse

signal for modulation, which is one of Gaussiarspuibmilies, Figure 3.27.

Pulse
generator

Pulse
Shaping
Filter
(FIR filter)

PPM
—»{ modulator
or Mixer

A 4

Output BPF

A

Data / Signal

Power Amp>

Figure 3.27 Block diagram for pulse shaping filter
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The generated pulse shape is really dependantegouise shaping filter. In this
case, also generally, a Band-Pass Filter, BPFppBcable for the pulse shaping circuit.
The pulse after this BPF will be the same shapgasssian pulse families.

Gaussian pulse has better power performance tleaatkter waves; also derive
the pulse to yield waveforms with an additionalazerossing. Each different Gaussian
pulses have different power spectrum, as mentianechapter 2. So for the UWB
wireless communication system, over 3.1GHz rangd, BCC power limitation, thus
the Gaussian pulse has been considered. Additypr@lhussian pulse can be shaped
easily compared with others. That is the reasomusafig a Gaussian pulse in time
domain for UWB technology.

As mentioned in chapter 2, the power spectrum tendigenerated Gaussian
impulse by previous impulse generator can not rtleeFCC regulation. According to
the simulation in Matlab, the PSD of"Flerivative Gaussian pulse meets the FCC
regulation. And the same time, the RCL shapingudiroccupies a huge area in the
chip. Implementing the active components as ttierfis the pulse shaper is the best
choice.

FIR filter, as the pulse shaper, shapes the Gaussmmopulse which comes out
from XOR gate. The operation of the FIR filter mneolving the input signal with the
impulse response to shape the pulse. Thdesivative Gaussian is generated from FIR
filter for UWB communication.

The 8" derivative Gaussian satisfies the FCC emissioitdifor UWB systems.

It also maximizes the bandwidth. By increasing tlceupied bandwidth of the pulse,
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the overall data rate and the distance can beasetk This factor is what allows UWB
systems to operate at a very low average trans8id, Rvhile achieving useful data
rates and transmission ranges [25].

Next chapter will introduce the FIR filter and hitngenerates the"5Gaussian
pulse.

3.3 Gaussian Monopulse Generator

The original design for pulse shaping circuit isGRResonant Band-Pass filter.
The Gaussian pulse is generated by the XOR gatéhendshaped by RLC BPF. The 1
derivative Gaussian pulse is generated (Figure) 3E8 exporting the data from ADS
to Matlab and simulating in Matlab, the PSD of flfeGaussian can not meet the FCC
regulation as showing in Figure 3.30. Although plassive BPFs can shape the pulse to
meet the FCC regulation by adding more LC laddéwaokk, the passive components
occupy huge area than the active components. Tieasens lead us to design the filter
which is composed of the active components

Our previous impulse shaper using the BPF cirsudt simple LC parallel filter.
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Figure 3.28 Test schematic of the pulse generatbrBPF.
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Figure 3.29 The generated output waves and shapgaases after passing the
XOR and BPF.
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Figure 3.30 (a) The®lderivative Gaussian pulse from BPF and (b) its PSD
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CHAPTER 4
FINITE IMPULSE RESPONSE (FIR) FLTER — PULSE SHAPER

Filters are an important issue of linear time-imaar systems. The term
frequency-selective filter proposes a system tlagisps certain frequency components
and completely rejects all others. In a generateodnany system that modified certain
frequencies relative to other is also called fi[ted].

The following stages describe how to design therfil(1) the requirement of
the desired properties of the system, (2) the apmation of the specifications using
causal discrete-time system, and (3) the understgrd the system [10].

In a realistic setting, the desired filter is gexllgr implemented with digital
calculation and used to filter a signal that is\wit from a continuous-time signal [10].

4.1 FIR Filter as the Pulse Shaper

Shaping the spectrum by changing the pulse wavefmnan interesting
characteristic of impulse radio. Basically, thectpem could be shaped in pulse width
variation, pulse differentiation, and combinatiohbase functions. FIR filter, as the
pulse shaper, shapes the spectrum of the Gaussiaopuse for UWB communication
application. Since shaping the pulse also affelots gower spectrum density of the
transmitted signal, the choice the impulse respafidbe FIR filter is very important.
FIR filter also acts as a differentiator to dertkie Gaussian monopulse. Differentiation

of the Gaussian pulse influences the energy spadaiensity. The peak frequency and
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bandwidth of the pulse are also different whiler@asing the differentiation order. The
following equation shows that Gaussian derivativeligher order are characterized by
higher peak frequencies. Differentiation is the w@ynove energy to higher frequency
bands [17].

1
L =vk——
P N (4.1)

foeak peak frequency; k: the order of differentiationshape factor.

The proposed FIR filter will differentiate the Gaian monopulse to generate
the 5th derivative Gaussian pulse. In the followsegrtions will introduce the FIR
filter's theory and characteristics and how to desihe FIR filter as the pulse shaper
[17].

4.2 The Theory and Characteristics of the FIR Filte

4.2.1 The Theory of the FIR Filter
A finite impulse response (FIR) filter has a finitepulse response. The system
of the impulse response is a finite sum:

ht] = a,oft — T, ]+ +a,0ft - mT, ] (4.2)

FIR filters perform a convolution of the filter dfieients with a sequence of
input signals and produce an equally numbered segueof output signals
(equation4.3). The convolution constructs the raspmf a linear system to an arbitrary
input signal as a sum over suitably delay and daaipulse response.

y(t) = x{t) O ht) (4.3)

The FIR filtering in time domain uses convolutiaeess.
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1st, the input signal can be decomposed into afsehpulses, each of which

can be viewed as a scaled and shifted delta functio

2nd, the output resulting from each impulse isadextand shifted version of the

impulse response.

3rd, the overall output signal can be found by agdhese scaled and shifted

impulse responses.

x(t) 'TdTTdTTd*TTdW

a0 ai a2 a'N -1 a'N

Figure 4.1 The structure of the FIR filter

x(t) : inputto FIR filter
. the time delay between taps in therfilte
8  : the amplifier coefficients

. output of the FIR filter

The FIR filter includes two main parts: delay elemand multiplier.

1. Delay element:

Analog delay: y=x (t-T), yr equals the input x (t) delay;(g)=€°"X(s);
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{) — Ty —= wl)=>4t-7)

Figure 4.2 The delay block of the FIR filter (im& domain)

In the Z domain: y[n] =x [n-1], y[n] equals the imx[n] delay; y[n]=z"*x[z];

{n| —= 71— =]

Figure 4.3 The delay block of the FIR filter (irlamain)

It shows that the system function of the delay elethis an exponential.

H,(s)=e™" a0

and its impulse response a delay impulse

h(t)=o(t-T) 0.5

The structure of our FIR filter consists of deldgdiks and a set of coefficients.
The structure of our FIR filter is shown in Fig.4When the impulse response of a
system is known, the complete characteristics ef slistem are known, too. The
reaction of the system to any other input can erdened by using convolution. The
output of the system is determined by computingua ®f products of the impulse

response coefficientsx and past value x (t-lgJ. From a practical standpoint, the

simpler function is typically specified in the tirséift format.

k=0 (46)
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4.2.2 Characteristics of the FIR Filter

There are some characters to describe the FIRYr:filtapulse response,
frequency response, and phase response.

1. Impulse response:

Impulse response for LTI system entirely charazésrithe system. Since the
impulse response convolves with the input signatells you everything about the
system. The “impulse response” of a FIR filter astually just the set of FIR
coefficients. FIR filter has finite impulse respensecause there is no feedback in the
filter.

2. Phase Response:

FIR filter always linear phase means the phaseorespof the filter is a linear
(straight — line) function of the frequency. Thesult in the delay through the filter is
the same at all frequencies. Therefore the fil@esdnot cause “phase distortion” or
“delay distortion”. FIR filters are usually desigh& be linear-phase. A FIR filter is
linear-phase if its coefficients are symmetricaluard the center coefficient that is the
first coefficient is the same as the last.

3. Frequency Response:

The frequency response of a linear time-invariay$tesn is the Fourier
transform of the impulse. The frequency responsa blter consists of its magnitude
and phase responses. The magnitude response @xdibatratio of output amplitude to

its input amplitude.
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Simple filters are usually defined by their resp#o the individual frequency
components that constitute the input signal. Tlaeeethree different types of responses.
A filter’s response to different frequencies is i@terized as passband, transition band
or stopband. The passband response is the filkéiest on frequency components that
are pass through unchanged. Frequencies withinlter'si stopband are highly
attenuated. The transition band represents freiggencthe middle, which may receive
some attenuation but are not removed completein tiee output.

4.3 The Design and Implementation of the FIR Filter

The interesting part of designing FIR filter isrtséating the desired frequency
response into filter tap coefficients. The proaafsselecting the filter’s tap numbers and
coefficients is called filter design. As can bers&®m Figure 4.1, the equation for the

output of an FIR in time domain is
L k
y(t)=>_hlk]x t —f—j (4.7)
k=0 S

fs the sampling frequency; k: the filter tap number.
Since a delay of 1 /fin time corresponds to a multiplication by a coexpl

exponential, the corresponding equation in theuleegy domain is:

Y(f)=H(f)X(f) (4.8)
n —j2/7k

H(f)= Zh[k]e " is the frequency response of the FIR filter. (4.9)
k=0

fS

dﬂ=ij

'27Ti
: H(1‘)eJ s df : the tap coefficients (4.10)
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For designing the FIR filter, the desired frequemegponse, H (f), should be
decided and then calculate the tap coefficients.tBe actual frequency response will
only approximate the desires response becauseithbear of filter taps is finite.

The Parks-McClellan algorithm is the most widelyedisFIR filter design
method. It is an iteration algorithm that acceptsrfspecifications in terms of passband
and stopband frequencies, passband ripple, andbatdpattenuation. The Parks-
McClellan algorithm will be introduced in the nesdction [10].

4.3.1 Parks-McClellan Algorithm

For designing the impulse response of the FIRrfiliee firpm function can be
used in Matlab. Théirpm function implements the Parks-McClellan algorithmhich
uses the Remez Exchange algorithm and Chebyshewxamation theory. The Parks-
McClellan algorithm optimizes frequency responsgsrinimizing the maximum error
(equation 4-11) between the desired frequency respand the actual frequency

response (equation4-12) [10]. They are sometimisdcainimax filters.

Sinimax = Mi{maxE(e))} ; (4-11)
A (") =h,[o]+ nz:‘ 2h_[n]codan) (4-12)
E(w) =W(w)|H,(e?)- Ale) (4-13)

W(w): weighting function; incorporates the approxiroaterror parameters into
design process.

Ha(€®): desired frequency response;

AL€®): actual frequency response. cas) = T, (COS®)
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The Park-McClellan algorithm is according to refotating the filter design
problem while a problem in polynomial approximati@pecially, the terms casf) in
(4-12) can be expressed as a sum of powers abrosthe form cospn) = T, (cosw),
where T(X) is an nth-order polynomial. Consequently, eouma(4-12) cab be written as

an Lth-order polynomial in cos

) L
Ale)=Y a, (cosc) (4-14)
k=0
where they's are constants that are related §oh the values of the impulse response.
With the substitution x= cegs we can express eeei‘”):P(x)| x=coss, Where P(x) is the

Lth-order polynomial
P(x)=>"a,x" (4-15)

[10].

The key to gaining control oves, andws is to fix them at their desired values
and lets.andd; differ. Parks and McClellan showed that withc, and s fixed, then
the frequency-selective filter design problem beesna problem in Chebyshev
approximation over disjoin set. To formalize the pegximation problem, an
approximation error function (4-13)[10].

The particular criterion used in this design pragedis the minimax or
Chebyshev criterion. Within the frequency interyal®e look for a frequency response
A«€®) that minimizes the maximum weighted approximatioror of equation (4-13).

The best approximation is to be found in the lagjic
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min,, (maFX E(‘*’)] (4-16)

F is the closed subset ofk@<r, such that 80o< 0, or ws <w< m. Thus, we
search for the set of impulse response valuesiitramize thed.

Parks and McClellan applied the Alternation Theor#napproximation theory
to this filter design problem.

4.3.1.1 Alternation Theorem

Alternation Theorem Let Jdenote the closed subset consisting of the disjoin

union of closed subsets of the real axis x. Then
P(x)=> ax" (4-17)
k=0

is an rth-order polynomial. Also, jfx) denotes a given desired function of x
that is continuous onyF o, (X) is a positive function, continuous op Bnd

E, (x) =W, (XD, (x)- P(x) (4-18)

is the weighted error. The maximum error is defiaed

e () =max [E , (x) (4-19)

A necessary and sufficient condition that P(x) Is tunique rth-order
polynomial that minimize| E(X) | is that E(x) exhibit at least (r+2) alternations; i.e.
there must exist at least (r+2) valugsin F, such that x< X, < ...x+2 and such that
E,(x)=-E,(x.)=2E| fori=12--(r +2) (4-20)

The alternations theorem provides necessary arfitisat conditions on the

error for optimality in the Chebyshev or minimaxio.
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From the alternation theorem,

satisfy the set of equations

w(w)H,(e2)-Al)= (1", i=12-,(L+2)

§ is the optimum error and£e®) i

we know that theropth filter A(€®) will

(4-21)

s given by equation (4-12) or (4-14). Using

(4-14), for A(€"®), we can write the equations

i 1
1 2 L
1x X X5 1
2 2 2 W(a)z)
T o
_1 XL+2 XL+2 XL+2 W(C()L+2)

(4.22)

where x= coso;. This set of equations serves as the basis foitemative

algorithm for finding the optimum £€®). The procedure begins by guessing a set of

alternation frequencw; fori=1, 2... (L+2).

that, for the given set of the extremal freq

L+2
b H, (e”“*)
5 - k=1
L+2 bk (_ 1)k+1
k=1 W(wk)
Where
L+2
b, = !
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In particular, Parks and McChatl found

uencies

(4.23)

(4.24)



and x= cosyi. That is, if A(€®) is determined by the set of coefficientsthat
satisfy (4-16), Parks and McClellan algorithm usieel Lagrange interpolation formula

to obtain

f[dk /(X_ Xy )]Ck

Ale™)= P(cosw) = —; (4.25)

where X = Co® , X j= COS;

_ w)_ (=)o
C, =H,(e*) W) (4.26)
and
L+1 1
d, = _ =b, (Xk - X|_+2) (4.27)

[10].
Parks-McClellan algorithm starts with guessing @b€2) extremal frequencies.
After giving a set of frequencies and knowidgsamples of the amplitude response

A(w) can be directly calculated from

(\;Vl()cj(;) 5+ A (@) (4.28)

Aw) =

The flowchart of Parks-McClellan algorithm is foNmg. In this algorithm, all
the impulse response valuegnh are absolutely varied on each repeat to obtiaen

desired optimal approximation.
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Initial guess of (L+2)
external frequencies

Calculate the optimum
® on external set

Interpolate through
(L+1) points to obtain

Ale™)

y

Calculate errorE(“‘)
And find local maxima

20

Yes
More than (L+2)

Extremal?

Retain (L+2)
largest extrema

No < ‘

y

Changed Check whether the

extremal point
changed

Best approximation

Figure 4.4 Flow chart of Parks-McClellan algoritfitd]
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Using the viewpoint of the Remez method, we findatththe extremal
frequencies are exchanged for a completely newledgted by the (L+2) largest peaks
of the error.

4.3.1.2 Remez Exchange Algorithm

The Remez exchange algorithm is a powerful proeedbat uses iteration
techniques to solve a variety of minimax probler#s.minimax problem is one in
which the best solution is the one that minimizes maximum error that can occur.)
Before initiating the process, a set of discretqfiency points is defined for the
passband and stopband of the filter. (Transitiamdbaare excluded.) This dense grid of
frequencies is used to represent the continuogsidrecy spectrum.

Extremal frequencies will then be located at patéic grid frequencies as
determined by the algorithm. The basic steps oinkeéhod as it is applied to our filter
design problem are shown below.

The procedure of Remez Exchange Algorithm

I. Make an initial guess as to the location of xl+extremal frequencies,
including an extremal at each band edge.

Il. Using the extremal frequencies, estimate theiacfrequency response by
using the Lagrange interpolation formula.

lll. Locate the points in the frequency responseerghmaximums occur and
determine the error at those points.

IV. Ignore all new extremals beyond the numbeiafiit set in I.
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To optimize the FIR filter, the Parks-McClellargatithm first uses the Remez
Exchange Algorithm to adjust the frequency to cotafjt] and then optimize £€ ).
At the end of the Remez Exchange Algorithm, thellysbhev approximation was used
to check the criterid E () | <5. If |E (@) | >3, the Remez Exchange Algorithm will
adjust the frequency until the criteria is met.

The Remez Exchange Algorithm is given by:

1 _ -
M) 12cos(w, ), ,2codw, L], W(w) :o
H, (@) 1
12cos\w, ), ,2cosw,L|,——— || h,
Hd(a)3) - ( ) S[ ]W(CUZ)
| Hal@x)] 12cos(w, ), ,2cogw ]# g'l
j o W (e, ) -7 - (4.29)

stepl.

step2.

Figure 4.5 Remez exchange algorithm

stepl.: Givenw;, find h (n)

step2.: Given h (n), findw;
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This algorithm optimizes the FIR filter design toost the tap number of FIR
filter.

4.4 FIR filter Design and Simulation Result in Ml

4.4.1 FIRFilter Design Rules

For design the FIR filter, first qTshould be constant for all Taps. The output
waveform of the FIR filter must meet FCC regulatitre frequency operation range is
3.1GHz ~ 10.6GHz. For implementing the FIR filtdre coefficients @ delay time
and tap number N should be found.

4.4.2 FIRfilter Design

The firpm function was used to produce the impuésponse of our FIR filter.
Firpm designs a linear-phase FIR filter using Pévic€lellan algorithm. As mentioned
before, The Parks-McClellan algorithm uses the Reragchange algorithm and
Chebyshev approximation theory to design filtedsey use an optimal fit between the
desired and actual frequency responses. The fitezrsoptimal in the sense that the
maximum error between the desired frequency respa@mal the actual frequency
response is minimized.

The following procedures describe how to designRikefilter in Matlab.

b = firrpm (n,f,a) proceeds row vector b containthg n+1 coefficients of the
order n FIR filter whose frequency response — aomhdi characteristics match those
given by vectors f and a.

The output filter coefficients (taps) in b obey #ynmetry relation:

b(k)=b(n+2-k), k=1..,n+1
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Vectors “f” and “a” specifies the frequency-maguiéucharacteristics of the
filter:

f is a vector of pairs of normalized frequency pqirggecified in the range
between 0 and 1, where 1 corresponds to the Nyfreigtiency. The frequencies must
be increasing order. Since the FIR filter is foe tdWB application, in the actual
design, the lower and higher frequency for the pasd filter is according the UWB
regulation: 3.1 GHz~10.6 GHz.

ais a vector containing the desired amplitudes@toints specified in f.

The desired amplitude at frequencies between péapsints (f(k), f(k+1)) for k
odd is the line segment connecting the points (fék), and (f(k+1), a(k+1)). The
desired amplitude at frequencies between pairowitg for k even is unspecified. The
areas between such points are transition or “dmaré” regions. The “don’t care” region
will affect the shape of the output pulse.

f and amust be the same length. The length must be anrawaber.

The follow figure shows the relationship betweef and “don’t care region”.
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f=[0.3.4.6.7 .9]

Desired amplitude
Response (a)

a=[0100.50.5]

Normalized
‘ ‘ J ‘ ‘ L l Frequency (f)

(Nyquist)

Figure 4.6 The relationship between frequency asirdd amplitude response

firmp always uses an even filter order for confagions with a passband at the
Nyquist frequency. This is because for odd ordéns, frequency response at the
Nyquist frequency is necessary 0. If state an calded n, firmpm increments it by 1.

Using firpm to design FIR filter, tap number, fremey vector and amplitude
vector should be given. According to FCC regulaiaie frequency vector should be
between 3.1GHz and 10.6GHz. The desired amplit@atov “a” contains the desired
amplitudes at the points specified in the frequesiof the frequencies of the pass band.

Applying the delay time of 30 ps and using 15 tdppm generates h[t] Figure
4.7.

Impulse response: h[t] =[0.0123 0.0347 09D03.1098 -0.1449 0.0578
0.2873 0.1757 -0.1757 -0.2873 -0.0578 4014 0.1098 -0.0039 -0.0347 -

0.0123]. The 15-tap FIR's phase response is lipbase response as shown in Figure

83



4.8. A Linear phase response means that all fremeennn the system have the same

propagation delay.

Impulse Response of Filter
0.3

0.2 =

o 9 I T 7
o N

-0.4 L L L L L L L

Figure 4.7 Impulse response of FIR filter

Phase Response of Filter
10

251 i

30} i

.35 I I I I I I
(o] 0.5 1 1.5 2 2.5 3 3.5

Frequency in Hz x 1010

Figure 4.8 Phase response of FIR filter
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Frequency Response of FIR filter

Magnitude

_BD 1 1 1 1 1 1
0 0.5 1 1.5 2 25 3 358
Freguency in Hz . 1D1D

Figure 4.9 Frequency response of FIR filter

4.4.3 Smulation Results

For shaping the Gaussian pulse g[t] coming out fitben XOR gate (Figure
4.10), the FIR filter designed from a differentiatmnvolve the pulse with impulse
response h[t] which is shown in Figure 4.7 to gateethe 5 derivative Gaussian
pulses. The Gaussian pulse from XOR, simulatindD$s, is exported to the Matlab
(Figure 4.11). From this output Gaussian, the paspexctrum density does not meet the
FCC mask as Figure 4.12 showing. The designed Hi& tonvolves the exported
pulse generate the"sderivative Gaussian pulse in time domain as inuféig4.13.
Comparing the PSD of before FIR filter and afteR Filter, the %' derivative Gaussian
meet the FCC regulation in Figure 4.14. This is dlesired waveform for the Pulsed-

UWB wireless system.
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Figure 4.11 The pulse before FIR filter

86

Fed.12 The PSD before FIR filter



x10° Aeer Filter _30 | Output ‘of Fiter |

PSD (dBm)

L L L L L L L L L Il L L L
0 10 20 30 40 50 60 70 0 2 4 6 8 10 12 14 16
Frequency X 109

Figure 4.13 The pulse after FIR filter Figure 4.14 The PSD after FIR filter

The continuous-time FIR filter as the pulse shagenerates 5th derivative
Gaussian. y[t] =9 [t] 0 h [t]

/\X(t)TTdTTdTTd T
% &/ & &/ &N

Figure 4.15 The approximate Gaussian pulse thréligHilter and generated the
5" derivative Gaussian

Figure 4.16 shows the response of the impulse g@recompared with the
ideal 3" order derivative of the Gaussian pulse. When coetpaith the ideal case in
Figure 4.16, it can be seen that an approximageubutaveform closely resembling the

ideal fifth order derivative of the Gaussian pulse.
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Figure 4.16 The comparison of the ideBIdgrivative Gaussian and the pulse
after FIR filter
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CHAPTER 5
THE SIMULATION RESULT OF IMPULSE GENERATOR
As mentioned in chapter 3, this impulse generatosists of interpolation delay
blocks and an XOR block for the pulse generatiowl the pulse shaping FIR filter for
impulse shaping. The design and simulations wertopeed with MATLAB 7.0.4 in
conjunction with Advanced Design System (ADS). Tireuitry was implemented in

the TSMC 0.18m CMOS process.

When the input signal with frequency 1GHz,A1v, V4=1.6v is passed through
four delay blocks into an XOR gate and compared Wh¢horiginal input signal through
an XOR gate, approximate Gaussian pulses are dgedefiche magnitude of the output
pulse is 738mV. The pulse repetition frequency (PRFR Gb/sec. The pulse width is
decided by the delay line. The pulse width has lxeenrolled by the delay time (delay
cell) to the target width.

The purpose is making the pulse in the UWB frequen@ange:
3.1GHz~10.6GHz The generated approximate Gaussisegare exported from ADS
to MATLAB. The imported pulse g]t] is convoluted tiithe impulse response h|t] of
the FIR filter to generate thé"Blerivative Gaussian pulse in the time domain. Ftioen
mathematic model for UWB pulses is based on themétance of the Gaussian pulse
to monopulse and the fact thatith derivative has zero crossings. Comparing th€ 5

derivative pulse which generated by FIR filter ahe ideal &' derivative Gaussian
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pulse, there are the same root's numbers: 5 im fogaires [15]. To calculate the power
spectrum density (PSD) in the frequency domain, ¢xported pulse should be
transferred from time domain to frequency domaifiter the pulse shaping, the PSD of

the pulse fits within the FCC mask.
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CHAPTER 6
CONCLUSION AND FUTURE WORK

For an impulse Radio Ultra-Wide-Bandwidth (UWB) aless communication
system, an all CMOS pulse generator with a 15-t#R fter was designed. By
adjusting the control voltage, a short duration rappnated Gaussian pulse was
generated from the XOR gate. The Parks-McClellgorghm minimizes the maximum
error between the desired and actual frequencyonsgpto optimize the FIR filter
design. In MATLAB, the firpm function using the RarMcClellan algorithm produces
the impulse response of the FIR filter. A 15-taR Filter as a differentiator shapes the
approximated Gaussian pulse. By convoluting theutiggignal with the FIR filter's
coefficients, the 8 derivative Gaussian pulse has been created. AR &AVB signal
source, the generated pulse should meet FCC remdatAccording to the simulation
result, the PSD of the pulse coming from the XOReg=tn not meet the FCC mask.
However, after shaping the pulse using designed fHi€t, the PSD of the pulse is
within the FCC regulations.

In generating the "5 derivative pulse, the 15-tap FIR filter plays ampbrtant
role. Implementing the FIR filter's coefficientschdelay block with CMOS transistors

is the future work.
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